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The most important very large scale integration ¥/LS) circuits are digital

filters and transformers, which are widely used in audio and videc
processing, medical signal processing, and telecommunication systen
High-level synthesis (HLS) is one of the substantial steps in designin
VLSI digital circuits. Tke primary purpose of HLS is to minimize the
digital units used in the system to improve their power, delay, and aree
This is fulfilled by analyzing the data flow graph (DFG). The complex,
expansive, and discrete nature of design space in higével synthesis

problems has made them one of the most difficult problems in VLS
circuit design. In the modified MFO algorithm presented in this paper, i
hyperbolic spiral is chosen as the update mechanism of moths. Also, |
presenting a new approach, a paramount isg involved in applying meta

heuristic methods for solving HLS problems of VLSI circuits has bee
disentangled. Finally, by comparing the performance of # proposed
method with Genetic dgorithm (GA)-based method andparticle swarm

optimization (PSO)basal method for the synthesis of the digital filters, it
is concluded that the proposed method has the higher ability in the HLS ¢
data path in digital filters. The best improvement is 2.78% for the delay
(latency), 6.51% for the occupied area of the chip @h6.93% in power
consumption. Another feature of the proposed method is its higpeed in
finding optimal solutions, in a manner which, more than 21.6% anc
12.9% faster than the GAasedand PSGbased methods, respectively on
average.

1. INTRODUCTION

data flow graph (DFG). The obtained structural
characteristic is a mapping corresponding to the

HLS is one of the importat levels in designing digital

very large scale integration (VLSI) circuits such as
digital filters so that improvements in this level have a
higher efficiency than optimization at other lower

levels. Besides, highevel optimization reduces the
design time and increags the velocity of design at
lower levels, leading to better circuit indices [1]High-

level synthesis HLS is a level of VLSI design wherein
behavioral description is converted into a structural
characteristic [2], [3]. This behavioral description is
gererally shown as agraphical schematic called the

initial behavioral description which describes how to
implement the behavioral description. For a unique
and catain behavioral description, there could be
some structural characteristics and it is of note that
their outputs are to be equivalent to the output being
considered in the behavioral description [4].
Typically, the aims of highlevel optimization are to
improve the circuit performance in terms of speed
(delay), the occupied area on the chip, power
consumption, construction cost, and the like. These
goals are generally in conflict with each other, and any
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improvement in one might weaken another.
Consequenty, establishing a compromise between
these conflicting goals is oftentimes required
depending on the intended use. As an illustration, the
performance and speed of digital filters are high
priority whilst the cost and power consumption rank
next in devices such as highpowered computer
systems used in servers and supercomputers. On the
other hand, in highvolume market gadgets such as
ASICs (Applicationspecific integrated circuits) for cell
phones, tablets, and laptops, the final cost and power
consumption are the main priorities in design,
whereas the performance and speed have less
priority. Therefore, it can be concluded that according
to the type of intended use, the design space should be
explored and the optimal and appropriate design
should be seleted [5].

Due to the complexity and spread of design space
in HLS problems, making use of automated methods in
solving them is highly indispensable [6], [7].
Moreover, if the dimensions of the problem increase,
the design space will also be greatly growingp and it
will be more difficult to find the optimal solutions. As
a result, utilizing CADbased automated methods is
exceedingly felt.

It should be underscored that in [8], scheduling and
binding in HLS have been conducted simultaneously
in which priorities and time limits have been
formulated under the Integer linear programming
(ILP). As in [9], power optimization has been
undertaken using the ILP and it is claimed that making
use of this method will be practically impossible for
large-dimension problems due to its very low runtime
in reaching a response [10]. In [11], a scheduling DFG
is optimized in terms of power by using the game
theory where the operators have been considered as
players whereas the fitness function is assumed to be
the consumption power. It needs to be asserted that
the computational load of this method is very heavy
requiring a very large runtime, particularly for real
problems having high dimensions. Indeed, this will be
tremendously overpriced, increasing exponentially.

Another method to solve HLS problems is to
initially use default schedules and then the problem is
solved. Afterward, by repeatedly applying the
transformations, the initial schedule is gradually
improved [12]. The focal demerit of this method is
that the obtained responses are highly sensitive to the
transformation which is used. Also, [13] addressed
HLS problem solving by wusing the parallel
programming language (PPL) method. Moreover, the
simulation annealing (SA)algorithm was addressed in
[14] while in [15] the registers were simultaneously
scheduled, allocated, and

HLS problems. Besides, in [17], an improved firefly
algorithm is used. In ths method, the combination of
firefly algorithm and Tabu search (TS) algorithm is
used and finally the problem is optimized in terms of
speed and power.

The simplest solution is to execute HLS steps
independently. In these methods, only one operator is
scheduled at a time and the process continues in the
same fashion until all the operators are scheduled.
Having done the schedulingfunctional units (FUs) are
allocated. An illustration of this includes theas-soon-
as-possible (ASAP) scheduling [18], as-late-as-
possible (ALAP) scheduling [18], path-based
scheduling (PBS) [19], andforce-directed scheduling
(FDS) [20]. In [21], the delay and power are optimized
using the memetic algorithm. In [22], researchers
have also proposed a method based on theacterial
foraging optimization algorithm (BFOA) to solve the
HLS problems.

In [23], weighted sum Geneticalgorithm (WSGA)
method was recommended to optimize the delay and
occupied area in datapath synthesis, where the WSGA
algorithm was employed to simultaneously shedule
and allocate FUs for the DFG synthesis. In [24],
another instance of GA was introduced to explore the
design space during the DFG scheduling. In [25], a
multi -objective evolutionary approach named non-
dominated sorting Geneticalgorithm zIl (NSGAII) was
presented in which scheduling and allocating of the
FUs was undertaken simultaneously. In [26], with the
intention of minimizing the schedule time, a PSO
based method was introduced by assuming that the
problem is resourceconstrained. In [27], a PS&ased
method was introduced in which scheduling and
AET AET C EI OEA &£EI OA0GO0
simultaneously while a weighted particle swarm
optimization (WSPSOQ) approach was proposed in [25]
to solve the HLS problem. In order to optimize the
area and delay in HLS problems, a design space
exploration method using the NSGAl algorithm was
recommended in [28] in which the linear regression
was employed to calculate the area and delay
objective functions. Moreover, the researchers in [29]
introduced the ant colony optimization (ACO)
algorithm whereas the Tabu search metaheuristic
algorithm was utilized to solve the HLS problem in
[30].

The spread of the search space in the HLS problems
as well as the three steps of scheduling, binding, and
allocation, which are completely interdependent
together, make attractive the use of populatiorbased
metaheuristic algorithms to solve such problems.
Algorithms such as GA, PSO, ACO and Tabu search

reduced using the SA methods are among the methods used in this field.

algorithm. Another method based on the SA is SALSA These heuristic algoithms can provide a large group

introduced in [16] which has been employed to solve
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of solutions in an implementation.
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This paper is pioneering in that it has scrutinized
using a modified metaheuristic MFO method when
solving a complex VLSI circuit engineering problem
for the first time. In the MFO algoribhm, the hyperbolic
spiral function is used to move the moths toward its
corresponding flame. The obtained results not only
confirm the efficiency of the MFO method in the
complex problem of HLS of VLSI circuits (digital filters
as an instance here) but als validate its superiority
over other renowned evolutionary methods (such as
GA) and swarm intelligence (such as PSO). It is
overstated that based on the existing literature, large
dimensions of the exploration design space have been
an outstanding feature of the HLS problems causing
troubles in the methods. This and many design
constraints such as the limited number of FUs and the
I DAOAOI 008 AGAAOOEI T
the algorithm runtime, but also influenced the final
results. In this reseach work, we have overcome the
limitations by introducing a novel solution and by
applying the optimization algorithm separately for
each operator and updating the priorities at each
stage. When applying this solution, the problem
limitations are mitigated while the meta-heuristic
method is directed towards more effective and useful
areas of the exploration space. This implies that the
agents do not incline towards the unbeneficial areas
which fail to fulfill the requirements. Plus, improving
the obtained response, this also increases the
convergence speed of the algorithm.

The structure of this paper is organized as follows:
Section 2 is intended to explain the highevel
synthesis of VLSI circuits. In Section 3, the meta
heuristic MFObased proposed methodis presented,
and Section 4 includes the results of the simulation. In
this section, a comparison of the proposed method
with the GAbased method and PS®ased method is
also established. Finally, Section 5 is dedicated to the
conclusion.

2. HIGH-LEVEL SYNTHESIS OF VLSI CIRCUITS

Synthesis is in front of the analysis, in which the
features and behavior of the circuit are taken as
inputs and according to the existing resource
constraints and intended objectives, the circuit is
designed and implemented on the dip.

The synthesis of a digital filter involves different
levels and stages. The first level in synthesis is to
define the behavioral description of the circuit, which
describes how to implement the commands and
arrange the placement of operators. It is comonly
characterized as a graph called DFG, in which the
inputs and outputs and, interconnections between
them have been specified. Indeed, all the operators in
a behavioral description and all the relationships
between them are represented graphically. Theext
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level is to convert the behavioral description into a
structural characteristic. This level is calledregister
transfer level (RTL). Thereafter, there is the logical
level in which the RTL design obtained from the
previous level is converted to the dgical gates level by
logical synthesis methods and, according to the
obtained design, the logic gates are placed.

The next step in designing a digital filter is called
the layout level which helpsus to determine the type
of transistors and the required tchnology to
implement the circuit. Furthermore, implementation
of the logic gates on the chip area can also be
considered at this level. To end with, the final step in
designing a digital filter is the implementation of the
circuit on the chip via availabbe technologies.

HLS is the first step in synthesizing a circuit where
tieE Bebavidiah @dscriptionOis Tcdnvetted Tirtox 4 O A A
structural characteristic. As stated earlier, the
behavioral description is generally represented by a
graph called DFGFig. lillustrates a hypothetical DFG
for (1).

0
0

0
0

Q
Q Q (1)
0 0

where a,bh  Hafe the output andY s the input.

In each DFG, the nodes represent the operators
and, the edges determine the dependencidsetween
these operators. For example, in Fig. 1, there are four
adder operators and four multiplier operators to
perform and calculate (1). The outputs of operators 1
and 2 are considered as the inputs of operator 5 and,
the outputs of operators 3 and 4 ae considered as the
inputs of operator 6. This can also be considered for
other nodes and operators.

a b ¢ d e f 8 h

Figure 1: Data fow graph for (1).
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The simplest but not necessarily the most optimal time step, node 6 is transported to the third time step,
way to implement eachDFG is to map each operator node 7 is moved to the fourth time step, while node 8
or node one by one into a distinct FU. For instance, in is sent to the fifth time step. As can be seen, both Fig. 3
Fig. 1, the desired description can be implemented and Fig. 4 exhibit the same DFG but with different
and executed by 4 adder and 4 multiplier units. scheduling. In Fig. 3the scheduk length is equal to 4
Nonetheless, the fact is that this may be feasible and while it is 5 in Fig. 4. Despite the increase in the
affordable for DFG with a low number of nodes, but schedule length in Fig. 4 compared to Fig. 3, the
by increasing the number of nodes and increasing the number of FUs has decreased compared to Fig. 3. In
number of operational units, the final cost (in terms of the scheduled DFG in Fig. 3, the number of required
power consumption or area) greatly increases. As a adders and multipliers is 2and 2, respectively, which
result, for reducing the number of FUs, another isreduced to 1 and 2 for Fig. 4, respectively.
approach can be employed in which those nodes
doing the same operation can be executed by a a b ¢ d e f g h

specific FU albeit at different time steps.

Datapath synthesis involves scheduling, allocation,
and binding steps. Fig. 2 shows these three steps in 1 2 3 4
HLS. 1
Behavioral Description 5 6

of Digital I'ilter

l 2
- ’

g 3

\ ;
) 4
Y

Figure 3: lllustration of a scheduled DFG presented in Fig.. 1

| Structural Characteristic

h

—

be executed. The number of all steps required for
executing all the operators is called schedule length. 5

A sample of the skheduling for the DFG presented
in Fig. 1 is shown in Fig. By having a closer look, it is
observed that the schedule length is equal to 4
because four steps are required for all the operators 6( X
to be executed leading to an output. Nodes 1 to 4 are 3
executedin the first time step, nodes 5 and 6 in the
second time step, node 7 in the third time step, and 7
finally, node 8 is executed in the fourth time step.

Allocation is a stage of HLS in which the number of 4
hardware resources required to execute the operators \
as well as the number of required registers is n
determined. Binding assigns an FU for executing each 8
node. For example, two possible ways for DFG
scheduing in Fig. 1 can be seen in Fig. 3 arfidg. 4.

Mobility allows some nodes to be executed at Figure4: Another way of a scheduled DFG for Fig. 1
different time steps without affecting the overall
nature and output of the problem. For @ample, in the Digital transformers and digital filters have a
scheduled DFG in Fig. 4, node 3 is moved to the secondspecial place in the VLSI circuits. So that in most

a b ¢ d
Figure 2: HLS subtasks ’/
. . . 1 2 4
Scheduling is a stage of HLS that determines the " f
time step in which a particular node in the DFG is to " N
:\ 3

(%)

Y
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circuits and applications we can find a snare of them 3. THE PROPOSED METHOD
[31]-[34]. However, digital filters are the most
commonly used cicuits in digital circuit design which
are widely used in signal processing applications.
Digital filters are abundantly used to process signals,
images, and videos, communication applications, and
so on. The infinite impulse response (IIR), thdinite
impulse response (FIR), theauto regressive filter
(ARF), the band-pass filter (BPF), the elliptic wave
filter (EWF) and thewave digital filter (WDF) are the
digital filters used in this paper. The data flow graph
of the two ARF and FIR filters used in this paper has
been shown in Fig. 5 [3].

The nature of HLS problems in which the search
space is highly widespread and complex and
discreteness of this space, has led thesearchers to
take advantage of the metheuristic methods in this
field. In this paper, the modified MFGbased gproach
is used to simultaneously optimize delay, area, and
power consumption in HLS of datapathsin digital
filters. Finally, the proposed methodis compared with
the GAbased and PS@ased method. The MFO
algorithm is one of the metdeuristic algorithms
which was proposed by [36]. This algorithm, like
other metaheuristic methods, is inspired by natre to
find optimal solutions. The idea of the MFO algorithm
is originated from the moths and their instinctive
navigation system and their flights towards light
sources.

In the MFO, moths can be considered as the
chromosomes in GA, the swarm in PSO, arftetants in
ACO. The variables and dimensions of the problem are
the same as the position of the moths in the design

OPAAA8 4EA i1 OEOS6 bDi OEOEIT AA
G gbg E &g

. G gdg E &g

b & & E & (2
G g0 g E Gy

where n is the number of moths,d is the number of
variables of the problem andmi; is the i-th variable of
the j-th moth. The corresponding fitness values of the
moths can also be stored in a matrix as follows:
00
« n 00
00 & (3)
00
where n is the number of flames andOM is the fithess
value ofi-th moth. Two other matrices can be defined
for flames in the form of (4) and (5).

n(% q‘g% E q‘g%
O & & & & @)
"0 0 E O
where n is the number of moths,d is the number of
variables of the problem andr; is the i-th variable of

the j-th moth.

0O

.. 0O
0O & (5)

0O

where n is the number of moths andOF is the fithness
value ofi-th flame.

(b) Here, both the moths and the flames are feasible
solutions of the problem; yet, the difference is that the
flames are the best position of the moths to this

Figure 5: () ARF data flow graph(b) FIR data flow graph
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moment, and the moths are the solutions to move in
the search space for reaching to the optimal solutian

Indeed, each moth moves around a flame until it
finds a better position and replaces it with the flame
position. To escape from the local optima and increase
the exploration capability, each moth updates its
position only with its corresponding flame in the
flame sorted matrix so that more space would be
Aopi 1 OAA8 &1 O ET OOAT AAnh
matrix is updated with the best flame and, the last
moth is updated with the worst flame in the sorted
matrix of the flames.

In addition to the basic MFO algorithm, other
methods have been developed based on this
algorithm. In [37], an improved version of MFO
algorithm based on Lévyflight strategy, which is
named as LMFO, is proposed. Léfiight can increase
the diversity of the population against premature
convergence and make the algorithm jump out of local
optimum more effectively. In [38], Chaos theory and
crossover processes are introduced in MFO algorithm
which increases the randomness or diversity. Chaotic
systems have properties like randomness certainty
and ergodicity which help the solution to jump out of
local minima. In [39], a Cauchy distribution function is
added to enhance the exploration capability, influence
of best flame has been added to improve the
exploitation and adaptive step siez and division of
iterations is followed to maintain a balancebetween
the exploration and exploitation.

A. Defining thesamplesposition

An example of the position of a moth for the DFG
shown in Fig. 1 can be indicateds 4 1362578:1
2}.

In this definition, the position of each moth (or
flame) has been divided into two parts. The left part
indicates the order and priority to execute the nodes
in the DFG. The right part characterizes the number of

placed at the first time step and one of the two
multiplier functional units is occupied. Then, node 1 is
checked and because there is an unused added, this
node can also be executed at this time stefince the
only adder unit in this time step is being used to
execute node 1, node 3 as an adder cannot be
executed in this time step. Now it istime to execute
node 6, but since the execution of this ade depends

Ok the ovFEIOOMOded 3/ a4, thede oupiiRareindt OE O 6

yet available, so this node may not be executed at this
time step. Then, node 2 as a multiplier needs to be
executed; nonetheless, because there is still an unused
multiplier unit and this node is not dependent on the
other nodes, so node 2 is executed in this time step.
This process continues until the executable nodes in
the first step are identified. The same process is
repeated for the rest of the nodes so that an FU will be
allocated to each node. As such, the entire nodes are
scheduled and the obtained scheduling for the
mentioned example has been illustrated in Fig. 4. This
process is carried out for all moths and flames.

In the next step, for updating the position of the
moths using the position of the corresponding flames,
the method described in the following is used and the
new position of the moth is calculated.

The MFO algorithm isapplied separately to both
the priority and the FUs part. In the former part, the
first node on the kft is considered as the starting
point. Afterward, the successor and the predecessor
allowable location of this node is found which is saved
as the upper and lower bounds of the node, as
indicated by ubl and Ibl, respectively. Subsequently,
OOETC jo9Qq xEEAE EIAEAAC
towards the flame, the new location of the given node
is calculated.

¢

AT O o
o]

4 g Qg (6)

Q

where mii(New) is the new position ofl-th variables of

the FUs of each type. In this example, there are one j-th moth, t is a random number in [1, 1], fis is the

adder and two multiplier FUs. The order for the
number of the nodes in the priority part specifies the
node which has to be executed earlier. As in the

position of I-th variables ofj-th flame anddi, indicates
the distance between the position of-th variables ofi-
th moth and the position ofl-th variables ofj-th flame

example above, nodes 4, 1, and 3 are executed that is obtained by (7).

respectively, and this process lasts until all the nodes
are executed. It should be noted thathe priority to

Qg Q@ Gy (7

execute the nodes must be taken into account in all yhere dj indicates the distance between the position
moths and flames. For instance, in DFG shown in Fig. of |-th variables ofi-th moth and the position ofI-th

3, node 6 has to be executed after the execution of yariaples of j-th flame, mis is the position of I-th

nodes 3 and 4 because the outputs of the operat3
and 4 are required for its execution, but the same
node (node6) is independent of nodes 1, 2, and 5, and
it can be executed before or after them.

In order to schedule the mentioned moth, we start
from the first node and place the nodes in the time
steps according to the available resources. In this
example, first, the node 4, which is a multiplier, is

98

variables of i-th moth, andfj, is the position of I-th
variables ofj-th flame.
Such a process applies in turn to all the nodes in
OEA 11 OE8O0 DOEI OEOU bDAOO8 I C
equation is used similar to (6), except fothe fact that
instead of the location of the variables, the number of
the FUs is calculated. Moreover, the lower and upper
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limits of each FU, which are indeed the lowest and
highest allowable numbers of that type of FU, are
predefined and constant. Lastly,OE A
position is attained after determining all the variables,
whether in the priority or the FU parts. Also, in order
to improve the exploitation of the algorithm, the
number of flames in each iteration is updated through

(8).

"0 d¥1s ¢ HaiYE 0 80Q O
6 p
0 dw

(8

where Flamewmber is the number of flames,N is the
maximum number of flames| is the current iteration
and Max is the maximum number of iterations.
Therefore, all the moths move around the best
remaining flame in the final steps of iterations. Other
methods have been proposed to increase the
exploration and exploitation of the MFO algorithm.

B. Thefitnessfunction

In order to evaluate the parameters of delay, area,
and power in the proposed method and compare its

performance against the previous methods, the
following Fitness functionis used:
0Qo ¢ b i T w 5 W
0 (9)
0

where Fitnessis the fitness function,L: is the schedule
length of sample evaluated, Lvax is the longest
schedule length in the current generationA: is the
total number of transistors in the operators and
registers, Avax is the largest area in the current
population, P: is the power consumption of the all
operators and Pvax is the highest power consumption
in the current population. Wi, Wz, and W3 are the
weights of the delay, occupied area, and power
consumption terms, respectively. These three
coefficients according to which of the parameters of
time, occupied area or power consumption is
optimization priority, are selected in such a way that
their sum is always equal to one.

The number of operators was obtained diredy
from the number of FUs and the number of registers
was obtained by the LEA method [20].

4. SIMULATION RESULTS

The results of the simulation of the proposed
method as well as the algorithmbased method of GA
[23] and PSO [40] and a comparison of these thee
methods are presented in this section.

All three methods are implemented in MATLAB
software (R2015b) under the system with Core i7

population and the maximum number of iterations, in
all three methods, is egal to 30 and 100, respectively.

I T OE 816 GA]the mutation probability is equal to 0.1 and the

crossover probability is equal to 0.9. Each algorithm is
executed 50 times and the average of the obtained
responses is given as the final response. The
maximum number of resources and operational units
are assumed to be equal to 5 for the entire cases.

A. Results

Tables (1) to (6) show the results of the synthesis
of the digital filters. In these tables, the delay term is
the same as the schedule length that representhe
time steps required to execute the DFG. The area
represents the total number of transistors needed to
implement the operators and registers, and the power
is the total power consumption of the FUs [41]. In all
the Tables, W, W, and W vary in three different
modes notwithstanding having a total sum being
always equal to 1.

For each mode, the average of the acquired
responses for a 56time execution of the algorithm has
been tabulated along with their relevant standard
deviations. Due to a large amounof the occupied
surface area and the power consumption, standard
deviation of the response logarithms has been used to
better represent and comparison of the data.

As shown in Tables 1 to 6, as the weight of each
parameter increases, a significant improgment has
been observed to find the optimal response of the
same parameter. For example, by considering 0.8 for
W1 which is the weighting factor related to the delay
parameter, and 0.1 for W and Ws which are the
coefficients of the occupied surface areana power
consumption respectively, the best delay compared to
the other two modes will be obtained. The same
applies to the other two modes. The delay in the first
row of each table shows the best delay, while the area
in the second row is the best occupig surface and the
obtained power in the third row shows the best
power consumption compared to the other two rows.

In Table 1, which presents the synthesis of the IIR
filter, the proposed method and the PS®ased
method obtain an average value of 5 for thdelay. But
the GAbased method performed slightly weaker and
presented an average of 5.08. In the case of the lowest
occupied area and power consumption, the proposed
method performed better than the other two methods
with average values of 307648 and 3147.24,
respectively. In the FIR synthesis shown in Table 2,
the proposed method performs better than the other
two methods in all three modes.In this filter, the
delay, area, and power consumption are 9.1, 3542.08
and 3147.24 respectively. In the ARF,the proposed
algorithm yielded better results of 8.12, 3534.08, and
3142.2, respectively for the delay, occupied area, and

6700HQ processor and 8GB of RAM. The initial power consumption.
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TABLEL

COMPARISON OFHE PROPOSEIMFO-BASEDMETHOD WITHGABASED ANOP SOBASEDMETHOSONIIR DFG

MFO GA PSO
Delay Area Power Delay Area Power Delay Area Power
W:1=0.8 Ave. 5 5868.8 6324.75 5.08 6369.28 6917.47 5 6442.88 7007.66
W.=0.1
Std. 0 0.007 0.007 0.274 0.095 0.107 0 0.062 0.068
W3=0.1
W;1=0.1 Ave. 7.02 3076.48 3147.24 7.46 3209.92 3222.89 7.42 3199.68 3217.85
W.=0.8
Wo=0.1 Std. 0.318 0.010 0.006 0.503 0.023 0.018 0.538 0.025 0.021
3—VU.
W1=0.1 Ave. 7.12 3090.88 3147.24 7.3 3228.16 3207.76 7.3 3210.24 3187.59
W>=0.1
Wa=0.8 Std. 0.328 0.011 0.006 0.580 0.02 0.018 0.544 0.017 0.015
3—=VU.
TABLE2
CoMPARISON OFHE PROPOSEIMFO-BASEDMETHOD WITHGABASED ANDP SOBASEDMETHOSONFIRDFG
MFO GA PSO
Delay Area Power Delay Area Power Delay Area Power
W1=0.8 | Ave. 9.1 7029.44 7198.70 9.36 7923.52 8152.76 9.3 7855.04 8084.97
W>=0.1
Wa=0.1 Std. 0.303 0.060 0.069 0.485 0.072 0.083 0.462 0.077 0.088
3—U.
Wi1=0.1 | Ave. 14.8 3542.08 3162.37 15.06 3763.2 3232.98 15 3742.72 3222.89
W>=0.8
Wa=0.1 Std. 0.606 0.013 0.010 0.712 0.025 0.024 0.782 0.024 0.021
3—U.
Wi=0.1 Ave. 15.14 3704.32 3147.24 15.12 3733.44 3157.33 15.16 3723.2 3152.29
W>=0.1
Wa=0.8 Std. 0.350 0.010 0.006 0.773 0.009 0.009 0.618 0.01 0.008
3=U.
TABLE3
CoMPARISON OFHE PROPOSEIMFO-BASEDMETHOD WITHGABASED ANDP SOBASEDMETHOSONARFDFG
MFO GA PSO
Delay Area Power Delay Area Power Delay Area Power
Wi=0.8 | Ave. 8.18 11172.16 12119.97 8.36 11348.8 12419.74 8.3 11340.8 12394.53
W.=0.1
Wa=0.1 Std. 0.388 0.005 0.004 0.563 0.045 0.053 0.505 0.023 0.027
3=U.
W1=0.1 | Ave. 18.2 3534.08 3182.54 18.38 3658.88 3300.77 18.44 3627.2 3258.2
W.=0.8
Wa=0.1 Std. 0.404 0.010 0.013 0.923 0.035 0.041 0.787 0.016 0.017
3=U.
W1=0.1 | Ave. 18.4 3555.84 3142.2 18.72 3704 3182.55 18.6 3688.32 3187.59
W.=0.1
Ws=0.8 Std. 0.494 0.011 0.004 0.757 0.012 0.013 0.670 0.014 0.014
3—=U.

100



A Framework for High-Level Synthesis of VLSI Circuits Using a Modified Moth-Flame Optimization Algorithm

TABLE4
COMPARISON OFHE PROPOSEIMFO-BASEDMETHOD WITHGABASED ANDP SGBASEDMETHOSONEWFDFG

MFO GA PSO
Delay Area Power Delay Area Power Delay Area Power
W1=0.8 | Ave. 14 6848.64 6617.25 14.08 6834.88 6597.68 14 6924.8 6702.99
W2=0.1
W3=0.1 Std. 0 0.006 0.007 0.396 0.044 0.056 0 0.006 0.007

W1=0.1 | Ave. 25.06 3857.28 3202.72 23.52 4125.76 3483.95 22.76 | 4039.04 | 3388.73

W2=0.8
W3=0.1 Std. 4.037 0.014 0.019 4.841 0.059 0.077 5.057 0.043 0.057
W1=0.1 | Ave. 25.24 3949.76 3167.41 25.16 4152 3403.26 24.46 4070.08 3323.16
W2=0.1
W3=08 Std. 2.924 0.014 0.011 3.247 0.057 0.077 3.95 0.043 0.057
TABLES
CoMPARISON OFHE PROPOSEIMFO-BASEDMETHOD WITHGABASED ANOP SOBASEDMETHOSONBPFDFG
MFO GA PSO
Delay Area Power Delay Area Power Delay Area Power
W;:=0.8 | Ave. 8.06 6546.24 6699.58 8.24 7304.64 7549.95 8.22 6996.48 7203.75
W>=0.1
Wa=0.1 Std. 0.239 0.034 0.038 0.555 0.069 0.078 0.545 0.062 0.069
3—V.
W;=0.1 | Ave. 17.7 3605.12 3197.67 16.76 3835.84 3298.54 | 15.94 | 3884.48 3333.84
W>=0.8
Wa=0.1 Std. 3.688 0.018 0.014 3.426 0.035 0.028 3.449 0.033 0.027
3—V.
W;=0.1 | Ave. 16.92 3744 3217.85 16.7 3969.92 3346.16 | 17.42 | 3870.72 3263.24
W2=0.1
Ws=0.8 Std. 3.212 0.028 0.015 3.37 0.039 0.049 3.038 0.025 0.025
3=U.
TABLE6

COMPARISON OFHE PROPOSEIMFO-BASEDMETHOD WITHGABASED ANOIPSGBASEDMETHOSONWDFDFG

MFO GA PSO
Delay Area Power Delay Area Power Delay Area Power

W1=0.8 | Ave. 14.08 6883.84 | 6330.98 14.28 6656.32 | 6072.74 14.12 6904.64 6353.97
W2=0.1
We=0 1 Std. 0.274 0.053 0.070 0.640 0.079 0.104 0.385 0.063 0.082

3—V.
Wi1=0.1 | Ave. 24.74 4144 3207.76 20.86 4400 3467.19 22.28 4310.08 3359.06
W2=0.8
We=0 1 Std. 4.303 0.013 0.018 5.660 0.033 0.049 5.789 0.019 0.032

3—V.
Wi1=0.1 Ave. 25.82 | 424512 | 3172.46 | 22.62 | 4422.72 | 3366.33 | 23.18 | 4342.72 | 3298.54
W2=0.1 Std
W3=0.8 ' 3.617 0.011 0.011 5421 0.03 0.048 5.283 0.016 0.029
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With reference to the EWF synthesisboth MFQ
based and PSGbased methods have obtained the
same average delay. But in the other two cases,
finding the best area and power consumption, the
method based on the MFO algorithm performed better
with the valuesof 3857.28 and 3167.41, respectively.

In Table 5,which presents the synthesis of the BPF,
the results show that the proposed method performs

better. The best average delay, occupied area and,

power consumption obtained in this filter were 8.06,
3605.12 and 3217.85, respectively.

Finally, in the WDF filer, the proposed method still
performs better. The proposed method has a delay of
14.08 as the best delay, which is better than the other
two methods with values of 14.28 and 14.12 for GA
basedand PSGbhased methods, respectively. The best
area and power onsumption in the MFQbased
algorithm are also obtained 4144 and 3172.46, which
is better than the other two methods.

Using the information in Tables 1 to6, although the
delay, occupied area, and power consumption in the
proposed method are better than tle other two
methods, at each mode with the improvement of one
parameter, the other two parameters increase
significantly.

For example, as the delay improves, two other
parameters, namely power consumption and occupied
area increaseat first mode. It seemsthat the kind of
decrease in the number of flames after each iteration
causes these drastic changesln this paper, the
number of flames in each iteration is updated through
(8).

Fig. 6 shows a representation of the bestveraged
responses for each filter.

The percentage of improvement obtained by the
proposed method based on MFO algorithm compared
to the other two methods based on GA and PSO
algorithm in the synthesis of each digital filter is
presented in Table 7.

As shown in Table 7, in the IIR and EWHtérs, the
proposed method together with the PSebased
method calculated the same delay. But in other cases,
the proposed method based on the MFO algorithm has
shown better performance.

In order to obtain optimal delay, the proposed
method showed the bestperformance in FIR filter
synthesis with 2.78% and 2.15% improvement
compared to the GAbased and PSGbhased methods,
respectively.

Regarding the optimal occupied area, the best
performance has been found in the BPF synthesis with
a 7.19% improvement compred to the PS@based
method and in the EWF filter synthesis with a 6.51%
improvement compared to GAbased method.
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Figure 6: The best results for aPelay, b)Occupied area, and
¢) Power in digital filter synthesis

The highest improvement in power consumption
was also achieved in the EWF, with 6.93% and 4.69%
improvement compared to GA and PSO, respectively.

Fig. 7 shows some examples of the proposed
method and the two GAbased and PSased
methods when calculating the best power of the 6
filters (W3s=0.8 and W=W:=0.1). While the
Continuous black lines depict the data obtained from
the proposed method based on the MFO algorithm,
the blue dotted lines show the data from the PSO



A Framework for High-Level Synthesis of VLSI Circuits Using a Modified Moth-Flame Optimization Algorithm

based method and the redines illuminate the data of
the GAbased method.

Then, by considering three objective functions
(delay, area, and power), the Pareto front display
estimated by the proposed method for all three
functions simultaneously will be threedimensional
and will not be an efficient and appropriate criterion
for the visual measurement. Therefore, by considering
the weight of power is constant V2 = 0.3 which
means that the importance of this target is never less
than 30% compared to the other objectives, the
Pareto front has been shown in two dimensions for
contrasting the other two objectives (delay and
occupied area).

TABLE7
IMPROVEMENT OFHE MFO-BASEDMETHODCOMPARED T@ A
BASED ANDP SGBASEDMETHODS

Performance improvements (%)

Delay Area Power
IR GA 1.57 4.16 1.89
PSO 0 3.85 1.26
FIR GA 2.78 5.87 0.32
PSO 2.15 5.36 0.16
GA 2.15 3.41 1.27
ARF PSO 1.44 2.57 1.42
GA 0.57 6.51 6.93
EWF PSO 0 4.5 4.69

A 2.1 . .

BPF G 8 6.01 3.83
PSO 1.95 7.19 1.39
GA 1.4 5.82 5.76
WDF PSO 0.28 3.85 3.82

Table 8 demonstrates the final response of the
investigated methods. In this tableWs is considered
to be 0.3 whileW: and W- have been changed from 0.1
to 0.6 with the interval of 0.1 so that the sum of all
three coefficients will be always equal to 1.tlcan be
therefore inferred that the proposed method based on
the MFO algorithm performs better than the other two
methods based on GA and PSO algorithm with
improvements in delay, area and, power consumption.

It can be seen that by changing the coefficién
related to delay, and area, Wand W, there are
significant changes in the obtained responses.

It is observed that there will be a diminishment in
the delay and a rise in the occupied area by increasing
the delay coefficient (V1) and decreasing the oagpied
area coefficient (\V2).

For instance, by increasingV: and decreasingW- in
the proposed method for the synthesis of the IIR filter,
there will be a reduction in the delay from 7.38 to 5.9
and a rise in the area from 3192.64 to 4194.56. In the
same vein, in the Gfased method, there is a fall in
the delay from 7.58 to 6.18 ad an upsurge in the area
from 3377.92 to 4241.6.
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In the PSGbased method, the delay was decreased
from 7.42 to 6.06 and the occupied area increased
from 3232.64 to 4229.76. It is of note that the
proposed method had a better performance on the
other filt ers, too.

Fig. 8 shows the Pareto fronts obtained using the
data in Table (8) for the studied filters, where the
continuous black lines show the data obtained from
the proposed method based on the MFO algorithm
while the blue dotted lines depict the data fom the
PSQbased algorithm and the red lines show the data
related to the GAbased algorithm. Besides, to better
represent the data, in the vertical axis, the logarithm
of the obtained area has been used to better
comparison of the three methods.

It can be seen from Fig. 8 that in all the
benchmarks, the lower diagram of the proposed
method and hence the lower area under this curve
compared to the red and blue curves of the Ghased
and the PS@based method, respectively demonstrate
the better performance of the proposed method in
finding optimal responses.

After all, to prove the improvement of the proposed
method based on the MFO algorithm over the other
two methods, statistical hypothesis test has been
conducted. Table 9 shows the results of thstatistical
hypothesis test.

According to the findings reported in Table 9, it can
be seen that by performing the statistical hypothesis
test, in all cases except power consumption of the FIR
filter, the proposed method performs better compared
to the GA nethod with a confidence level of 99%.
Compared to the PSO method, in all cases except
power consumption of the FIR, delay of the ARF, and
delay of the WDF, the proposed method performs
better with a confidence level of 99%. As such, in the
case of delay othe ARF with a confidence interval of
97.5%, the proposed method is better.

As shown in Tables 1 and 4, that represent the
synthesis of the IIR and EWF, standard deviation of
the delay of the proposed method is equal to O.
Therefore, the result of Ftest is negative infinity and
EAO AAAT OEI-DOI

The use of the proposed new approach, which
applies the optimization algorithm separately for each
operator and updating the priorities at each stage, has
made the algorithm escape th local optima and
increase  the  exploration and  exploitation
simultaneously. Also, as mentioned, in MFO algorithm
each moths searches around a unique flame. This
significantly increases the exploration at the
beginning of the execution of the algorithm, beause
the flames are located in different parts of the search
space and the moths can search for larger space by
moving around these flames.
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Figure 7: An example of the implementing MFO, PSO, and-Basedmethods for Wo=W1=0.1 and W=0.8 in the synthesis of
a) IR, b) FIR, c) ARF, d) EWF, e) BPF, and f) WDF
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TABLES
RESULTS OMBENCHMARKSDELAY(SCHEDULE LENGJHAREA(NUMBER OF TRANSISTSRAND POWER(uw)

MFO GA PSO
W3=0.3 Delay Area Power Delay Area Power Delay Area Power
Weos | 738 | 310264 | 317750 | 758 | 337792 | 334393 | 742 | 33264 | 321281
Weooe | 72 | s2re16 | 326546 | 746 | 345024 | 343916 73 | 330068 | 338873
iR | WSSl 71 | s27ase | 326324 | 736 | 346752 | 344479 | 7.26 | 343456 | 340445
Weos | es2 3352 334111 | 7.6 | 363232 | 363807 71 | 350048 | 3482.32
Wi | 64 | 360028 | 363243 68 | 364768 | 366551 | 6.66 | 362528 | 3640.29
Wil | 59 | 410456 4345 6.8 | 42416 | 437808 | 6.06 | 4229.76 | 4367.99
Weos | 1492 | 37232 319768 | 152 | 384064 | 326828 | 1514 | 377664 | 320272
W02 | 1368 | 380064 | 332094 | 146 | 387904 | 334111 | 1426 | 38512 3325.98
WS | 1292 | 38912 336410 | 1378 | 414496 | 350268 | 13.44 | 40528 3504.72
o Weos| 122 | 00128 | 347505 | 1324 | 4247.36 3688.5 13 | 415616 | 3588.23
WeoS | 1162 | 435744 | 388177 | 1212 | 4768 432097 | 1204 | 450432 | 401512
WeoS | 106 | 493952 | 462683 | 1104 | 556448 | 527948 | 109 | 545696 | 5164.08
Weooe | 175 | sssiga | 351644 | 1804 | 390144 3581 17.78 | 389376 | 3566.87
W02 | 1648 | 430176 | 405591 | 1678 | 4472 424191 | 166 | 445696 | 4221.74
- WoodS| 1544 | 45424 | 436458 | 1556 | 487584 | 469343 | 1548 | 476512 | 4567.94
Weoa | 1448 | 495072 | ag2396 | 1488 | 507648 | 4960.62 | 1474 | 5067.52 | 495953
WS | 1192 | 5989.44 6053.6 123 | 660192 | 676114 | 1218 | 646432 | 6608.21
WeoS | 1016 | 767808 | 7987.96 | 1036 | 81504 | 859522 | 10.28 | 801376 | 8427.17
Weioa | 2166 | 437696 | 380776 | 2212 | 470076 | 420057 | 2192 | 466624 | 4148.91
W02 | 1986 | 461408 | 401393 | 206 | 486176 | 431474 | 2046 | 481824 | 426209
Weod | 18s8 | 4757.76 | 422234 | 1946 | 497408 | 449066 | 192 | 494368 | 444305
= Weioa| 1694 | s0144 | 449912 | 1778 | 542816 | 498816 | 17.64 | 527552 | 481506
WS | 1572 | s5404.48 4970.8 165 | 57232 533213 | 1632 | 56736 5260.39
WO | 1506 | sesadg | 529742 | 1532 | 587072 | 552823 | 152 | 579392 | 542795
Wol | 1216 | 430976 | 406214 | 1238 | 461824 | 441843 | 122 | 447584 | 4250.37
wizgg 11.6 4496 4064.96 11.9 4657.6 4248.15 11.84 4650.24 4243.1
Weoos| 11 | 475808 | 441116 | 1136 | 505152 47047 | 1118 | 50384 | 4699.66
o W02 | 1064 | 505568 | 474505 | 1086 | 535232 | 509125 | 10.68 | 5250.56 | 4975.85
W | 984 | 534304 | 515003 | 1038 | 56304 | 544249 | 102 | 5537.92 | 5347.26
WS | a1 6219.2 6260.38 94 | 642816 | 6481.09 | 924 | 63296 6375.78
Wool | 2108 | 446272 | 357473 | 2228 | 4824 4001.03 | 2162 | 474432 | 3900.76
WeoZ| 197 | 470496 | 385487 | 2084 | 496576 | 415173 | 2018 | 4847.04 | 400385
o Weos| 1836 | 495424 | 411198 | 1926 | 522112 | 4427.92 | 19.02 | 509344 | 4269.95
Weoa | 1714 | 514043 | 434842 | 1832 | 53968 | 4649.22 | 181 | 530976 | 4543.91
Weos | 1586 | s5649.28 | 493105 | 1668 | 591008 52369 | 1646 | 581568 | 5126.55
WeoS | 146 | co0sc08 | 542573 | 1506 | 6168.64 5526 148 | 612512 | 547334
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TABLE9
THEZVALUEOBTAINED IN HE STATISTICALHYPOTHETICATEST

GA PSO
Delay -b -b
IR Area -12.24 -11.3
Power -8.57 -5.71
Delay -7.22 -5.68
FIR Area -13.52 -12.27
Power -1.43 -0.71
Delay -3.28 -2.19
ARF Area -9.93 -7.41
Power -8 -9
Delay -b -b
EWF Area -14.09 -9.54
Power -20.15 -13.3
Delay -5.31 -4.72
BPF Area -10.66 -12.91
Power -7.64 -2.70
Delay -5.16 -1.03
WDF Area -14.1 -9.15
Power -15.51 -10.87

At the end of the executionof the algorithm, the
number of flames decreases according to (8) and the
best flame remain. Spall the moths move around the
best flame, which greatly enhances the exploitation of
the algorithm at the end of the execution.

But for example in PSGQalgorithm, if the inertia
weight is low and the leader of the group moves
toward local optima, the whole patrticle also converges
to local optima and the algorithm is trapped in that
point.

It is also difficult in the PSO and GA to accurately
determine the parameers of the algorithm. However,
the low number of parameters in the modified MFO
algorithm makes that significantly less sensitive to the
parameters.

In addition, because of the simpler equation of the
movement in the modified MFO algorithm, the
runtime of the proposed algorithm is greatly
increased.

A. Computational complexity

The computational complexity of the algorithm
depends on the number of variables, the number of
moths, the maximum number of iterations, and the
flame sorting algorithm in each iteration Using the
Quicksort algorithm, the computational complexity of
sorting is at the best as O(nlogn) and at the worst as
O(ré). The total computational complexity is also
calculated by (10).

500 06 QAH&K o
60¢i QUIREE

U 000
(10)

where Ois the computational complexity order and t
is the maximum number of iterations.
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The computational complexity is, athe worst case
equal to (11).
Q
0¢0Q

0¢ ¢
0 &

60006 O
(11)

where O is the computational complexity order, t is
the maximum number of iterations,n is the number of
moths andd is the number of variables.

B. Runtime

One of the prominent feature of the proposed
method is its fast runtime in comparison with the
other two methods in obtaining the solutions.

Table 10 shows a comparison of the average
runtime of the three methods to achieve the solution.
According to Table 10, the runtime of theproposed
MFOBased method is faster than the other two GA
based and PSdased methods. An average
improvement of more than 21% in the runtime of the
proposed method compared to the GAased method
and more than 12% compared to the PS®ased
method guarantees the fast runtime of our approach.

The maximum improvement in the runtime of this
method over the PSchased method in the EWF was
27.14%, while in the FIR filter it was 25.45%, and in
the IIR filter being 21.43%. Likewise, the highest
improvement over the PSGbased method was
observed in the synthesis of the EWF, BPF, and ARF
fiters being 19.68%, 17.78%, and 17.65%,
respectively. Finally, in Table 11 the advantages and
disadvantages of the proposed method are compared
to the other two methods.

5. CONCLUSION

One of the most important and influential steps in
the design of a digital VLSI filter is higHevel
synthesis. Due to the vast and discrete search space
and the priorities for executing the operators, high
level synthesis problems have their complexity ad
are one of the most difficult problems in engineering.
However, using metaheuristic methods that have
already demonstrated their performance in solving
such problems [42], [43] may improve the
performance of the synthesis and find optimal
solutions. Inthis paper, a novel method basd on MFO
metaheuristic algorithm has been presented that after
applying this method to synthesize the tested digital
filters, it was found that this method has a higher
ability to find the optimal solution compared to the
GAbased and PS@ased method. In the MFO
algorithm, moths use a system called transverse
orientation to move toward the flame. This transverse
orientation system ensures that the moths move in a
spiral direction toward the flame.
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TABLE10
EXECUTIONTIMES
MFO GA PSO
Runti . . . .
u?S;me Runtime (s) Reduction (%) Runtime (s) Reduction (%)
IR 2.2 2.8 21.43 2.4 8.33
FIR 4.1 55 25.45 4.3 4.65
ARF 7 8.9 21.35 8.5 17.65
EWF 10.2 14 27.14 12.7 19.68
BPF 7.4 9.3 20.43 9 17.78
WDF 12.3 14.3 13.99 13.6 9.56
In the method presented in this paper, the TaBLELL

hyperbolic spiral function is used to move the moths
toward its corresponding flame. Finally, the obtained
results were compared in terms of delay, occupied
area, and power consumption. The results indeed
showed an improvement in all the abovementioned
parameters. The greatest improvement was observed
in the delay with a rate of 2.78% in the FIR synthesis
compared to the GAbased method. A 7.19%
improvement in the area in the synthesis of the BPF
and a 6.93% improvement in the power consumption
in the synthesis of the EWF were also obtained
compared to the PS&ased and the Ghased
methods, respectively. Also, the better performance of
the proposed methal has been proved basd on the
statistical hypothesis test.

Then, by plotting the Pareto fronts for a certain
mode of the problem, it is observed that in the
proposed method, the area left below the curve in all
the cases was lower than the other two methods.

The fast runtime of the proposed method to
achieve the appropriate solutions is another striking
feature of the MFGbased method proposed here. The
results showed an average improvement of more than
21% in the runtime of the proposed method
compared to the GAbased method and more than
12% compared to the PS&ased method. This
improvement in runtime accelerates the design speed,
especially in very largescale problems having a high
number of operators.

Although the obtained delay, area, and power in the
proposed method ae better than the other two
methods, with the improvement of one parameter, the
other two parameters increase significantly.

For example, as the area improves, two other
parameters, namely power consumption and delay
increase at first mode. It seems that the kind of
decrease in the number of flames after each iteration
causes these drastic changes. Therefore, as a
suggestion, different methods can be used to reduce
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THEADVANTAGES ANDISADVANTAGES OFHE PROPOSEIMETHOD

CoMPARED TAWOOTHERMETHODS

Advantages Disadvantages

Good solutions

Fast runtime

Proper Exploitation Weaker Exploration

Low number of the
parameters Slower Convergence

Easy implementation

Escape from local optima
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