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1. INTRODUCTION

Probabilistic model checking has been widely used in recent years for modeling and analyzing systems with stochastic behaviors. Some real-world case-studies that have used this technique include communication and security protocols [1], [2], power management [3], biological processes [4], game theory [5], and randomized algorithms [6]. A model checker is a software tool that automatically verifies a system specification against desired properties [1]. Markov decision processes (MDPs) are well-known formalism for modeling systems with probabilistic and nondeterministic behaviors [7], [8]. In this case, PCTL (as a probabilistic temporal logic) is used for specifying properties of the system. PRISM [9], PAT [10] and STORM [11] are examples of probabilistic model checkers.

Many computational problems in the verification of PCTL properties against MDPs are reduced to probabilistic reachability or expected cost problems. In probabilistic reachability, the extremal (minimum or maximum) probability of reaching one of the goals states of the model is computed [12]. In expected cost problems, the extremal expectation of the accumulated costs until reaching a goal state is needed. These two classes of properties are widely used to measure the quality attributes of hardware and software computer systems [1, 13, 14] and to approximate their costs [15]. Several methods exist to compute the values of these properties. Linear programming [13] computes the exact probability values. Its scalability is limited for large models [12]. In practice, iterative numerical methods are used to approximate the desired values. Value iteration (VI) and policy iteration (PI) are two iterative methods to approximate reachability probabilities or expected rewards of the model [12].

Gauss-Seidel (GS) value iteration [12] and modified policy iteration (MPI) [16] are two improved iterative methods that use the ideas of value and policy
iteration.

A main challenge of the iterative methods is their running time [7], [12], [17], and [18]. Several improved techniques have been proposed to accelerate the standard iterative algorithms. SCC-based topological iterative methods [17], [18], and learning-based approaches [19] are proposed to accelerate the standard iterative methods. They avoid redundant and useless updates of states and use an appropriate ordering for updating the value of states. Symmetric reduction [20] and partial order reduction [21] are proposed for reducing the number of states of the model. The results of the previous works show that the performance of the standard and improved methods depends on the graphical structure of the model. The proposed methods in [17], [19], and [27] use the topological order for the models without cycle. On the other hand, these methods do not achieve considerable improvement for the models with large cycles [24]. In this paper, we focus on the models with large cycles and propose several techniques to improve the performance of the standard methods for this class of MDPs.

While the main numbers of previous works consider value iteration as the main standard iterative method, our experiments show that the performance of MPI is usually more than the performance of value iteration for models with large cycles. We consider MPI [16] and propose several techniques to reduce its running time. A comparison of policy iteration and value iteration has been done in [12] on a few numbers of case studies. The performance of MPI has been analyzed in [26] and a naive criterion is proposed to determine the number of iterations of the method after each policy modification. However, no justification is proposed for this criterion and its performance is not compared to the performance of the other improved methods.

In this paper, several techniques are proposed to reduce the running time of the MPI method for computing reachability probabilities and expected rewards. The proposed methods are threefold:

- As the main contribution of the work, we define a static criterion for the number of iterations after each policy modification. This criterion relies on the average number of outgoing actions from each state. We experimentally analyze different values for the maximum number of iterations after each policy modification. We show that MPI outperforms other iterative methods when it uses well-bound on the number of iterations after each policy modification.
- As the second contribution of the work, we define a dynamic criterion for the number of iterations after each policy modification. This criterion considers the number of changes in the selected actions to determine the number of iterations.
- To accelerate the convergence to the solution values, we propose a bounded depth priority queue method. In this method, a priority queue is used to dynamically select states for update. To reduce the overhead of priority queue, we limit its size and partition states to several priority queues.

Our experiments show that the proposed methods accelerate the SCC-based MPI method up to 70%. The rest of this paper is organized as follows: Section 2 provides some preliminaries about the probabilistic verification of MDPs. Section 3 describes our methods for MPI iteration. Experimental results are presented in Section 4 and Section 5 concludes the paper.

2. Preliminaries

In this section, we provide an overview of MDPs and the standard iterative methods for probabilistic model checking. More details are available in [1, 12, 18]. A probability distribution on a finite set X is defined as a function \( f : X \mapsto [0,1] \) such that \( \sum_{x \in X} f(x) = 1 \). The set of all probability distributions on \( X \) is denoted by \( D(X) \).

A. Definitions

**Definition 1. (MDP).** A Markov decision process (MDP) is a tuple \( M(S, s_0, Act, P, R, G) \) where

- \( S \) is a finite set of states,
- \( s_0 \in S \) is the initial state,
- \( Act \) is a finite set of actions. For each state \( s \in S, Act(s) \subseteq Act \) is used for the set of enabled actions of \( s \),
- \( P : S \times Act \rightarrow D(S) \) is a probabilistic transition function. We use \( P(s, \alpha, s') \) for the probability of a transition from \( s \) to \( s' \) by the action \( \alpha \).
- \( R : S \times Act \rightarrow \mathbb{R} \) is a reward function
- \( G \subseteq S \) is the set of goal states.

The size of \( M \) is defined as the number of its states and transitions and is shown by \( |M| \). MDPs are widely used to model decision making under uncertainty in stochastic environments [1], [3]. The actions of an MDP are used to model non-deterministic choices of a system environment. The probabilistic transition function is used to model the stochastic behavior of the environment [16]. For an MDP \( M \) and one of its states \( s \in S \), the MDP performs a transition in two steps:

1. It non-deterministically selects an enabled action \( \alpha \in Act(s) \).
2. It randomly selects the destination state \( s' \in S \) with probability \( P(s, \alpha, s') \).
   
   A path of \( M \) is a sequence of states and transitions
of the form \( \pi = s_0 \xrightarrow{\alpha_1} s_1 \cdots \xrightarrow{\alpha_n} s_n \) where \( s_i \in S \), \( \alpha_i \in \text{Act}(s_i) \) and \( P(s_i, \alpha_i, s_{i+1}) > 0 \) for all \( 0 \leq i < n \). According to the selected action \( \alpha \) the reward \( R(s, \alpha) \) is collected by the system. We use \( |\pi| \) for the number of transitions of \( \pi \), \( \text{last}(\pi) = s_n \) for the last state of \( \pi \) and \( \pi(i) \) for the \((i+1)\)-th state of of \( \pi \). We use the index \( i \) in \( s_i \) to show the order of the states in the path and it may be different from the order of the states in \( S \). For a state \( s \in S \), we use \( FPath_{s,M} \) for the set of all finite paths of \( M \) that start from the state \( s \) and define \( FPath_M \) as \( \bigcup_{s \in S} FPath_{s,M} \). An MDP can perform its transitions infinitely or terminate when it reaches one of the goal states \( G \). We use \( \text{Post}(s) \) and \( \text{pre}(s) \) for the set of successor and predecessor states of \( s \):

\[
\text{Post}(s) = \{ s' \in S \mid \exists \alpha \in \text{Act}(s), P(s, \alpha, s') > 0 \} \tag{1}
\]

\[
\text{pre}(s) = \{ s' \in S \mid s \in \text{Post}(s) \} \tag{2}
\]

\[
\text{Post}(s, \alpha) \text{ is used for the set of } \alpha - \text{successor states of } s: \tag{3}
\]

\[
\text{Post}(s, \alpha) = \{ s' \in S \mid P(s, \alpha, s') > 0 \}
\]

A discrete-time Markov chain (DTMC) is an MDP without non-deterministic choices, i.e., an MDP for which every state has only one enabled action.

### B. Quantitative probabilistic properties

Two important classes of properties that are used in the verification of Markov models are reachability properties and expected rewards. In deterministic models (such as DTMCs) a reachability probability is defined as the probability of reaching one of the goal states \( G \) of the model. Expected rewards are defined as the expectation of accumulated rewards before reaching a goal state \( G \) [1]. In the case of MDPs, a reachability probability is defined as the extremal (minimal or maximal) probability of reaching a goal state. To compute the extremal reachability probabilities or expected rewards of an MDP, we need to resolve its non-deterministic choices. To do so, we should use the notion of policies. A (deterministic) policy for an MDP \( M \) is a function \( \sigma : FPath_M \rightarrow \text{Act} \) that maps an enabled action \( \alpha \in \text{Act}(\text{last}(\pi)) \) to any finite path \( \pi \in FPath_M \). We use \( FPath_{\sigma,M} \) for the set of all finite paths of the form \( s_0 \xrightarrow{\sigma(s_0)} s_1 \cdots \xrightarrow{\sigma(s_{n-1})} s_n \) and we use \( FPath_{\sigma} \) for those paths of \( FPath_{\sigma,M} \) that start from \( s \). We use \( \Sigma_\sigma \) for the set of all policies of \( M \). A policy is called memoryless if it only depends on the last state of \( \pi \). In general, a policy can be probabilistic and maps to a path \( \pi \), a probability distribution \( f(\text{Act}) \) for the selected actions. However, deterministic and memoryless policies are sufficient for computing the extremal reachability probabilities or expected rewards of MDPs [2]. For the remainder of this paper, we use the word policy for a memoryless and non-deterministic policy. For a policy \( \sigma \in \Sigma_\sigma \) and a state \( s \in S \) we define \( \text{reach}_\sigma^*(G) \) as the set of all finite paths that start from \( s \), end in \( G \) and select actions according to the policy \( \sigma \):

\[
\text{reach}_\sigma^*(G) = \{ \pi \in FPath_{\sigma,M} \mid \text{last}(\pi) \in G, \forall i < |\pi| : \pi(i) \notin G \} \tag{4}
\]

For a policy \( \sigma \) and a path \( \pi \in FPath_{\sigma,M} \), a probability measure \( pr^\sigma(\pi) \) is defined as the product of the probability of transitions between the states of \( \pi \):

\[
pr^\sigma(\pi) = \prod_{i=0}^{t-1} P(s_i, \sigma(s_i), s_{i+1}) \tag{5}
\]

The probability measure is formally defined to compute the extremal reachability probabilities. For the sake of simplicity, we miss the model name \( M \) for the remaining definitions. For any state \( s \in S \), we use \( pr^\min(\sigma; G) \) and \( pr^\max(\sigma; G) \) for the minimal and maximal probability of reaching \( G \) from \( s \) over all policies \( \Sigma_\sigma \) and formally define them as:

\[
pr^\min(\sigma; G) = \inf_{\sigma \in \Sigma_\sigma} pr(\text{reach}_\sigma^*(G)) \tag{6}
\]

\[
pr^\max(\sigma; G) = \sup_{\sigma \in \Sigma_\sigma} pr(\text{reach}_\sigma^*(G)) \tag{7}
\]

where we use \( pr(\text{reach}_\sigma^*(G)) \) for the total probability of reaching \( G \) from \( s \) under the policy \( \sigma \):

\[
pr(\text{reach}_\sigma^*(G)) = \sum_{\pi \in \text{reach}_\sigma^*(G)} pr^\sigma(\pi) \tag{8}
\]

The other class of properties against MDPs is defined as the expected accumulated reward before reaching a goal state. For any path \( \pi \in FPath_{\sigma,M} \), we define the random variable \( r_p \) as the total accumulated reward along \( \pi \) until reaching a goal state \( G \) [25]:

\[
r_p(\pi) = \left\{ \begin{array}{ll}
\sum_{i=0}^{t-1} \sum_{j=0}^{\text{last}(\pi)-1} R(s_i, \sigma(s_j), s_{i+1}) & \text{if } \exists j : \pi(j) \in G \text{ and } \forall i \neq j, \pi(i) \notin G \\
\infty & \text{otherwise}
\end{array} \right. \tag{9}
\]

The notation \( E^\sigma_r(s_p) \) is used for the expectation of the random variable \( r_p \) under policy \( \sigma \). Starting from a state \( s \in S \), the maximum and minimum expected accumulated rewards before reaching a goal state are denoted by \( E^\min_r \) and \( E^\max_r \) defined as:

\[
E^\min_r = \inf_{\sigma \in \text{Pol}_\sigma} E^\sigma_r(r_p) \tag{10}
\]
E_s^{max} = \sup_{\pi \in \Pi(s)} E_s^\pi (r_s) \quad (11)

C. Qualitative probabilistic properties

Some graph-based pre-computations can determine the set of states for which the maximal (or minimal) reachability probability is exactly 0 or 1. These sets are defined as:

\[ S_{min}^0 = \{ s \in S | p_{r,s}^m (\sigma G) = 0 \} \quad (12) \]
\[ S_{max}^0 = \{ s \in S | p_{r,s}^m (\sigma G) = 1 \} \quad (13) \]
\[ S_{min}^s = \{ s \in S | p_{r,s}^m (\sigma G) = 0 \} \quad (14) \]
\[ S_{max}^s = \{ s \in S | p_{r,s}^m (\sigma G) = 1 \} \quad (15) \]

The computations of these sets are based on definitions (1)-(3) and are called qualitative analysis [1], [12] and improve the running time and accuracy of computed reachability probabilities. The computations of expected rewards are focused on \( S^1 \) sets because the accumulated rewards of the other states may converge to infinity [25].

D. Iterative Numerical Methods for Quantitative Probabilistic Properties

The standard approach to determine reachability probabilities or expected reward is to use an iterative numerical method. To review the standard and improved iterative methods, we focus on the extremal expected rewards. Extremal reachability probabilities can be considered as a special (and simplified) case of the expected rewards [12]. Using equation (11) and considering \( x_s = E_s^{max} \) for any \( s \in S_{max}^1 \), the value of \( x_s \) is computed as the least solution of the Bellman equation:

\[ x_s = \begin{cases} 0 & \text{if} \ s \in G \\ \max_{a \in \text{Act}(s)}(R(s,a) + \sum_{s' \in S} \delta(s,a,s').x_{s'}) & \text{otherwise} \end{cases} \quad (16) \]

Value iteration and policy iteration are two standard iterative methods to approximate the values of \( x_s \) for Bellman equation. For each iteration \( k \), value iteration uses a vector \( \bar{x} \) for approximated values. This vector is initialized to 0 for \( k = 0 \). For every iteration \( k > 0 \) and each state \( s \in S_{min}^1 \) the values of \( x_s \) are updated as:

\[ x_s^k = \begin{cases} 0 & \text{if} \ s \in G \\ \max_{a \in \text{Act}(s)}(R(s,a) + \sum_{s' \in S} \delta(s,a,s').x_{s'}^{k-1}) & \text{otherwise} \end{cases} \quad (17) \]

The iterations continue until the convergence criterion is satisfied. For a given threshold \( \varepsilon \), the standard convergence criterion is to check the maximum difference of approximated values between two iterations, i.e., the iterations terminate if the condition \( \max_{s \in S} (x_s^k - x_s^{k+1}) < \varepsilon \) is satisfied. In the Gauss-Seidel version of value iteration, the last updated values are used to update the value of each state. In this case, only one vector is used for computations. In policy iteration, a sequence of policies is considered and the expected values of the states under the selected policy are computed. To do so, several iterations are done until the termination criterion is satisfied. MPI [16] uses a limited number of iteration after each policy modification. This method avoids useless computations of non-optimal policies. Algorithm 1 shows the idea of modified policy iteration.

Algorithm 1: Modified policy iteration for maximal expected rewards

Input: An MDP \( M = (S, S_0, Act, P, R, G) \), parameters: \( \text{max \_ iters}, \varepsilon \)
Output: Approximation of \( E_s^{max} \)

1. Compute \( S_{min}^0 \)
2. for each \( s \in S \) do
3. \( x_s = 0 \);
4. end for;
5. select an arbitrary policy \( \sigma \);
6. \( \delta = 1 \);
7. while \( \delta > \varepsilon \) do
8. for \( k = 1 \) to \( \text{max \_ iters} \) do
9. for each \( s \in S_{min}^1 \) do
10. \( x_s = R(s, \sigma(s)) + \sum_{s' \in S} (P(s, \sigma(s), s').x_{s'}) \);
11. end for;
12. end for;
13. \( \delta = 0 \);
14. for each \( s \in S_{min}^1 \) do
15. \( \sigma(s) = \arg \max_{a \in \text{Act}(s)}(R(s, \sigma(s)) + \sum_{s' \in S} (P(s, \sigma(s), s').x_{s'})) \); 
16. \( x_{new} = \max_{a \in \text{Act}(s)}(R(s, \sigma(s)) + \sum_{s' \in S} (P(s, \sigma(s), s').x_{s'})) \);
17. \( \delta = \max(\delta, x_{new} - x_s) \);
18. \( x_s = x_{new} \);
19. end for;
20. end while;
21. return \( \bar{x} \);

Lines 2-4 of algorithm 1 initializes the vector \( \bar{x} \). The main part of the algorithm is from line 7 to line 20. The algorithm starts from a random policy (line 5) and for each policy it updates the values of \( x_s \) in line 10. Note that the algorithm uses the \( \text{mx \_ iters} \) parameter (line 8) to limit the number of iterations for each policy. In line 15, it computes a new policy. The iterations continue until the maximum difference of the value of states after policy computations (line 17) drops below the predefined threshold \( \varepsilon \).
3. IMPROVING MODIFIED POLICY ITERATION FOR EXPECTED REWARDS

To reduce the running time of MPI, we propose two approaches to focus on more important iterations and updates. The first approach considers the information of the model to use a criterion for the number of iterations after each policy modifications. We call it the model-based criterion. The second approach considers the rate of changes of the computed policies as a dynamic criterion for determining the number of iterations after each policy modification.

A. Model-based Approach for Avoiding Useless Iterations

The value of \( mx_{\text{iters}} \) parameter can affect the running time of the MPI method. The default value of this parameter in the PRISM and IscasMC model checkers is 100. One can consider the value iteration method as a version of MPI with \( mx_{\text{iters}} = 0 \) and the policy iteration method as a version of MPI with \( mx_{\text{iters}} = \infty \) [22]. To the best of our knowledge, no previous work has studied the impact of this parameter on the performance of modified policy iteration. Good options for this parameter can avoid non-important iterations and therefore accelerate the MPI method. The running time of algorithm 1 is a function of the number of multiplications of lines 10 and 16. To reduce the running time of modified policy iteration, we try to reduce the number of these multiplications. For a known MDP \( M \), we use \( \theta \) as the average number of actions per state, i.e.,

\[
\theta = \frac{\text{Act}}{|S|}
\]

The value of \( \theta \) can be used to determine a good value for \( mx_{\text{iters}} \). In general, the number of multiplications of line 16 of algorithm 1 is approximately \( \theta \) times more than the number of multiplications of line 10. For large values of \( \theta \) we should try to reduce the number of iterations of line 16. In this case, Algorithm 1 should use higher values for \( mx_{\text{iters}} \) to have more accurate results after each policy modification. On the other hand, for small values of \( \theta \) (values near 1), there is not a considerable difference in the number of multiplications of lines 10 and 16. In this case, the method should reduce the number of multiplications of line 10. Using smaller values for \( mx_{\text{iters}} \), the method may converge faster to the optimal policy. As a result, we define a linear relationship between \( \theta \) and \( mx_{\text{iters}} \) as:

\[
mx_{\text{iters}} = a\theta + b
\]

We use two parameters \( a \) and \( b \) to have better values for the \( mx_{\text{iters}} \) parameter. We use equation 9 as a static criterion to determine the value of \( mx_{\text{iters}} \). MPI determines the value of this parameter once according to the structure of the model. In the next section, we experimentally determine the value of the \( a \) and \( b \) parameters of equation (18).

B. A Dynamic Approach for Number of Iterations after Policy Modification

One can use a dynamic criterion for approximating \( mx_{\text{iters}} \) in order to accelerate the convergence of modified policy iteration to the optimal policy. This criterion uses the accuracy of each policy to determine the value of \( mx_{\text{iters}} \). If the computed policy is far away from the optimal one, MPI should use a small number of iterations and \( mx_{\text{iters}} \) should be small to avoid useless computations of the non-optimal actions. If the computed policy is near to the optimal one, the method can rely on it and have more iteration. However, there is not a straightforward approach to compute the optimal policy [12]. Instead, we consider the number of action changes after each policy modification as a heuristic for the optimality of a policy. For an optimal policy (if it is unique), we expect to have no change in the actions after a policy modification (line 15 of algorithm 1). Let \( \Delta_{\text{act}} \) be the number of changed actions after a policy modification.

We use \( \frac{\Delta_{\text{act}}}{|S|} \) as a criterion for the optimality of a policy. Smaller values of this fraction mean smaller changes in the number of selected actions. Hence, the MPI method can perform more iteration for the computed policy. We define the dynamic heuristic as:

\[
mx_{\text{iters}} = \min(200\frac{|S|}{1 + \Delta_{\text{act}}})
\]

We use equations (18) and (19) as two heuristics for approximating good values for the \( mx_{\text{iters}} \) parameter. Algorithm 1 can use equation (18) before the outer loop (before line 7) or equation (19) before the first inner loop (line 8) to determine good values for \( mx_{\text{iters}} \).

C. Avoiding Useless Updates

Several methods have been proposed in previous works to reduce the number of updates of iterative methods in quantitative analysis of MDPs. The general idea of these approaches is to prioritize states for updates [16], [23]. Prioritized sweeping [21] and priority queue value iteration [25] show promising results in the performance of value and policy iteration methods. In these methods, the difference of values between the new update and the old one is considered as a priority criterion of a state. In each step, a state \( s \) with the highest priority is selected and the states in \( \text{pre}(s) \) are selected to update. A priority queue can be used to select the best states.

One drawback of the priority queue value iteration (PQVI) is the memory and time overhead of the queue.

operations. The time complexity of adding a state to and removing one from a priority queue is in \(o(\log^2 n)\) where \(n\) is the size of the priority queue [1]. The overhead of these computations can degrade the performance of an iterative method for large MDPs. Note that in most cases, the structure of the model is sparse and the number of multiplications for updating each state is less than the number of queue operations. To alleviate this overhead, we define a bound on the size of the priority queue to limit its depth. For example, if we bound the size of the priority queue to 31, we limit its depth to 4, which reduces its overhead. The limited priority queue, on the other hand, may miss some important states. To keep more states in the priority queue, we partition the states of a model to \(k\) classes and use a queue for each class. In each iteration, the best state of each priority queue is selected and its predecessor states are updated and added to the related priority queue. For simplicity, we define \(k = \left\lceil \frac{|S|}{31} \right\rceil\). To use MPI with multiple queues, the method modifies equation (19) as:

\[
mx_{\text{iters}} = 31 \times \min(200, \frac{|S|}{1 + \Delta_{\text{act}}})
\]

We multiply the right side of equation (20) by 31 because in each iteration, the method selects only \(k\) states for update. To have a better understanding of the notations and abbreviations of this paper, we list them in Table 1.

### 4. RESULTS AND ANALYSIS

To compare the running time of the standard iterative methods for verification of quantitative properties, we consider four classes of the standard case studies of PRISM. The Consensus and zeroconf case studies are used for extremal reachability probabilities and the wlan and i-jalefon case studies are used for extremal expected rewards. [17], [18].

More details about these case studies are available in [11], [12]. Table 2 shows some details of these MDPs including the number of states of each model, the average number of actions per state (\(\theta\)) and the average number of transitions per action. We implemented our proposed methods in PRISM 4.5 which is currently the last version of this model checker. We use sparse engine of PRISM to implement the main part of our proposed techniques. This engine is mainly developed in C and can be compiled in Linux distributions. We use a machine with core-i7 CPU and 8GB of Ram using Ubuntu 18 to run the experiments. Table 3 shows the running time of the standard iterative methods for computing extremal reachability probabilities (Cons and Zeroconf samples) and expected rewards (wlan and i-jalefon samples).

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>Markov decision process (MDP)</td>
</tr>
<tr>
<td>S</td>
<td>Set of states</td>
</tr>
<tr>
<td>Act</td>
<td>Set of actions</td>
</tr>
<tr>
<td>P</td>
<td>Probabilistic transition function</td>
</tr>
<tr>
<td>R</td>
<td>Reward function</td>
</tr>
<tr>
<td>G</td>
<td>Set of goal states</td>
</tr>
<tr>
<td>A</td>
<td>Enabled action</td>
</tr>
<tr>
<td>(\pi = s_0 \xrightarrow{e_1} s_1 \xrightarrow{e_2} \ldots \xrightarrow{e_k} s_n)</td>
<td>A path of an MDP</td>
</tr>
<tr>
<td>(\pi(i))</td>
<td>(I+1)-th state of of (\pi)</td>
</tr>
<tr>
<td>FPath,M</td>
<td>The set of all finite paths of (M)</td>
</tr>
<tr>
<td>Post(s)</td>
<td>The set of successor states of (s)</td>
</tr>
<tr>
<td>Post(s,(\alpha))</td>
<td>The set of (\alpha)-successor states of (s)</td>
</tr>
<tr>
<td>(reach^G_s (G))</td>
<td>The set of all finite paths that start from (s), end in (G), and select actions according to the policy (\sigma)</td>
</tr>
<tr>
<td>(pr^\sigma (\pi))</td>
<td>The product of the probability of transitions between the states of (\pi)</td>
</tr>
<tr>
<td>(p_{smin}^G (\emptyset G))</td>
<td>The minimal probability of reaching (G) from (s) over all policies</td>
</tr>
<tr>
<td>(p_{smax}^G (\emptyset G))</td>
<td>The maximal probability of reaching (G) from (s) over all policies</td>
</tr>
<tr>
<td>(E_s^* (r_\sigma))</td>
<td>The expectation of the random variable (r_\sigma) under policy (\sigma)</td>
</tr>
<tr>
<td>(E_s^\text{min})</td>
<td>Minimum expected accumulated rewards before reaching a goal state</td>
</tr>
<tr>
<td>(E_s^\text{max})</td>
<td>Maximum expected accumulated rewards before reaching a goal state</td>
</tr>
<tr>
<td>(x_s)</td>
<td>Reachability or expected value of a state (s)</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>Threshold for convergence</td>
</tr>
<tr>
<td>(mx_{\text{iters}})</td>
<td>The number of iterations for each policy</td>
</tr>
<tr>
<td>(\theta)</td>
<td>The average number of actions per state</td>
</tr>
<tr>
<td>(\Delta_{\text{act}})</td>
<td>The number of changed actions after a policy modification</td>
</tr>
</tbody>
</table>
All times are in seconds. In all cases, we use the SCC-based version of the iterative method. We use the Tarjan algorithm [1] to find SCCs. We consider the Gauss-Seidel value iteration (GS), the standard policy iteration (PI) and modified policy iteration (MPI) methods which are available in the current version of PRISM [12]. For the last case, we consider three values for $mx\_iters$ to compare the impact of this value on the performance of the method.

**Table 2**

| Model (parameters) | Param Values | $|S|$ | $\theta$ | Number of Transitions |
|--------------------|--------------|-----|-----|---------------------|
| Consensus (N,K)    | 4.12         | 32056 | 2.7  | 109056              |
|                    | 4.25         | 66168 | 2.7  | 225536              |
|                    | 6.8          | 148548 | 4    | 745536              |
|                    | 6.12         | 220548 | 4    | 1108416             |
| Zeroconf (K)       | 10           | 3001911 | 1.84 | 6787615             |
|                    | 14           | 4427159 | 1.84 | 10009768            |
|                    | 18           | 5477150 | 1.84 | 12374708            |
| Wlan (N,ttm)       | 5.10         | 1295218 | 1.27 | 2929960             |
|                    | 5.500        | 2064518 | 1.54 | 4477380             |
|                    | 6.10         | 5007548 | 1.27 | 11475748            |
|                    | 6.500        | 6534878 | 1.54 | 14540698            |
| i-jalfon (N)       | 16           | 65535  | 8    | 917504              |
|                    | 18           | 262143  | 9    | 4128768             |
|                    | 20           | 1048575 | 10   | 18350080            |

The results of Table 3 show that the MPI method outperforms the standard policy iteration and Gauss-Seidel value iteration for all models. The impact of the $mx\_iters$ parameter is important for the running time of the zeroconf, wlan and i-jalfon models. For zeroconf and wlan models which have small values of $\theta$, smaller values of $mx\_iters$ are better for MPI. For the i-jalfon models, which have higher values of $\theta$, the performance of MPI degrades when the $mx\_iters$ parameter is decreased. To determine the parameters of equation (9), we consider six classes of MDPs with different values of $\theta$. Higher values of $\theta$ mean higher values of non-determinism in a model. Each class contains ten artificially created MDPs. The graphical structure and transition probabilities are determined randomly from a predefined range. We consider MPI with different $mx\_iters$ parameter in the range of 10 to 200.

Fig. 1 to Fig. 6 propose the average running time of MPI in compare with the Gauss-Seidel method. The horizontal axis of each figure shows fixed values of $mx\_iters$.

To use good values for the constants of equation (9), we use the results of these 6 classes of case studies. For each class, we consider the best values of $mx\_iters$ (minimizes the running time). Next, we use an interpolation upon the value of $\theta$ and the best value of $mx\_iters$. Fig. 7 shows a linear relation that is computed as a result of the interpolation where the vertical axis shows the fixed number for $mx\_iters$ and the horizontal axis shows different values of $\theta$. According to this interpolation, we set the parameters of equation (9) as $a = 35$ and $b = -12$.

In Table 4 we compare the running time of the MPI method with our proposed improvements. We consider MPI with $mx\_iters = 100$ as the default value in PRISM, MPI with equation 9 and equation 11. We also consider the priority queue MPI in two modes. The first mode uses a priority queue with the size of or related SCC (called unlimited priority queue MPI) while the second mode limits the size of priority queue to 31 (called multiple PQ-MPI). The best running times are in bold.

### Table 3

<table>
<thead>
<tr>
<th>Model (parameters)</th>
<th>Param Values</th>
<th>GS</th>
<th>PI</th>
<th>MPI (100)</th>
<th>MPI (50)</th>
<th>MPI (20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consensus (N,K)</td>
<td>4.12</td>
<td>6.7</td>
<td>8.4</td>
<td>2.45</td>
<td>2.46</td>
<td>2.51</td>
</tr>
<tr>
<td></td>
<td>4.25</td>
<td>55.7</td>
<td>67.5</td>
<td>17.3</td>
<td>17.4</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td>6.8</td>
<td>73.5</td>
<td>68.2</td>
<td>10.9</td>
<td>11.1</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>6.12</td>
<td>243</td>
<td>218</td>
<td>34.5</td>
<td>34.7</td>
<td>35</td>
</tr>
<tr>
<td>Zeroconf (K)</td>
<td>10</td>
<td>14.3</td>
<td>38.5</td>
<td>31.7</td>
<td>23.8</td>
<td>10.8</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>18.2</td>
<td>52</td>
<td>46.3</td>
<td>32.9</td>
<td>14.4</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>29.7</td>
<td>72.9</td>
<td>65.5</td>
<td>47.6</td>
<td>23.7</td>
</tr>
<tr>
<td>Wlan (N,ttm)</td>
<td>5.10</td>
<td>4.17</td>
<td>11.3</td>
<td>5.42</td>
<td>4.83</td>
<td>3.97</td>
</tr>
<tr>
<td></td>
<td>5.500</td>
<td>5.83</td>
<td>13.2</td>
<td>5.92</td>
<td>5.45</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>6.10</td>
<td>27.3</td>
<td>45.4</td>
<td>34.5</td>
<td>28.9</td>
<td>21.2</td>
</tr>
<tr>
<td></td>
<td>6.500</td>
<td>31.7</td>
<td>52.4</td>
<td>35.9</td>
<td>30.3</td>
<td>23</td>
</tr>
<tr>
<td>i-jalfon (N)</td>
<td>16</td>
<td>5.32</td>
<td>3.14</td>
<td>3.11</td>
<td>3.17</td>
<td>3.38</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>33.2</td>
<td>21.7</td>
<td>20.4</td>
<td>22.4</td>
<td>24.7</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>198</td>
<td>118</td>
<td>108</td>
<td>123</td>
<td>149</td>
</tr>
</tbody>
</table>

Figure 1: Running time of MPI with different values of $mx\_iters$ for $\theta = 5$. The best performances are where $mx\_iters$ is in [20-30].
The best performances are where $\text{mx\_iters}$ is in $[50-70]$. The best performances are where $\text{mx\_iters}$ is in $[50-90]$. The best performances are where $\text{mx\_iters}$ is in $[120-160]$. The best performances are where $\text{mx\_iters}$ is in $[150-190]$. The best performances are where $\text{mx\_iters}$ is in $[160-200]$. The results show that in most cases our proposed methods for the value of $\text{mx\_iters}$ outperform the performance of MPI. The results are more interesting for the zeroconf and wlan models. For consensus models, the initial policies are new to the optimal one and the default value for $\text{mx\_iters}$ is a good option. For i-jalfon models, the value of $\theta$ is more than other classes and $\text{mx\_iters} = 100$ is also
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5. Conclusion

In this paper, we proposed three techniques to reduce the running time of MPI for computing extremal properties of MDPs. The proposed methods are considered as extensions to the SCC-based iterative methods. Our experiments show that MPI with good values of the \( \text{mx}_\text{iters} \) parameter outperforms all other proposed methods. Our improvement of the priority queue modified policy iteration also outperforms the unlimited priority queue version of the method. For future works, we plan to develop the proposed methods for other classes of properties, such as LTL or mean-payoff.
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