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 Background and Objectives: According to the random nature of heuristic 
algorithms, stability analysis of heuristic ensemble classifiers has particular 
importance.  
Methods: The novelty of this paper is using a statistical method consists of 
Plackett-Burman design, and Taguchi for the first time to specify not only 
important parameters, but also optimal levels for them. Minitab and Design 
Expert software programs are utilized to achieve the stability goals of this 
research. 
Results: The proposed approach is useful as a preprocessing method before 
employing heuristic ensemble classifiers; i.e., first discover optimal levels of 
important parameters and then apply these parameters to heuristic 
ensemble classifiers to attain the best results. Another significant difference 
between this research and previous works related to stability analysis is the 
definition of the response variable; an average of three criteria of the Pareto 
front is used as response variable. Finally, to clarify the performance of this 
method, obtained optimal levels are applied to a typical multi-objective 
heuristic ensemble classifier, and its results are compared with the results of 
using empirical values; obtained results indicate improvements in the 
proposed method. 
Conclusion: This approach can analyze more parameters with less 
computational costs in comparison with previous works. This capability is one 
of the advantages of the proposed method. 
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Introduction 
Ensemble classification is a popular model applied to 

improve the performance of individual classifiers and 

decrease their weaknesses [1]. Ensemble classifier has 

been welcomed by many researchers; examples of 

recent research in this area are [2]-[8]. For example, a 

new selection ensemble method is proposed in [2] to 

ameliorate the generalization ability and recognition 

efficiency of the maritime surveillance radar; this 

technique is based on k-medoids clustering and random 

reference classifier. A classification algorithm based on 

MapReduce and ensemble learning for effectively 

classifying imbalanced large datasets is introduced in [6]. 

In [8] a novel integration approach of binary classifiers is 

proposed for multi-class classification; this method can 

effectively combine information of several binary 

classifiers into the multi-class classifier.   

Heuristic algorithms have high efficiency to solve 

optimization problems; [9]-[12] are some researches of 

different fields such as VLSI circuits, clustering and 

medicine which used heuristic algorithms to solve their 

problems. Another field, which can use these algorithms, 

is ensemble classification, in which several important 

issues can directly affect the performance of the 
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designed ensemble classifier. In this situation, it is often 

impossible to find the best solution using trial and error, 

because there is a complex search space with high 

dimensions. Therefore, considering the capability of 

efficient probing of these algorithms, heuristic ensemble 

classifiers are proposed, which are designed by heuristic 

algorithms [13]. Many types of researches have 

addressed this field, such as [14]-[18]. For instance, 

in [14] a novel type of the firefly algorithm is introduced 

for classifier ensemble reduction; these ensemble 

classifiers have better performance in comparison with 

full-sized ensemble classifiers. A novel method for 

classifier ensemble reduction is presented in [16]; this 

paper employs feature selection techniques to minimize 

redundancy in an artificial dataset; this dataset is 

generated by transforming ensemble predictions into 

training samples, and classifiers are treated as features. 

The purpose is to further decrease the size of an 

ensemble, while improving classification efficiency and 

accuracy. Also, to select a reduced subset of such 

artificial features, the global heuristic harmony search is 

utilized. A novel evolutionary multi-objective ensemble 

classifier is proposed in [18] for performing feature 

selection and classification problems. This ensemble can 

improve the performances of classification of neural 

network models with a smaller number of input 

features.  

Investigating the stability of these ensembles is an 

important issue due to the stochastic nature of heuristic 

algorithms; various answers, obtained in different 

simulation runs, have a severe dependency on the 

structural parameters of heuristic algorithms [13]. 

Despite extensive studies on the various aspects of 

heuristic ensemble classifiers, the stability of them has 

been neglected; only a few studies like [13] and [19] 

have been addressed this issue. In [13] a statistical 

approach termed two-level factorial design is used to 

investigate the stability of the heuristic ensemble 

classifier; in this way, the effects of three structural 

parameters of the multi-objective algorithm i.e., inflation 

rate, leader selection pressure and deletion selection 

pressure on the performance of the designed heuristic 

ensemble classifier are analyzed.  

The stability of the heuristic ensemble classifier is 

investigating in [19] by using statistical method. For this 

aim, three regression models (linear, quadratic and 

cubic) are checked by applying F-test to find better 

model in each case; in this paper, six parameters of the 

heuristic algorithm are considered as variables for 

stability analysis. 

The values of structural parameters in heuristic 

algorithms are usually set by trial and error, which is 

time-consuming and partly difficult. Considering the 

significance of stability, the aim of this paper is to 

provide a method for the optimal setting of the 

important parameters. The proposed method can be 

applied as a preprocessing step before employing 

heuristic ensemble classifiers. In this paper, a heuristic 

ensemble classifier is designed by using Multi-Objective 

Inclined Planes Optimization (MOIPO) algorithm to 

achieve this goal.  

Then, in order to analyze the stability, the impact of 

11 parameters of the employed algorithm on the 

ensemble classifier is investigated. To this end, the 

Plackett-Burman Screening method is first used to 

identify the important parameters. Then, important 

parameters are considered as input variables of the 

Taguchi method to optimize these parameters. In this 

paper, Design Expert software and Minitab software are 

used to implement the Plackett-Burman and Taguchi 

method, respectively. 

 The rest of this article is organized as follows: In 

section 2, the design of the experiment is presented. 

Section 3 provides a review of the employed 

optimization algorithm. The method of stability analysis 

of ensemble classifiers and optimizing important 

parameters is described in Section 4. Section 5 is for 

simulation results. Section 6 provides results and 

discussion. Finally, conclusion is explained in section 7. 

Design of Experiments 

“Design of Experiments (DoE) is a method of 

systematically obtaining and organizing knowledge so 

that it can be used to amend operations in the most 

efficient manner possible” [20]. DoE includes 

experiments in which the rate of the change of output 

response can be observed by making knowledgeable 

changes in input variables. In fact, the factors are 

simultaneously experimented to consider the 

interactions between factors. This method opposes the 

classic approach, OFAT; i.e., One Factor At a Time where 

one variable is varied at a time, and all other variables 

are kept fixed in the experiment. 

OFAT experiments often are unqualified, unreliable, 

and time-consuming and may lead to false optimum 

conditions for the process. Statistical approaches play a 

significant role in analyzing and construing the data from 

engineering experiments. In DoE, intentional changes in 

the input variables (or factors) are created, and then the 

variation of the output performance is determined. It’s 

worth noting that each variable influences the response 

in a special way; some may have strong impacts, some 

may have medium impacts, and some may have no 

impacts. Thus the aim of a DoE is to discover which set of 

factors in a process affect the performance most 

(screening step) and then specify the best levels for 

these factors to obtain satisfactory output performance 

(optimization step) [21]. 
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In this research, Plackett-Burman and Taguchi 

methods are used for screening and optimization steps 

of DoE, respectively.  

These methods are described in the following. 

A.  Plackett-Burman Design 

Plackett–Burman design is the most common 

screening approach that screens a large number of 

factors and specifies important one in a minimal number 

of runs with a good degree of accuracy. The number of 

runs needed to check the main effects is multiple of 4 in 

Plackett–Burman designs instead of 2 as in the case of 

full factorial design [22].  

One of the advantages of Plackett–Burman design is 

to reduce the amount of observation data; this will be 

more important when the number of variables is large. 

For example, for screening 11 factors, 12 observations 

(runs) are adequate, while a full factorial design would 

require 211 observations. In this approach, each factor is 

investigated at two levels; –1 for the low level and +1 for 

the high level. The result analysis of this method is 

described in the section named simulation results.  

B.  Taguchi Design 

As stated before, after identifying the important 

factors, the optimization step starts. In a traditional 

optimization method, first, the targets for the output 

responses are specified, and then the related settings for 

input variables are performed. In these approaches, 

factors are investigated one by one in order to 

determine the best settings to optimize response first, 

and then the best settings of all factors are collected as 

the optimal design for the system. But, this procedure 

cannot vouch that the composed best levels of the 

factors are the actual optimal design. These combined 

best settings may not be the optimal response for the 

system if significant interactions exist among the factors. 

One-factor-at-a-time optimization approaches are not 

time efficient. In other words, the one-factor-at-a-time 

method is not really an optimization approach. New 

procedures based on the robust design (i.e., Taguchi 

Method) are more efficient than the traditional one-

factor-at-a-time optimization method [23].  

Taguchi method is a statistical method proposed by 

Genichi Taguchi to improve the quality of manufactured 

goods, and more recently, also applied to 

engineering [24]. The objective of the Taguchi method is 

to set the design factors to optimal levels, such that the 

system response is robust [25]. Taguchi method to DoE is 

easy to be accepted and applied for users with finite 

information of statistics; thus it has achieved wide 

popularity in the engineering and scientific 

community [26]. 

Signal to Noise Ratio (SNR) is employed in Taguchi 

design as the quality specification of choice. SNR is used 

as a measurable value instead of standard deviation due 

to the fact that, as the mean reduces, the standard 

deviation also decreases, and vice versa [26]. The 

purpose of the SNR is to maximize the signal and 

minimize the impact of noise. The goal is to gain 

robustness, and higher SNR leads to greater 

robustness [27]. 

Multi-Objective Optimization Algorithms 

There are four reasons for popularity of the heuristic 

algorithms; avoidance from local optima, flexibility, 

simplicity and having a mechanism without 

derivation [28]. These methods guarantee a greater 

probability to reach optimal answers because it utilizes a 

population to search the problem space [29]. 

In real applications, there are problems 

that under specific situations are concurrently 

confronted with several cost functions [30]. These 

problems can be solved using multi-objective 

optimization, in which a set of solutions is defined as 

optimal solutions. Searching operation in multi-objective 

heuristic algorithms is accomplished in parallel i.e., a set 

of agents search the problem space. So, they can find 

Pareto-optimal solutions with a single simulation run. 

In general, the following points should be considered 

in multi-objective optimization: 

1- The distance from the non-dominated front to the 

Pareto-optimal front should be minimized. This measure 

is known as Generational Distance (GD) and is specified 

in (1) in which n  is the number of non-dominated 

answers and id  is the Euclidean distance between each 

of these answers and the nearest solution in the Pareto-

optimal front [31]: 

(1) 
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2- Discovered solutions should have good 

distribution. For this reason, Spacing (SP) metric [32] was 

introduced to measure how evenly the members of a 

Pareto front are distributed. A value of zero for the 

spacing metric means that all members of the Pareto 

front are equally spaced. This metric is specified in (2) in 

which d  is the mean of all id  and n  is the number of 

non-dominated answers: 
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3- Mean Ideal Distance (MID) is used for measuring 

the closeness between Pareto solution and an ideal 

point. In a minimization problem, this metric is 

formulated as (3) in which
i

f1 , 
i

f2 and 
i

f3 denote the 

first, second and third objective value of the i-th non-

dominated solution respectively and n  is the number of 

non-dominated answers: 

(3) 
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It is obvious that less value of this metric is of 

interest [33]. 

The multi-objective algorithm used in this paper is 

described in the following. 

A.  Multi-Objective Inclined Planes Optimization (MOIPO) 
Algorithm 

The IPO algorithm is inspired by the dynamic 

movement of spherical objects along a frictionless 

inclined surface. These objects tend to reach the lowest 

points. In this algorithm, the agents are some small balls 

that explore the problem space to discover optimal 

solutions. The basic idea of IPO is to impute height to 

each agent, regarding its objective function. This 

algorithm is fully explained in [34]. 

The main structure of the IPO algorithm should be 

reformed to use it in multi-objective problems. The steps 

of multi-objective IPO are as follows: 

1- Initialize the population, a repository for non-

dominated solutions, and evaluation. 

2- Separate non-dominated members and store them 

in the repository. 

3- Generate the hypercube of the objective space. 

4- Movement of each search agent according to the 

related equations. 

5- Update the IPO parameters. 

6- Add non-dominated members of the current 

population to the repository. 

7- Delete dominated members from the repository. 

8- Delete additional members if the size of the 

repository is more than the specified capacity. 

9- End if the end conditions are established otherwise 

go back to step 3. 

Stability Analysis of Heuristic Ensemble Classifiers 

and Optimizing Important Parameters 

In this paper, to investigate the stability of heuristic 

ensemble classifiers, the effect of 11 parameters of the 

employed heuristic algorithm on a typical heuristic 

ensemble classifier is investigated. To reach this aim, the 

Plackett–Burman design is first used for recognizing 

important parameters. Then, important parameters are 

considered as input variables of the Taguchi design in 

order to optimize these parameters. It should be noted 

that Design Expert and Minitab are used for the 

implementation of Plackett–Burman design and Taguchi 

design, respectively. Ensemble classifier studied in this 

research is an ensemble designed by MOIPO with the 

aim of minimizing ensemble size and maximizing the 

average of accuracy and the average of reliability for 

classifying Glass dataset. Glass dataset is one of the 

Benchmark data available at UCI machine learning 

repository. It has 214 samples, 9 features and 2 classes 

and can be as a good representative of overlapped data. 

One of the main differences of this method with 

previous works is the definition of the response variable; 

the response variable is defined as the mean of the three 

criteria of the Pareto front; these measures are GD, SP, 

and MID, which introduced in the previous section. 

Parameters studied in this research have two levels; 

low and high. The values of these levels are shown in 

Table 1. MaxIt, npop, Alpha, Beta, and Gamma are the 

number of iterations, population size, inflation rate, 

leader selection pressure, and deletion selection 

pressure, respectively. 
 

Table 1:  Low and high levels of parameters 

 
Parameter Low Level High Level 

MaxIt 200 600 

Npop 20 50 

C1 0.1024 12 

C2 0.2399 3.6577 

Shift1 1 740 

Shift2 80 798.0776 

Scale1 0.0036 0.9999 

Scale2 0.0034 0.9002 

Alpha 0.1000 0.2000 

Beta 4 6 

Gamma 2 4 

 

It is worth noting that the levels of IPO parameters 

i.e., c1, c2, shift1, shift2, scale1, and scale2 have been 

extracted according to [34] which is the main reference 

of IPO algorithm. Also, Alpha, Beta, and Gamma are the 

parameters of multi-objective version and their values 

have been obtained from usual values used in other 

works like [13] and [19]. 

Simulation Results 

As stated before, the aim of this paper is to find 

important parameters of the heuristic algorithm (i.e., 

finding the parameters which influence on the 

performance of the designed heuristic ensemble 

classifier) and also find the optimal levels of the 

important parameters. To achieve this goal, two steps 

should be done; the first step is the screening step which 

employs Plackett–Burman approach to identify 

important parameters from all supposed parameters. 
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The next step is optimization step; in this step, the 

optimal levels of the significant parameters are found 

using Taguchi method. 
Design Expert software is used for the screening step 

i.e., Plackett–Burman method.  

According to the obtained design matrix in Plackett–

Burman method, simulations are performed to complete 

the response column. Table 2 shows the values of the 

design matrix and the response variable from the 

simulation. In this table, -1 and 1 represent low and high 

levels for each factor, respectively.  

In fact, for different values of the parameters in 

design matrix, simulation in Matlab is run and the 

response value is obtained.  

After completing the last column of the table, the 

outputs of this step are obtained by using this matrix; 

these outputs are reported in the following. 

 

 
Table 2: Obtained design matrix from plackett–burman method and response variable 

 

Run MaxIt  npop  C1 C2 Shift1 Shift2 Scale1 Scale2 Alpha Beta Gamma Response 

1 1 1 -1 -1 -1 1 -1 1 1 -1 1 29.0813 

2 1 -1 1 1 1 -1 -1 -1 1 -1 1 0.8200 

3 1 1 -1 1 1 1 -1 -1 -1 1 -1 0.7154 

4 -1 -1 -1 1 -1 1 1 -1 1 1 1 8.5715 

5 1 -1 1 1 -1 1 1 1 -1 -1 -1 25.2336 

6 -1 1 -1 1 1 -1 1 1 1 -1 -1 33.9415 

7 -1 1 1 -1 1 1 1 -1 -1 -1 1 18.1211 

8 1 1 1 -1 -1 -1 1 -1 1 1 -1 13.5830 

9 1 -1 -1 -1 1 -1 1 1 -1 1 1 12.7499 

10 -1 1 1 1 -1 -1 -1 1 -1 1 1 16.3629 

11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 2.0088 

12 -1 -1 1 -1 1 1 -1 1 1 1 -1 17.4415 

 

One of the outputs is Pareto chart which is presented 

in the analysis section; this chart indicates the t-value for 

all the supposed parameters.  

This chart is illustrated in Fig. 1. According to this 

chart, it is clear that the parameters B, G, H, and K have a 

high contribution in the response; because only these 

parameters have been able to pass the threshold of t-

value.  

 

 

The parameter J is close to the threshold, but it has 

not passed it.  

Therefore, in order to obtain the results for the analysis 

of variance, the five mentioned factors are selected. 

As stated in the above, the output of the Pareto chart 

(parameters with high contribution) is used for analysis 

of variance. The results for the analysis of variance are 

reported in Table 3. 

 

 
Table 3: Results for analysis of variance 

 

Parameter Sum of Squares Degrees of Freedom F-value P-value R
2
 Adjusted R

2
 Evaluation 

Model 1231.7300 5 21.1300 0.0010 0.9463 0.9015 Suggested 

B-npop 168.6600 1 14.4600 0.0089 - - Significant 

G-Scale1 174.6400 1 14.9800 0.0083 - - Significant 

H-Scale2 690.0700 1 59.1800 0.0003 - - Significant 

J-Alpha 66.5300 1 5.7100 0.0541 - - Not Significant 

K-Beta 131.8300 1 11.3100 0.0152 - - Significant 
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Fig. 1: Pareto chart; the output of Design Expert Software. 
 

 

Regarding the values of R
2
 and adjusted R

2
 in the  

Table 3, it can be concluded that this model i.e., linear 

is suitable.  

Also, obtained p-values indicate that four parameters 

i.e., npop, Scale1, Scale2, and Beta are significant. (Level 

of significance is 0.05) 

Now, we know that linear model is specified as a 

suitable model.  

Another outcome of the Plackett–Burman method is 

the estimated coefficients for each parameter to 

complete the equation of the model. So, this model can 

be determined by (4): 

(4) 

Beta

AlphaScale

Scalenpopy
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Besides the analysis of variance, checking the 

normality of the data or the residuals is one of the 

assumptions for the efficiency of the model. In this way, 

data may need to be transformed (in terms of being 

normal). To clarify this, the Box-Cox plot, another output 

of the method, should be checked.  If blue and green 

lines situate near each other and both of them place 

between red lines, no transform is needed. The Box-Cox 

plot is shown in Fig. 2. According to the above 

description and also the report of the plot (left side of 

the plot), no transform is needed. 

 

 
Fig. 2: Box-Cox plot. 

 

Up to now, important parameters are determined by 

using Plackett–Burman design.  

The next step is to optimize these parameters. 

Taguchi design is used for this step and is implemented 

in Minitab software. In this method, L12 design is 

selected considering the number of parameters and 

related levels. Table 4 indicates the Taguchi design 

matrix and response in which 1 and 2 demonstrate the 

low level and high level, respectively. It should be noted 

that the column of response is obtained by using the 

related values of parameters in the simulation run in 

Matlab. 
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Table 4: Taguchi design matrix and related responses 

 

Run npop Scale1 Scale2 Beta Response 

1 1 1 1 1 2.9060 

2 1 1 1 1 1.0439 

3 1 1 2 2 19.9259 

4 1 2 1 2 6.8677 

5 1 2 2 1 1.2943 

6 1 2 2 2 17.5981 

7 2 1 2 2 16.5677 

8 2 1 2 1 2.2139 

9 2 1 1 2 12.4842 

10 2 2 2 1 6.6250 

11 2 2 1 2 1.6371 

12 2 2 1 1 9.7931 

 
The following figures, i.e., main effects plot for mean 

and main effects plot for signal-to-noise ratios, are the 

outputs of the Taguchi analysis. 
 

 

 
 

Fig. 3: Main effects plot for means. 
 

 

According to Fig. 3 and in order to achieve the 

optimal solution, npop, and Scale1 should be at a high 

level and Scale2, and Beta should be at a low level.  

These answers are definitive if they match the main 

effects plot for signal-to-noise ratios. This plot is shown 

in Fig. 4. 

 

 
 

Fig. 4: Main effects plot for signal-to-noise ratios. 

 
Due to the above figure, the results for Scale1, Scale2 

and Beta parameters are consistent with  

Fig. 3; the maximum amount of signal-to-noise ratio 

occurs when Scale1 is at a high level, and Scale2 and Beta 

are at a low level.  

But two obtained plots for npop do not match 

because the maximum amount of signal-to-noise ratio 

happens when this parameter is at a low level. So, the 

optimal levels for Scale1, Scale2 and Beta are the high 

level of them which are 0.9999, 0.9002 and 6, 

respectively. 

In order to evaluate the performance of the proposed 

ensemble classifier with optimal levels of parameters, 

simulations have been done in two modes, i.e., optimal 

levels mode and empirical values mode. Obtained results 

are reported in Table 5. 

Optimal values used in this part are the high levels of 

Scale1, Scale2 and Beta. Empirical values, which used in 

the second mode, are as the following: 

npop: 20 

MaxIt: 200 

C1: 0.7184 

C2: 2.7613 

Shift1: 72.4684 

Shift2: 188.5077 

Scale1: 0.035 

Scale2: 0.8245 

Alpha: 0.1 

Beta: 4 

Gamma: 2 
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Table 5: Obtained comparative results of objective functions in two different modes of parameters values 

 

Data 

First Mode 

(Optimal levels of parameters) 

Second Mode 

(Empirical values of parameters) 

Ensemble Size 
Average of 
Accuracy 

Average of 
Reliability 

Ensemble Size 
Average of 
Accuracy 

Average of 
Reliability 

Glass 

13 23 20 8 29 11 

96.75 98.07 97.43 94.48 96.41 94.85 

95.46 96.75 97.43 93.87 94.48 94.85 

 

In the above Table, reported values in the columns of 

ensemble size, average of accuracy, and average of 

reliability are related to the points of the Pareto front 

with the best ensemble size, the best average of 

accuracy, and the best average of reliability. In addition, 

the values of the first, second, and third rows indicate 

ensemble size, an average of accuracy, and an average of 

reliability related to each point of the Pareto front, 

respectively.  

Due to these results, when using optimal levels of 

parameters, the average of accuracy and the average of 

reliability have been improved. Only ensemble size has a 

better amount in the empirical mode, but in this 

situation, the values for two other objective functions 

are better with optimal levels of parameters. It should be 

noted that low differences in two modes relate to the 

fact that empirical values are extracted with trial and 

error to achieve the best results, and they are available 

from previous works. However, this process is time-

consuming and has no guarantee to get optimal levels of 

parameters.  

On the other hand, in general, these empirical values 

are not available. 

Results and Discussion 

One of the advantages of the proposed approach in 

comparison with previous works is that more 

parameters can be analyzed with less computational 

costs; checking the impact of these 11 parameters by the 

approaches of [13] or [19] is very complicated and time-

consuming. Also, the proposed approach of this paper 

can optimize the value of the important parameters but 

the other works cannot do this. However, Plackett–

Burman method unlike [13] and [19] don’t consider the 

interactions and only main effects are studied in this 

method. 

Conclusion 

One of the important issues in the field of heuristic 

ensemble classifiers is the stability of these classifiers.  

 

 

This topic is important due to the random nature of 

the heuristic algorithms. This paper has reviewed this 

issue with a statistical perspective; in addition to 

evaluating stability, important and effective parameters 

are detected.  

Also, by using the Taguchi design in Minitab software, 

it is possible to determine the optimal levels for 

important parameters. Using these optimal levels will 

make the output better than the empirical mode. It 

should be noted that empirical values are obtained using 

the trial and error method. Using new methods of 

stability investigation is one of the suggestions for the 

future works. 
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MOIPO Multi-Objective Inclined Planes 

Optimization 

DoE Design of Experiments 

OFAT One Factor At a Time 

SNR Signal to Noise Ratio 
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