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 Background and Objectives: There are numerous applications for image 
registration (IR). The main purpose of the IR is to find a map between two 
different situation images. In this way, the main objective is to find this map 
to reconstruct the target image as optimum as possible.  
Methods: Needless to say, the IR task is an optimization problem. As the 
optimization method, although the evolutionary ones are sometimes more 
effective in escaping the local minima, their speed is not emulated the 
mathematical ones at all. In this paper, we employed a mathematical 
framework based on the Newton method. This framework is suitable for any 
efficient cost function. Yet we used the sum of square difference (SSD). We 
also provided an effective strategy in order to avoid sticking in the local 
minima. 
Results: The proposed newton method with SSD as a cost function expresses 
more decent speed and accuracy in comparison to Gradient descent and 
genetic algorithms methods based on presented criteria. By considering SSD 
as the model cost function, the proposed method is able to introduce, 
respectively, accurate and fast registration method which could be exploited 
by the relevant applications. Simulation results indicate the effectiveness of 
the proposed model. 
Conclusion: The proposed innovative method based on the Newton 
optimization technique on separate cost functions is able to outperform 
regular Gradient descent and genetic algorithms. The presented framework 
is not based on any specific cost function, so any innovative cost functions 
could be effectively employed by our approach. Whether the objective is to 
reach accurate or fast results, the proposed method could be investigated 
accordingly. 
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Introduction 
Image registration can be beneficial in numerous 

areas. There are many situations that two taken images 

represent the same location or object while their 

perspective is different ‎[1]. They might be taken from 

two different angels or might be scaled in different 

values. As the matter of fact, recognizing the similarity 

between images from the mentioned situation is a 

cumbersome task for the machines ‎[2]. By generating a 

map between two images that is capable of detecting 

every corresponding pixel from the first image into the 

target image, we are able to recognize the similarities. 

The goal of image registration (IR) methods is to find this 

map ‎[3]. 

There are two main categories for IR applications. In 

the first category, target image is changed based on its 

rotation and scale values ‎[4]. The transformation is the 

same for all applied pixels. The lines in the first image 

are still a line in the second image but with a different 

rotation or scale. This type of IR is called rigid 
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registration ‎[5], ‎[6]. If in the target image the parallel line 

does not remain parallel, we face a non-rigid (or 

deformable) registration ‎[7], ‎[8]. In both methods, the 

target image would be constructed by an optimized 

transformation matrix ‎[9]. This matrix draws a map from 

the first image to the second one. IR methods can work 

on different aspects of images to recognize the targeted 

map. Some rigid IR methods tend to work on the 

intensity value of the images; this method is called 

intensity-based method ‎[7], ‎[10]. In this method, all the 

criteria for judgments of registration goodness are based 

on the image’s intensity ‎[11]. This method is wildly used 

because of its simplicity and reliability ‎[12]. Meanwhile, 

other rigid IR methods tend to work on special extracted 

features from two images and try to register the first 

image to the target image merely by the mentioned 

features ‎[13], ‎[14]. Due to the robustness of the 

intensity-based method, we favored intensity-based 

technique in the current study. 

For finding the mentioned map as an optimization 

problem ‎[15], IR methods must start with a starting 

values ‎[16]. Some researchers tend to deal with the 

problem by the means of evolutionary computing (EC) 

methods ‎[17]. There are numerous research studies in 

this area that have exploited the capability of ant colony 

algorithm ‎[18] or swarm intelligence method ‎[19]; and in 

many cases the genetic algorithm ‎[20]. Some of the 

studies have also employed more innovative and hybrid 

methods in EC approaches to find an optimized 

transformation matrix ‎[6]. These methods are widely 

used because of their capability to escape from local 

minima ‎[19]. However, these algorithms need a 

considerable amount of time for finding the optimum 

solution for transformation matrix; in this way, they 

could not be wieldy applied in real time 

applications ‎[21], ‎[22]. For this reason, mathematical-

based optimization algorithms might be more 

useful ‎[23]. Although their application in optimization 

problem might be more cumbersome than EC 

algorithms, the speed of convergence highly favors the 

employment of mathematical-based optimization 

algorithms. 

In the IR application, the primary usage of IR method 

is analyzing medical imaging ‎[8], ‎[24]-‎[26]. Moreover, 

these methods are wieldy used in geographical 

systems ‎[27] and remote sensing ‎[28]. In most of these 

areas, researchers attempt to exploit optimization 

algorithms to find the optimum transformation. 

Mathematical-based and evolutionary algorithms have 

attracted attention more than other methods ‎[29]. 

However, there are several investigations that tend to 

employ other methods such as SIFT ‎[28], ‎[30], Markov 

random field ‎[31], sparse representation ‎[32] and Fuzzy-

based method ‎[20].  

Mathematical optimization methods such as Gradient 

descent ‎[26] and Newton methods ‎[21] are capable of 

reaching near the optimum solution in considerably 

shorter time in comparison to EC methods. There is a 

relevant study ‎[33] in which authors compared the 

performance of different mathematical-based 

optimization algorithms with working on high resolution 

medical imaged (CT and MRI images). Their objective 

function was to maximize the mutual information 

between the target image and the built image. In ‎[16], 

authors proposed an adaptive stochastic Gradient 

descent (ASGD) method which is capable of adapting the 

step size in every iteration. Their method was run on 

medical images and showed enhanced performance in 

comparison to the similar non-adaptive methods. In ‎[34], 

the authors considered a typical multiscale registration 

setting where the global two-dimensional translation 

between a pair of images is estimated by smoothing the 

images and minimizing the distance between them with 

Gradient descent. The changing parameter in their work 

was the translation value. In Error! Reference source not 

found., authors mimicked the proposed method in ‎[16] 

but this time on 3D medical images (MRI images). 

Because of excessive time consumption of 3D image 

registration process, they focused on the speed of 

convergence of their model. Based on comparisons, their 

proposed method is able to outperform similar methods 

in the case of time consumption. Alongside with 

Gradient descent method, its second order companion, 

the Newton method, absorb so many attention as well. 

In Error! Reference source not found., authors exploited 

Levenberg Marquardt (L-M) and b-spline method to 

maximize their mutual information cost function. Their 

simulation based on ideal and noisy environments shows 

the supremacy of their method over similar methods. 

The mutual information as the cost function has also 

been considered in other works ‎[25]. In Error! Reference 

source not found., authors used L-M method to 

maximize the speed of the convergence. They attempted 

to accomplish a fast convergent method by optimizing 

the L-M step size. Their simulation on medical images 

has shown promising results.  

In the mentioned studies, authors tried to propose 

much faster methods. This point underscores the 

important of convergence speed. Second order methods 

such as Newton and L-M methods can suggest improved 

speed. However, they need to be capable of escaping 

the trap of local minima. This idea suggests the 

importance of accuracy as well, the point that has been 

almost neglected in the reviewed studies. According to 

IR purposes, the weight of speed and accuracy 

importance should be adjusted. Some applications tend 

to reach a proper solution in the shortest time possible. 

In this situation, the accuracy might be compromised for 
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the speed of the model. Some other applications need to 

be as accurate as possible. Here, we considered both 

factors and tried to fulfill their requirements. Newton 

method with cost function of sum of square difference 

(SSD) is the basis of our purposed method. However, we 

faced the local minima difficulty in this task. By applying 

a novel method, we could reach better and faster 

results. Instead of solving a two-variable problem, we 

conduct a treatment to face a single variable 

optimization problem in every step. We have employed 

root mean square error (RMSE) ‎[31] and mutual 

information Error! Reference source not found. for 

evaluating the goodness (accuracy) of registration. 

The content of this paper would be as follows: The 

second Section conveys the proposed method. In the 

third Section, the accomplished simulations and 

comprehensive comparisons is mentioned. Finally, in the 

fourth Section, the conclusion of the work is presented. 

Proposed method 
In this paper, the main intention is to minimize the 

SSD as the cost functions. The SSD can be defined as 

follows: 

    ∑ ( (  )   (   ))
 
    

         (1) 

where    is     [  ]        [  ] and n is 

number of pixels; “f” is the target image and “g” is the 

moving image through the iterations. The objective is to 

move the "g" function toward the “f” as close as 

possible. In other words, we intended to minimize the 

SSD. We employed the Newton method to solve the 

mentioned optimization problem. The problem in the 

Newton form would look like the following equation: 

  [  ]                      

                      (2) 

where     (gradient of SSD) and H (Hessian matrix) 

would be calculated as follows: 
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The transformation matrix of T is equal to: 
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where “S” indicates the scale value and “ ” indicates the 

rotation angle. This matrix is the main variable of the 

problem and its optimum values ought to be found. In 

this way, we need to access the derivation of the “S” and 

“ ”. The Jacobean of the T is calculated as follows: 
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In the calculation of the Hessian matrix and      , the 
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The Hessian equation has a second order derivation part 
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where “g” is the gradient of the image; the indexes 

indicate the orientation of the derivation. For example, 

the      indicates the two multiple gradient of the image 

in the orientation of the x axis. In the above equation, 

the variables would be defined as follows: 
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These equations build the target image properly. 

However, we observed in some cases that the solution is 

trapped in the local optimum and failed to reach the 

correct corresponding value of the scale and rotation. By 

proposing an innovative treatment, we can escape from 

the local optimum. We propose an interleaved method 

which is able to push the value of the scale and rotation 

(7) 
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to their optimum value. In this way, for a single iteration, 

by the assumption of the constant scale value, the 

rotation value would be calculated. The treatment would 

be reversed for the next iteration. In other words, in this 

stage, the rotation value presumed to be constant and 

the scale value would be pushed to its optimum value. 

Note that the content value for every parameter is 

decided by the calculated value in the previous iteration. 

Here, we introduced the equations related to constant 

rotation and variant scale. 
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Similarly, our model based on constant scale and variant 

rotation could be defined as follows: 
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In this way, we proposed an innovative treatment for 

finding the optimum multivariate values. By presuming 

the constant value for one of the rotation or scale value 

through the interleaved iterations, the solution can 

escape from local optimum and reach its global value. As 

a matter of fact, in this treatment, we are able to reduce 

the problem complexity by turning a two-variable 

problem into a single-variable optimization problem. 

Simulation and Results 
For evaluation of the proposed method, multiple 

simulations based on benchmark images have been 

done. These images have been studies numerously in the 

image processing literature and also are among the most 

famous images in the image processing field. Fig. 1 

shows the images; from now on, we refer to each image 

by its name. 
 

a b 

  

c d 

  

Fig. 1: Four benchmark images of this work. a: Airplane, b: 
Baboon, c: Fruit, d: Lena. 

 

Our method is based on Newton method and as 

discussed earlier, SSD has been considered as its cost 

function. These cost functions could be considered for 

Gradient descent algorithms as well.  In this way, for the 

first simulation, we compared the performance of 

Newton and Gradient descent algorithms by measuring 

mutual information (MI) and root mean square error 

(RMSE). Their equations have been defined as follows: 

     
∑ ∑ (  (   )   (   ))

  
   

 
   

   
                                       (24) 

where    and    are images, m and n are the size of 

images; i and j are coordinates of images. 
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where  (  ) and  (     ) represent entropy of    and 

the combination of two images, respectively, and     
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represents marginal probability distribution that can be 

determined by the normalized histogram of the image. 

Note that the higher MI and lower RMSE would be 

preferred. 

Fig. 2 represents the first simulation which is the 

comparison of Newton and Gradient descent methods. 

Newton method has shown better results for two out of 

four benchmark images (Baboon and Fruit). SSD cost 

function has shown much more speed for convergence. 

Note that the rotation degree and scale value have been 

set to a constant value (30 and 0.7, respectively). 

Newton method expresses more decent speed and 

accuracy in comparison to Gradient descent method 

based on MI and RMSE criteria. In this way, Fig. 2 

suggests the priority of Newton method over Gradient 

descent for the two studied images (Baboon and Fruit). 

 

 
 

 
Fig. 2: Comparison of Newton and Gradient descent (GD) 

methods. a:  Comparison of two methods based on SSD as the 
cost function in the case of RMSE value, b: Same comparison as 

an in the case of MI value. 
 

The mentioned priority of Newton method could not 

happen in all simulations. Fig. 3 represents the best 

outcome of each method after 200 iterations. This 

analysis has been run on all benchmark images. Based on 

20 runs on every condition, results in Fig. 3 have been 

extracted. Note that in every run, the starting point has 

been chosen randomly. Both criteria favor Newton over 

GD based on Baboon and Fruit images. This advantage is 

reversed in Lena and Airplane pictures; best results for 

this images belong to GD simulations. This observation in 

our simulation encouraged us to alter the Newton 

method application to reach enhanced results. 

As it has been discussed earlier, we applied a 

modification to the application of the Newton method. 

In this case, we considered the value of the scale 

parameter as a constant value and iterate the algorithm 

heading toward optimum rotation parameter. In the 

succeeding iteration, the treatment would be reversed in 

favor of finding optimal scale parameter. The results of 

the simulation in our proposed method show superior 

performances in both cost functions and criteria. 

a 

 

b 

 

 

 

b 

 
 
 
 
 
 
 
 
 
 

Fig. 3: Comparison of the best solution between SSD-based 
methods a: Comparison has been done based on the RMSE 

criterion, b: Compression has been done based on MI criterion. 
Error bars are standard deviations. 

 

The mentioned practice enables the model to become 

more efficient in escaping from local minima. Since this 

practice introduces just one variable by each iteration, 

the problem space is much simpler than two-dimension 

space. In this way, we expect to have less problem with 

local minima. This problem could be readily exacerbated 

by the Newton method; since the newton method deals 

with the second order derivation – a more complex 

space. The initial results confirm this phenomenon. 
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This observation in our simulation encouraged us to 

alter the Newton method application to reach enhanced 

results. In fact, two less performed images is trapped in 

the local minima. The major question is whether the 

proposed method can enable the model to outperform 

GD. 

Based on the simulations in Fig. 2 and 3, GD is able to 

produce more enhanced results in comparison to the 

Newton method on other two images (Lena, Airplane). 

However, Fig. 4 expresses the supremacy performance 

of the proposed method to GD based on two mentioned 

images. Both criteria confirm the improved results of the 

proposed method. Similar to Fig. 2, SSD has led to fast 

and accurate convergence.  

a 

 
b 

 
 

Fig. 4: Comparison of GD and the proposed method. a:  
Comparison of two SSD-based methods as the cost function in 
the case of RMSE value, b: Same comparison as (a) in the case 

of MI value. 

Furthermore, we simulated the proposed method on 

two images in Fig. 2 (Baboon, Fruit). Having 20-run 

simulations, results for every condition and criterion 

have been extracted and assembled in Fig. 5. Results in 

Fig. 5 indicate that the proposed method is able to 

perform better in comparison to GD. In average, the 

proposed method easily outperforms the GD. This 

means that the idea of interleaved variables is working 

properly. Note that various results in every run are 

caused by the various starting point in 200 iterations 

(same as Fig. 3).  

All the made simulations so far have been 

accomplished on a certain scale and degree values (0.7 

and 30, respectively). It is vital to evaluate the proposed 

method on different parameters and compare the 

outcomes with GD algorithm. It is necessary for a robust 

method to be capable of performing decently on the 

values of different parameters as well. 

a 

 
 

b 

 

 
 

Fig. 5: Comparison of the best solution between SSD-based 
methods. a: Comparison has been done based on RMSE 

criterion, b: Compression has been done based on MI criterion. 
Error bars are standard deviations. 

 

Fig. 6 depicts the best results of averages of four 

images in every criterion. We have considered 4 

different values for scale and rotation which generate 16 

different conditions. 

Almost in every condition, the proposed method 

outperforms GD.  

Considering both criteria, the proposed method 

based on SSD shows better performance. This order has 

been preserved for GD simulations as well. 

Because of the wider available range in RMSE (Fig. 

6.a), this criterion is able to recognize more 

discrimination between different methods in various 

conditions.  

The presented results in Fig. 6 endorse the capability 

and robustness of the proposed method in different 

scales and rotation conditions. By considering SSD as the 

model cost function, the proposed method is able to 

introduce, respectively, accurate and fast registration 

0

1

2

3

Air Baboon Fruit Lena Average

R
M

S
E

 

GD Proposed Method

0

1

2

3

4

5

Air Baboon Fruit Lena Average

M
I 



Image Registration Based on Sum of Square Difference Cost Function 

279 
 

method which could be exploited by the relevant 

applications. 

 a 

 
 

b 

 
 
Fig. 6: Comparison of GD and the proposed method on various 

parameters by different criteria. a: Comparison of the 
proposed method and GD performance, based on SSD cost 

functions by RMSE criterion, b: Same analysis as a for MI 
criterion. 

 

We also compared our proposed method with one of 

the most famous EC methods, GA. For more extensive 

comparison, we considered four more images in our 

analysis.  

As it has been shown in Table 1, in both criteria, the 

proposed method outperforms the GA and GD. Note, the 

analysis in Table 1 have been done similar to Fig. 6. In 

other words, for each image, we calculated the results of 

each image in any 16 conditions (4 variant scales and 4 

variant rotation). Average of these values have been 

presented in Table 1. Accordingly, the proposed method 

is able to perform superior to GA and GD.  

 
Table 1: Comparison of our Method with GA and GD. 
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Lena  10.11 9.5 1.45 1.88 1.89 2.95 

Airplane  9.78 5.89 1.78 2.08 2.45 2.9 

Baboon 14.42 3.45 2.01 1.1 2.55 2.72 

Fruit  9.87 14.5 1.89 1.32 1.28 3.12 

Cameraman 8.66 12.78 0.98 1.98 1.12 3.25 

Barbara 7.1 9.84 2.1 2.33 1.42 1.88 

Boat 12.8 9.1 1.47 1.4 1.41 1.78 

House 11.3 12.5 1.16 1.42 1.21 1.89 

Average 10.50 9.69 1.60 1.68 1.66 2.56 
 

Conclusion 

This paper proposed an innovative method based on 

the Newton optimization technique on separate cost 

functions. Both cost functions have been optimized by 

means of the proposed method. As a matter of fact, the 

proposed method is able to outperform regular Gradient 

descent and Newton simulations based on MI and RMSE 

criteria. In our intensity-based rigid resignation, there 

are two parameters, namely, rotation and scale values. 

Through the iterations, we have set one variable to a 

constant value and attempted to optimize the other one 

by setting it free. Free and constant parameters have 

been replaced constantly through the path of reaching 

the final solution.  In fact, we altered the two-variable 

optimization problem into the single-variable one. The 

temporary simplified single-variable problem is able to 

search the problem space more easily and effectively. 

More capable of escaping from local minima, this 

treatment helps the registration to be faster and more 

precise. 

Furthermore, we conducted a simulation whose 

rotation and angle of the target image were analyzed by 

various values (Fig. 6). Using this simulation, the authors 

are able to confirm the robustness and enhanced 

performance of our proposed methods in comparison to 

Gradient descent. The speed and accuracy of SSD as the 

cost functions could be exploited in a combined cost 

function which potentially can promise enhanced 

performance. 

Since our framework is not based on any specific cost 

function, some innovative cost functions could be 

effectively employed by our approach. Whether the 
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objective is to reach accurate or fast results, the 

proposed method could be investigated accordingly. 
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