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 Background: Prediction of students' academic performance is essential for 

systems emphasizing students' greater success. The results can largely lead 
to increase in the quality of the educating and learning. Through the 
application of data mining, useful and innovative patterns can be extracted 
from the educational data. 
Methods: In this paper, a new metaheuristic algorithm, combination of 

simulated annealing and genetic algorithms, is proposed for predicting 

students’ academic performance in educational data mining. Although 

metaheuristic algorithms are one of the best options for discovering the 

hidden relationships between data in data science, they do not separately 

perform well in accurate prediction of students’ academic performance. 

Therefore, the proposed method integrates the advantages of both genetic 

and simulated annealing algorithms. The genetic algorithm is applied to 

explore new solutions, while simulated annealing is used to increase the 

exploitation power. By using this combination, the proposed algorithm has 

been able to predict the students’ academic performance with high accuracy. 

Results: The efficiency of the proposed algorithm is evaluated on five 

different educational data sets, including two data sets of students of Shahid 
Rajaee University of Tehran and three online educational data sets. Our 
experimental results show              and              accuracy 
improvement of the proposed algorithm in comparison to the four similar 
metaheuristic and five popular classification methods respectively. 
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Introduction 
Educational data mining (EDM) refers to the application 

of data mining methods on data sets, obtained from 

educational centers or web sites, to extract useful and 

novel information from data. Early prediction of the 

students' academic performance at the end of a training 

course is one of the challenges in educational centers. 

Today the coronavirus has forced many educational 

centers to e-learning. It seems they continue online 

education even after the pandemic ends however some 

studies [1]-[5] demonstrate higher dropout rates in web-

based courses than traditional education ones which 

increase the importance of EDM. Usage of EDM can 

prevent financial and psychological consequences which 

are caused by failure of students, therefore various 

algorithms and methods have been used for this 

purpose. Metaheuristic algorithms, which are widely 

used to solve optimization problems, also have been 

used by researchers to analyze data and discover hidden 

patterns in a large data set [6]-[11]. 

To solve optimization problems effectively, several 

metaheuristic methods have been proposed such as: 

particle swarm optimization algorithm [12], artificial bee 

colony algorithm [13], differential evolution algorithm 

http://jecei.sru.ac.ir/
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[14], firefly algorithm [15] and earthworm optimization 

algorithm [16]. In these population-based optimization 

algorithms, the two concepts of "Exploration" and 

"Exploitation" have received much attention. Exploration 

refers to the ability to search various unknown areas in 

the space of a solution in order to find the probable 

solutions, while exploitation refers to the ability of an 

algorithm to improve existent solutions, to increase their 

quality [17]. 

Genetic algorithm (GA) as a population-based 

metaheuristic algorithm has both exploration and 

exploitation strategy and has been widely used in solving 

optimization problems [8], [18], [19]. Crossover and 

mutation operators focus more on exploring the 

problem space, while selection operator focuses on 

exploiting existing solutions. Thus, in GA algorithm the 

power of exploration is high, but the power of 

exploitation is not. In this paper, we proposed a new GA 

algorithm using simulated annealing (SA) approach to 

achieve the optimal combination of exploration and 

exploitation. SA is a single-solution based algorithm that 

starts with a solution and tries to enhance it. In other 

words, SA has only exploitation strategy and could 

strengthen the power of the genetic algorithm. By using 

this combination, the proposed algorithm has been able 

to produce high-quality solutions. Therefore, the 

algorithm can predict students' academic performance 

more accurately in comparison with other well-known 

classification methods. 

Based on the above explanations, the contributions of 

this paper could be summarized as follow: 

 Proposing an efficient algorithm for classification 

problems in educational data sets, which is based on 

combination of GA and SA. 

 Proposing a new mutation operator for GA. 

 Implementing the proposed algorithm on different 

educational data sets which leads to the highest 

prediction accuracy in comparison with the best 

classification methods. 

The rest of this paper is organized as follows. Some 

recent works on educational data mining and combining 

metaheuristic algorithms are explained briefly in related 

work section. In genetic algorithm and simulated 

annealing algorithm sections, the concept and 

definitions of the GA and SA algorithms are described 

respectively. The proposed method is discussed 

thoroughly in proposed method section. The 

implementation details and comparison of the proposed 

work and other common methods are provided in 

results and discussion section. Finally, conclusion of this 

paper is presented. 

Related Work 

In EDM, statistics, machine learning, and data mining 

techniques are utilized to analyze data collected during 

teaching and learning [20] in order to find appropriate 

solutions to educational research. Such solutions are 

used by both instructors and students to improve 

teaching and learning. Early prediction of students’ 

learning outcomes is one of the main concerns in EDM 

which can be categorized in two classes [21]: 

 Predicting students’ score in a specific course or score 

point average (GPA). 

 Predicting students’ academic performance (pass/fail) 

or dropout. 

Unlike some works such as prediction of students' 

engagement [22] or prediction of slow learners [23], 

most of the studies about prediction models fall into this 

category. Several methods have been recently utilized in 

the prediction of students' grade which is a continuous 

value [24], [25]. In addition, predicting students' 

academic performance (pass/fail) or dropout, has been 

receiving significant attention. In this case, the main goal 

is to construct a learning model that predicts whether a 

student will pass/fail or dropout/complete a course.  

Students' academic performance or grade depends on 

several factors such as background characteristics, 

previous scores, teaching and learning approaches, 

relationships between student-student, student-teacher, 

and student-content [25], [26]. Researches in EDM 

propose prediction models through some of these 

factors. For example, [27] with consideration of 

background characteristics and teaching features, 

presented a study to investigate whether the 

performance of teachers can predict students' academic 

performance. Table 1 summarizes recent researches 

proposed to predict students' outcome. Nevertheless, 

some works from each category are briefly described 

here. For the prediction of final grades, the authors of 

[28] applied popular algorithms such as Ordinary Least 

Squares (OLS), Support Vector Machine (SVM), 

Classification and Regression Tree (CART), k-Nearest 

Neighbor (kNN), Random Forest (RF) and AdaBoost R2 

where SVM reaches the best result. In similar work [29], 

Kostopoulos proposed a multi-scheme semi-supervised 

regression approach (MSSRA) using three different k-NN 

algorithms regressors. The prediction model is based on 

features such as background characteristics, academic 

performance and interactions within the learning 

platform where the results showed the superiority of the 

MSSRA in comparison with other regression methods. 

To achieve accurate prediction of students' dropout, 

Mubarak et al. [30] extracted significant features from 

students' weekly interaction with course content. They 

presented two models based on Logistic Regression (LR) 

and Input-Output Hidden Markov Model (IOHMM), 

which have better prediction accuracy in comparison 

with baseline of machine learning models. Moreover, 
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with offering instructors' intervention methods, they 

reduced the rate of dropout. In similar study [31], Burgos 

et al. conducted a study over the scores of 100 students 

for several distance learning courses where Logistic 

Regression models were used for students' dropout 

prediction. With the usage of this result, they designed a 

tutoring action plan reducing the dropout rate by 14%. 

With the aim of discovering patterns that motivate 

students to drop out, Sarrah et al. [25] developed the 

Bayesian Profile Regression (BPR) method to identify 

students who are more likely to drop out. Due to the 

performance, motivation and resilience of students, this 

technique draws the profile of students at high risk of 

academic failure. 

In order to predict students' academic performance, 

Chui et al. [32] proposed a reduced training vector-based 

support vector machine (RTV-SVM) algorithm. In their 

research three classes are defined, namely, pass, 

marginal, and fail.  

 

The authors showed that the RTV-SVM has reached 

accuracy of 91.2%. Moreover, in large database, the RTV-

SVM can be adopted to reduce the training time. In 

another study [33], the authors addressed high students' 

failure rates in introductory programming courses. 

Therefore, several educational data mining techniques 

were used for prediction of students' academic failure 

on two data sets including personal and educational 

information about 262 students from distance education 

and 161 students from on-campus. They also analyzed 

the impact of preprocessing and fine-tuning of input 

parameters to increase the prediction accuracy where 

the results showed that SVM reaches the best 

performance. All these studies, manipulate data sets of 

students' learning behavior, activities, and interactions 

stored in files and databases. One of the main concerns 

of such works is acquiring the highest prediction 

accuracy. Nevertheless, they applied different methods 

to obtain notable results.  

 

 
Table 1: Research on prediction of students’ learning outcomes 
 

Ref. Methods Aim Type 

[28] OLS, SVM, CART, kNN, RF , AdaBoost R2 Prediction of students’ grade Regression course grades 

[43] 
GA, Quadratic Bayesian Classifier, kNN, 

Parzen-window, Multi-Layer Perceptron, 
Decision Tree. 

Prediction of students’ grade Regression course grades 

[29] MSSRA Prediction of students’ grade Regression course grades 
[44] J48, REPTree Prediction of students’ grade Regression course grades 

[32] RTV-SVM 
Prediction of students’ academic 

performance  
Multi-class classification 

[25] BPR 
Prediction of students’ academic 

performance 
Binary classification 

[45] Gradient Boosting Machine 
Prediction of students’ academic 

performance 
Binary classification 

[33] 
Naive Bayes, Decision Tree, SVM, Neural 

Network 
Prediction of students’ academic 

performance 
Binary classification 

[46] 
Decision Tree, Naive Bayes, Neural 

Network, SVM,kNN 
Prediction of students’ academic 

performance 
Binary classification 

[47] Regression, Decision Tree 
Prediction of students’ academic 

performance 
Binary classification 

[48] 
Ensemble model of Decision Tree, 

Gradient Boost algorithm and Naive 
Bayes 

Prediction of students’ academic 
performance 

Binary classification 

[49] 
Naive Bayes, J48, RF, Naive Bayes 
Multiple Nominal, K-star and IBk 

Prediction of students’ academic 
performance 

Multi-class classification 

[31] LR Prediction of students’ dropout Binary classification 
[30] LR, IOHMM Prediction of students’ dropout Binary classification 
[50] JRip, OneR, PART and Ridor Prediction of students’ dropout Binary classification 

[51] 
Improved Decision Tree algorithm based 

on ID3 
Prediction of students’ dropout Binary classification 

[52] 
Multilayer Perception, Naive Bayes, 

SMO, J48, REPTree 
Prediction of slow learners Binary classification 

[53] 

Decision Tree, J48, Naive Bayes, CART, 

JRIP Decision Rules, Gradient Boosting 

Trees,  
Prediction of students’ engagement Binary classification 
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In this paper, we focus on two popular metaheuristic 

algorithms, namely SA and GA to obtain an accurate 

binary classifier in EDM to predict the students' 

academic performance. In recent years, the combination 

of metaheuristic algorithms has been used by numerous 

researchers in the field of optimization [6]. Moreover, 

hybrid metaheuristic algorithms have shown superior 

performance in solving many practical or academic 

problems [7]. In the following, several works on 

application of hybrid metaheuristic algorithms in 

different problems are described.  

SA is used in numerous hybrid metaheuristic 

algorithms. In [9], Martin and Otto introduced a hybrid 

algorithm between the Markov chain and SA, in which 

the Markov chain is allocated just to detect local 

optimizations. With combination of two Tabu search 

algorithms and SA, Lenin et al. [10] proposed a new way 

to solve the reaction power problem. 

In [11], similar combination proposed for symmetric 

traveling salesman problem. Wang et al. [34] proposed a 

new hybrid SA for scheduling in dual-resource cellular 

manufacturing system. In [35], to achieve an automatic 

diabetic retinopathy screening system, a new hybrid 

algorithm was proposed by using SA and ensemble 

bagging classifier. For feature selection, different hybrid 

metaheuristic algorithms were developed such as 

combination of local search operations and GA [8], 

combination of whale algorithm and SA [36]. Several 

combinations of SA and GA have been proposed in the 

literature for optimization of signal timing, navigation 

and routing in the supply chain, thermal structure 

problem, and flow shop scheduling [37]-[42]. 

Genetic Algorithm 

Genetic algorithm is a metaheuristic algorithm 

inspired by the principle of the natural selection and 

natural genetics [18]. GA represents the solutions in the 

form of chromosomes and the fitness of the 

chromosomes is evaluated by fitness function which is 

created according to the objective function of the 

optimization problem. A collection of chromosomes is 

called a population where initially a random population 

is created. Individual solutions are selected to be parents 

for generating a new population through their fitness 

values, where fitter solutions are typically more likely to 

be selected. A pair of parent solutions creates new 

children by crossover and mutation operators where 

new solutions typically share many features of their 

parents. Mutation operator is used to avoid getting stuck 

in the optimal local trap. The process of selection, 

crossover, and mutation operators improves the 

population and continues until a new population of 

appropriate size is generated. The best solution in the 

last population is returned as the best approximation of 

the global optimum. Compared to the traditional 

metaheuristic methods, GA is well converged due to the 

adaptation of the biological evolution model [54]. 

Algorithm 1 shows the pseudo code of GA. 
 

Algorithm 1:  Genetic Algorithm 

 
begin 

   Generate initial population 

   repeat 

       Evaluate the individual solutions 

       Select pairs of best-ranking individuals  

       Apply crossover operator 

       Apply mutation operator 

   until terminating condition is not met  

 end 

 

Simulated Annealing Algorithm 

SA proposed by Kirkpatrick et al. [55] is a 

metaheuristic method inspired by the annealing 

procedure used in metallurgy, suitable in solving 

complex optimization problems. SA starts with a 

randomly generated solution in high temperature. In 

each iteration, a neighbor solution is generated 

according to a predefined neighborhood structure and 

evaluated using a fitness function. If the new solution is 

better than the original one, it is accepted, otherwise it 

can still be accepted with probability  
 

 

   , where   is 

the difference between the fitness of the current 

solution and the generated neighbor,    is Boltzmann’s 

constant and   is the current temperature [36]. By 

accepting worse solutions, SA can avoid being trapped 

on local optimum. The parameter   is gradually 

decreased by a cooling function as SA proceeds until the 

termination condition is met [56]. Algorithm 2 shows the 

pseudo code of SA algorithm. 
 

Algorithm 2:  Simulated Annealing Algorithm 

 
begin 

   Initialize solution  , temperature   

   repeat 

       repeat 

           Create neighborhood solution    

           if     then accept    

           otherwise accept   by the probability  
 

 

      

       until inner-loop terminating condition is not met 

       Decreasing   gradually 

   until outer-loop terminating condition is not met 

 end 

 

Proposed Method 

In this paper, the G-SA algorithm, which is a new 

hybrid of GA and SA algorithms, is presented to predict 
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students' academic performance. The framework of the 

G-SA algorithm is shown in Fig. 1. As the figure shows, an 

initial population of states is generated first. After 

generating the initial population, one randomly chosen 

state, namely current state, is utilized to crossover with 

the best state of the population (i.e. Gbest) where 

offspring1 and offspring2 are produced. On the other 

hand, an offspring3 is created by the mutation 

operation. The best of these three offsprings is 

compared to the current state. If the best offspring is 

better, it would replace the current state. Otherwise it 

would replace with probability  
 

 

   . This process 

continues until the new population would be completed 

with   new states where   is the size of population. 

After that, based on the current temperature it is 

decided to generate a new population or stop generating 

new population. The best state of final population is 

added to the rule set and all the states from the training 

set that can be evaluated by this rule are removed from 

the training set. 

The algorithm runs again with the remaining states of 

the training set to obtain another rule. This continues 

until the size of the training set reaches a certain 

threshold (10% of the training set). In the end, a set of 

rules is obtained that is used for prediction. Algorithm 3 

shows how the G-SA works. 

 

 

 

Initial population and temperature 

Current state= randomly chosen a state in the current population 

offspring1 & offspring2= crossover (current state, Gbest)  

offspring3= mutation (a random state) 

Decrease temperature 

Yes 

No 

No 

Yes 

Start 

End 

Termination criteria met? 

If 𝜃 <   then accept the best (offspring , offspring , offspring )               

Else accept  it with probability 𝑒
( 

𝜃

𝑘𝐵𝑇
)
 

Add Gbest to rule set             

Update training set 

Size of training set  < 

threshold  

Population size   𝑛  

𝜃 = 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑠𝑡𝑎𝑡𝑒)  𝑓𝑖𝑡𝑛𝑒𝑠𝑠(best (offspring , offspring , offspring ) ) 

No 

Yes 

Fig. 1: Framework of the G-SA algorithm. 
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Algorithm 3:  G-SA Algorithm 

 
begin 

  repeat 

Initialize first population and   

Find the best state obtained so far, which has highest fitness value (i.e.     ) 

repeat 

     repeat 

           (Crossover) 

              Select random state   as               

              for each feature index   in   

                   Select randomly bit    between [0, 1] 

                   if          then 

                                   =        

                                  =    

                   else 

                                 =    

                                 =        

           (Mutation) 

              Select random state   

                         =   

              for each feature index   in   

                   Select randomly bit    between [0, 1] 

                   if    <=      then 

                      Update             value using Equation 1 

                     = best (          ,           ,           )  

            =        ( )         (         ) 
           if     then Accept           

           otherwise Accept it by the probability  
( 

 

   
)
    

           (Update Gbest) 

              Find the best state obtained so far, which has highest fitness value 

       until population size reaches   

       Decrease   gradually 

   until outer-loop terminating condition is not met 

  Add       as a rule to rule set 

  Update training set  

until the size of the training set reaches threshold  

end 

 

A.  Problem formulation and initial population 

The aim of the G-SA algorithm is to predict the 

students’ academic performance (pass/fail) using some 

background characteristics and previous scores.  

Let  =  [  ,   ,  ,   ] be pattern of the initial 

population where    is a chromosome that represents a 

candidate solution which is modeled as an array of 

genes. In educational data sets, genes of a chromosome 

are dependent on a given data set and may contain 

background characteristics, previous scores, teaching 

and learning approaches, relationships between student-

student, student-teacher, and student-content. Last 

gene in each chromosome indicates academic 

performance. Operators of GA in the proposed method 

are applied to these chromosomes. Here, since the 

proposed algorithm is a combination of SA and GA, these 

chromosomes are called states. 

For more clarification, Fig. 2 shows an example of a 

state in our problem modeling for Math dataset 

explained in Section 6-A. In this figure, the first 10 

features are background characteristics of student such 

as age, sex, parents’ jobs and educations. Next 3 

features are scores of three exams and last feature 

represents the success or failure of student and must be 

predicted. 
 

 
Fig. 2:  An example of a state. 

 

B.  Crossover and Mutation 

One of the important points that can directly affect 

the accuracy and convergence speed of the algorithm is 

the neighborhood selection strategy. In basic SA, some 

operators such as insertion, reversion and swap are used 
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to produce a neighborhood state, which sometimes does 

not result in a global optimal solution. Crossover and 

mutation operators in GA can be good options for 

generating new neighborhood states. The quality of the 

new states generated by crossover and mutation 

operators depends on the fitness of the parents. In this 

study, the best state in the population named Gbest is 

used in crossover operator.  

Gbest and a randomly chosen state (i.e. current state) 

are combined under crossover operation to generate 

offspring1 and offspring2. The G-SA uses the crossover 

operation [57] implemented by generating a vector of 

random numbers in the range [0, 1] having the same 

length as the parents. In each feature of a current state, 

if the value of the random vector is below 0.6, offspring1 

takes this feature from Gbest, otherwise from a current 

state. If the value of the random vector is above 0.6, 

offspring2 takes this feature from a current state, 

otherwise from Gbest. 

 One-point or two-point uniform crossover operators 

are usually used in GA where parents are randomly 

selected based on their fitness from a large search space. 

The crossover operator of [57] by deciding for each 

feature independently led to accurate classifier [57]. In 

addition, one of the parents in the crossover operator of 

[57] is Gbest, increasing the fitness of the produced 

offsprings and convergence speed. 

After performing the crossover and producing two 

offsprings, offspring3 is generated by the mutation 

operator. In mutation operator, another random state is 

selected and a random vector is generated in the range 

[0, 1] having the same length as the random state. If the 

value of each feature of random vector is less than or 

equal to 0.1 then the corresponding feature of random 

state would change according to (1), where   is a number 

of feature,    is a random number from a normal 

distribution with mean 0 and standard deviation      . 

For each feature,       is obtained according to (2), 

where         and         are the upper and lower 

bounds of the i-th feature respectively. 

  =                                                                       (1) 

      =     (               )           (2) 

Fig. 3, shows an example of how a mutation operator 

works. As can be seen in this example, only the fourth 

feature of the random vector is less than 0.1. Therefore, 

by changing it in random state according to (1), a new 

offspring is produced that differs from the random state 

only in one feature. 

In the conventional mutation operator, a new 

offspring is generated by changing only one feature of 

parent state which leads to the offspring different from 

the parent in only one feature. To avoid getting stuck in 

local optimum, the proposed mutation operator in this 

study, can change more than one features increasing the 

mutation power. Therefore, the proposed mutation 

operator by creating offspring with more distance from 

the parent state, prevents the algorithm trapping into 

local optimum. 

C.  Fitness function 

In this paper, (3), is used to evaluate the states in 

population. Each state in the training set is considered as 

a rule for prediction. All the states in the training set are 

compared to this rule, and the values of the two TP and 

TN criteria are specified. 

 (  ) =
     

    (            )
                                        

The TP criterion contains the number of samples that 

are correctly predicted as positive and TN contains the 

number of samples that are correctly predicted as 

negative. 

Results and Discussion 

To indicate the superiority of the G-SA algorithm, this 

section presents and analyzes the results of the 

proposed algorithm and other state-of-the-art 

classification methods. The G-SA algorithm has been 

compared to five well-known classification algorithms in 

data mining, including Decision Tree J48, Naive Bayes 

(NB), Multilayer Perceptron (MP), LR, and SVM. 

Furthermore, it has been compared to the four following 

metaheuristic methods. 

 Basic ABC algorithm [58]. 

 GBC algorithm [57]. 

 Basic SA algorithm [55]. 

 SA-GA algorithm [41]. 

In the following, datasets which are used for 

evaluation are described and then parameters of 

algorithms are estimated. Finally, the G-SA algorithm 

results are compared with other classification methods. 

Fig. 3: Mutation operator in G-SA algorithm. 

(3) 
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A.  Data Sets 

In order to evaluate the proposed algorithm for 

prediction of student performance, five different 

educational data sets including S5f, E-circ, Math, Port, 

and Deeds have been used.  

The detailed descriptions of these five data sets are 

presented in Table 2 with respect to the number of 

classes, samples, and features. 

S5f and E-circ data sets have been obtained from the 

database of computer engineering students at Shahid 

Rajaee University of Tehran during the years of 2011-14. 

S5f data set includes the students' average grades in the 

first five semesters.  

The purpose is to predict the performance of students 

in the fifth semester using the average grades of the first 

four semesters. E-circ data set is compiled to predict 

students' performance in Electric Circuits course which is 

one of the most challenging courses using the scores of 

Discrete Structures, Physics, Mathematics, Differential 

Equations and Logic Circuits. 

The other three data sets were compiled by 

researchers in the field of educational data mining to 

predict the educational academic status of students and 

can be accessed online on the UCI
1
 site. Math and Port 

data sets related to the students of Portuguese school, 

whose data were gained in two courses of Mathematics 

and Portuguese Language respectively and have 33 

identical features [59].  

Since the large number of features increases the 

execution time of the algorithm greatly, first feature 

selection operation was applied to these two data sets. 

For this purpose, with the Information Gain method in 

WEKA, data mining tool, these data sets were analyzed 

and among the 33 features, top 10 features were 

selected for each of the Math and Port data sets. 

Deeds data set is related to Logic Circuits course at 

the University of Genoa, Italy, and includes scores of 16 

tests out of 100 samples, with the final test score being 

considered as a class [60]. In Deeds data set, among its 

features, six characteristics were selected to predict the 

class. 

 
Table 2: Statistics of educational data sets 

 
Data 
sets 

Number of 
features 

number of 
samples 

Class 
Fail 

Class 
Pass 

S5f 5 128 10 118 

E-circ 8 255 105 150 

Math 11 395 130 265 

Port 10 649 100 549 

Deeds 6 114 63 51 

                                                           
1
 https://archive.ics.uci.edu/ml/index.php 

 

The features of S5f, E-circ and Deeds data sets are 

some exam scores in different courses. In the Math and 

Port data sets, in addition to the three test scores, they 

also include some personal characteristics of students. 

Table 3 shows the features of the Math and Port data 

sets. Some of these features are used in the math and 

some in the port data set. 
 

Table 3: Features of the math and Port database 

 

Attribute Description (Domain) 

age student’s age (numeric: from 15 to 22) 

school 
student’s school (binary: Gabriel Pereira or 

Mousinho da Silveira) 

Pstatus 
parent’s cohabitation status (binary: living 

together or apart) 

Medu mother’s education (numeric: from 0 to 4) 

famsize family size (binary: < 3 or > 3) 

famrel 
quality of family relationships (numeric: from 1 : 

very bad to 5 : excellent) 

reason 
reason to choose this school (nominal: close to 
home, school reputation, course preference or 

other) 

studytime 
weekly study time (numeric: 1 : < 2 hours, 2 : 2 to 

5 hours, 3 : 5 to 10 hours or 4  : > 10 hours) 

failures 
number of past class failures (numeric: n if 1 : n < 

3, else 4) 

schoolsup 
extra educational school support (binary: yes or 

no) 

famsup family educational support (binary: yes or no) 

higher wants to take higher education (binary: yes or no) 

freetime 
free time after school (numeric: from 1 : very low 

to 5 : very high) 

goout 
going out with friends (numeric: from 1 : very low 

to 5 : very high) 

G1 first period grade (numeric: from 0 to 20) 

G2 second period grade (numeric: from 0 to 20) 

G3 final grade (Class – Fail or Pass) 

 

B.  Parameter settings for the algorithms 

In this paper, MATLAB has been used for 

implementation of the algorithms with 10-fold cross 

validation method for all of the algorithms. To attain a 

fair comparison, we ran each algorithm with different 

parameters several times to find appropriate 

initialization values for the best results. 

In ABC-based algorithms (i.e. ABC and GBC) the best 

results in five data sets are obtained by setting the 

maximum number of iterations to 400 and the colony 

size to 40 and both the number of food source and the 

rate of food source abandonment to 20.  

https://archive.ics.uci.edu/ml/index.php
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                (4) 

 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙
       

In the implementation of SA-based algorithms (i.e. SA 

and SA-GA) the iteration of the main and sub loop set to 

1000 and 10 respectively. Also, the initial population, 

temperature and the rate of temperature reduction, set 

to 20, 10 and 0.95 respectively. Due to the random 

nature of the initial population selection, each of the 

algorithms runs 50 times, and the average of accuracy 

was considered as the accuracy of the algorithm.

     Population size of the G-SA algorithm set to 1000. 

Accuracy of the proposed method with different values 

for temperature reduction (     ) and initial 

temperature (  ) on the educational data sets are 

shown in Table 4. As can be seen, in the four data sets, 

the G-SA algorithm with   =    and       =      has 

achieved the highest accuracy, so it is considered as the 

initial settings for G-SA algorithm. 

 
Table 4: The classification accuracy performance of the G-SA algorithm with different    and       

 

parameters S5f E-circ Port Math Deeds 

 T0=10 ; Alpha=0.99  95.62 79.43 94.13 93.60 93.62 

             Alpha=0.95 96.30 80.29 94.84 93.46 94.49 

           Alpha=0.9                  95.18 79.22 94.35 93.32 93.21 

          Alpha=0.8 95.11 78.17 93.75 92.77 92.31 

             Alpha=0.75 94.43 78.38 93.63 92.41 93.15 

 T0=20 ; Alpha=0.99  94.26 78.35 93.56 93.29 92.99 

             Alpha=0.95 95.33 79.91 93.80 93.14 93.82 

           Alpha=0.9                  93.85 77.69 92.62 93.10 91.53 

          Alpha=0.8 94.27 77.33 93.32 91.33 90.23 

             Alpha=0.75 92.51 76.79 92.17 92.11 89.22 

 

 

C.  Experimental results of comparisons with other 
classification methods 

The evaluation criterion for comparing the G-SA and 

other algorithms are accuracy and F-measure. Accuracy 

is computed by dividing the set of correct predictions by 

the sum of all predictions according to the (4). 

 

 
 

The variables used in the Equation 4 are as follow:  

TP: The number of true positive samples that are 

correctly predicted as positive. 

TN: The number of true negative samples that are 

correctly predicted as negative. 

FP: The number of true negative samples that are 

incorrectly predicted as positive. 

FN: The number of true positive samples that are 

incorrectly predicted as negative. 

In F-measure criterion, the incorrect prediction rate 

along with the correct prediction rate, are used to 

evaluate the efficiency of the algorithms. Equation (5) 

shows the F-measure criterion, in which the two criteria 

Precision and Recall are obtained according to (6) and 

(7), respectively. 

        (5) 

 

 

                      (6) 

 

 

       (7) 

 

Table 5 shows the accuracy of the G-SA algorithm 

along with other relevant metaheuristic algorithms.  

The numbers marked in blue are the highest accuracy 

in each data set related to the G-SA method.  

The G-SA algorithm has improved accuracy compared 

to the basic ABC algorithm in the data set of Math and 

Deeds by 19.01% and 24.39%, respectively.  

The minimum improvement in accuracy by the 

proposed method compared to the basic ABC algorithm 

has occurred in the data set of the Port which is 4.69%. 

Maximum and minimum accuracy improvements 

compared to the GBC are 19.69% in the data set of E-circ 

and 5.15% in the data set of Port.  

In addition, the maximum accuracy improvement of 

the G-SA algorithm compared to the SA and SA-GA 

methods are related to the data set of Deeds, which are 

6.61% and 3.15%, respectively and the minimum 

accuracy improvement over the SA and SA-GA methods 

are 1.62% and 1.09% in the data set of Port. 

 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃  𝐹𝑃
               

 
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃  𝐹𝑁
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Table 5: Accuracy performance of the proposed method, ABC, 
GBC, SA, and SA-GA 

 

Data 
Sets 

ABC GBC SA SA-GA G-SA 

S5f 91.33 86.05 93.81 94.22 96.30 

E-circ 61.28 60.60 77.13 78.48 80.29 

Port 90.15 89.69 93.22 93.75 94.84 

Math 76.75 77.34 89.00 92.10 93.52 

Deeds 70.10 74.39 87.88 91.34 94.49 

 

The accuracy of the G-SA algorithm, along with other 

popular classification methods, can be seen in Table 6. 

The proposed algorithm has the highest accuracy which 

marked in blue in each data set. The G-SA algorithm in 

different data sets, compared to the J48, has improved 

the accuracy from 1.12% to 6.57%. The highest and 

lowest accuracy improvements of the G-SA algorithm in 

comparison with NB are 5.68% and 0.64% in the Math 

and Deeds data sets respectively. The maximum 

accuracy improvement compared to SVM and MP are 

4.66% and 5.68% in Math data set. The minimum 

accuracy improvement of the G-SA in Table 6 is 0.29% 

and related to LR in the data set of E-circ. 
 

Table 6: Accuracy performance of the G-SA and five well-

known classification methods 

 

Data 
Sets 

J48 NB LR SVM MP G-SA 

S5f 94.53 93.75 94.53 92.97 93.75 96.30 

E-circ 73.72 75.68 80.00 79.60 75.29 80.29 

Port 93.62 91.83 92.91 91.52 90.91 94.84 

Math 92.40 87.84 91.49 88.86 87.84 93.52 

Deeds 88.59 93.85 92.98 93.85 93.85 94.49 

 

The results of the proposed method with F-measure 

criterion in comparison with metaheuristic algorithms 

and conventional classification methods are shown in 

Tables 7 and 8, respectively. As can be seen, the results 

of the F-measure criterion also show better performance 

in comparison with other methods. 

For better representation, Fig. 4, and Fig. 5, show the 

accuracy and F-measure results of the G-SA algorithm 

respectively, along with relevant metaheuristic 

algorithms and conventional classification methods. The 

results show that combination of two metaheuristic 

algorithms in G-SA leads to more accurate results.  

Table 7: F-measure criterion of the proposed method, ABC, 

GBC, SA, and SA-GA 

 

Data 
Sets 

ABC GBC SA SA-GA G-SA 

S5f 0.92 0.88 0.93 0.95 0.96 

E-circ 0.63 0.61 0.77 0.78 0.81 

Port 0.90 0.90 0.93 0.94 0.97 

Math 0.78 0.79 0.90 0.92 0.94 

Deeds 0.71 0.74 0.88 0.93 0.95 

 

It can be noted that in most cases, the accuracy of 

each of the metaheuristic algorithms (i.e. ABC, GBC, SA, 

and SA-GA) is lower than the conventional classification 

methods, however, in G-SA algorithm after combining SA 

and GA properly, accuracy improved significantly. 

 
Table 8: F-measure criterion of the proposed method and five 

well-known methods in classification 

 

Data 
Sets 

J48 NB LR SVM MP G-SA 

S5f 0.94 0.93 0.94 0.90 0.93 0.96 

E-circ 0.73 0.76 0.80 0.79 0.75 0.81 

Port 0.93 0.92 0.92 0.90 0.91 0.97 

Math 0.92 0.88 0.91 0.88 0.87 0.94 

Deeds 0.89 0.94 0.93 0.94 0.94 0.95 

 
Experimental results confirm the good balance 

between the power of exploration and exploitation of 

the proposed algorithm.  

The crossover operator in the proposed algorithm 

utilized from the best global state generates high fitness 

states.  

Such crossover operator sometimes may cause to 

trap the algorithm in local optimum.  

The proposed method by introducing the new 

mutation operator prevents trapping in local optimum.  

In the new mutation operator, instead of changing 

only one feature, more than one features may be 

changed, which increases the mutation power.  

Due to the methaheuristic strategy and random 

nature of the initial population selection from the 

training set, increasing the volume of data not only 

would not limit the algorithm, but also can probably 

increase the accuracy as can be seen in the experimental 

results. 
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(a) (b) 

Fig. 4:  Diagram of the accuracy performance of the proposed method and nine other classifiers. 

 

 

  

(a) (b) 

 

Fig. 5:  Diagram of the F-measure criterion of the proposed method and nine other classifiers. 

 

 

Conclusion 
In this paper, a new method called G-SA, is 

presented for prediction of students' academic 

performance during educational courses, which can be 

used to prevent possible failures of students. The G-SA 

algorithm uses the advantages of both simulated 

annealing and genetic algorithms by combining them.  

By relying on the best global solution in the proposed 

algorithm, crossover and mutation operators produce 

stronger neighbors and ultimately lead to better 

solutions. The combination of the two algorithms also 

balances the power of exploration and exploitation in 

the proposed algorithm, which has not only helped to 

speed convergence, but has also been able to get rid of 

local optimum. Experimental results from the 

implementation of the G-SA algorithm show that the 

proposed algorithm improves accuracy performance 

from 1.09% to 24.39% compared to other 

metaheuristic comparison methods and from 0.29% to 

6.57% compared to well-known conventional 

classification methods. 
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Abbreviations  

GA Genetic Algorithm 
SA Simulated Annealing 
G-SA Genetic Simulated Annealing Algorithm 
Gbest Global best states 
J48 Decision Tree J48 
NB Naive Bayes 
LR Logistic Regression 
SVM Support Vector Machine 
MP Multilayer Perceptron 
  Size of Population 
   Boltzmann’s Constant 
  Current Temperature 

S5f 
Student performance data set  in the fifth 
semester 

E-circ 
Student performance data set in Electric 
Circuits course 

Math 
Student performance data set  in Mathematics 
course 

Port 
Student performance data set  in Portuguese 
language course 

Deeds 
Student performance data set  in Digital 
Electronics Education and Design Suite 
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