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 Background and Objectives: Simplicity and flexibility constitute the two basic 
features for graph models which has made them functional models for real 
life problems. The attributive graphs are too popular among researchers 
because of their efficiency and functionality. An attributive graph is a graph 
the nodes and edges of which can be attributive. Nodes and edges as 
structural dimension and their attributes as contextual dimension made 
graphs more flexible in modeling real problems.  
Methods: In this study, a new clustering algorithm is proposed based on K-
Medoid which focuses on graph’s structure dimension, through heat 
diffusion algorithm and contextual dimension through weighted Jaccard 
coefficient in a simultaneous matter. The calculated clusters through the 
proposed algorithm are of denser and nodes with more similar attributes.  
Results: DBLP and PBLOG real data sets are applied to evaluate and compare 
this algorithm with new and well-known cluster algorithms.  
Conclusion: Results indicate the outperformers of this algorithm in relation 
to its counterparts as to structure quality, cluster contextual and time 
complexity criteria. 
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Introduction 
The simple graphs are consisting of nodes and edges 

collectives which indicate the graph’s structural 

dimension. The simple graphs are applied widely in 

modeling things and with different counter 

dependencies, like as friendship and kinship in verity of 

efficiency realms like analyzing social network, wide web 

networks and sensor networks. Though, attributive 

graphs are simple graphs where nodes and edges can 

have particular features; these features indicate the 

graph’s contextual dimension. Attributive graphs are 

applied as basic models in running assessments in 

human interactions in social systems. The graph’s 

structural feature is indicative of individuals and 

communities in social science while the contextual 

features is indicative the individuals features’ and 

communities thereof determining social distinction is 

contributive in constructing a functional graphs 

evaluation ‎[1]. Today, due to public functional 

applications, like indicating important modules in 

biological graph ‎[2] ‎[3]‎[4], data collection related to web 

pages ‎[5] and determining events/orientations in social 

networks ‎[6] ‎[7] are of major concern. Traditional 

algorithms are using structural features to identify 

communities. The structural features, exhibited through 

attributive nodes and edges, are beneficial for compact 

connected components’ distinction, like communities. 

However, in real world networks, node’s/edge’s features 
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are too important in studying contextual function’s and 

network’s evolution. The attributive graph is an 

extended graph where in studying in attributive nodes 

and edges are applied. The node’s features are indicative 

of particular attributions for node’s contextual and 

semantic descriptions. In a similar sense, an edge’s 

features introduce the type of the connection among 

them. An attributive graph presents a partial model 

reached in real world network instead of a traditional 

one ‎[8]. In today’s practice, the traditional clustering 

graph methods are being applied in attributive graphs 

clustering. The focus of methods is on either topological 

structural or on graph contextual features where each 

one of the clusters containing homogenous nodes with 

respect to the nodes and edges features, while, many 

recent methods apply a combination of structural and 

contextual information in attributive graphs 

clustering ‎[9]‎[10]‎[11].  

Considering the definition of attributive graph, the 

attributive graphs’ clustering algorithm, as a compact 

connected nodes classification, is defined through 

homogenous features volume. The most important 

challenge here is to find the harmony between structural 

and contextual similarities of clusters’ nodes and 

edges ‎[12].  In this study, a new clustering algorithm is 

proposed for weighted attributive graphs. This algorithm 

is based on K-Medoid clustering algorithm where both 

the structural and contextual graph information are 

applied. A balancing factor is applied in order to balance 

the structural and contextual data on clustering results. 

The main idea is transmission of weighted attributive 

graphs into spatial space where the structural and 

contextual similarities among nodes are unified. In this 

proposed algorithm, a similarity criterion, based of heat 

diffusion ‎[13] is employed with the objective of 

structural information integration, and, Jaccard weighted 

similarity criterion ‎[14] is applied for contextual 

information integration, thus the points in new spatial 

space would include unified structural and contextual 

information. Now, K-Medoid algorithm proposed for 

clustering in spatial space can be applied in this space. 

The level of structural and contextual features’ 

contribution can be regulated through the balancing 

factor ‎[16].  Contrary to ‎[11], clusters count and initial 

main seeds constitute the two basic parameters which 

should be determined before clustering algorithm is 

applied. The available algorithms apply nodes degree to 

find initial seeds in K-Medoid.  

Here, clusters count is determined by user and is 

known as one of the parameters for this proposed 

algorithm, while the initial seeds are determined based 

of their degree centrality. Here, the initial seeds 

selection takes shorter time. Eventually, the proposed 

algorithm optimizes an objective function which 

maximizes the inner cluster similarities and minimizes 

the intra cluster similarities. 

The two real data sets, PBLOG ‎[10] including 1490 

nodes and DBLP ‎[10] including 10000 nodes, are utilized 

for experimental evaluation. Many evaluation scenarios 

are followed to analyze this proposed algorithm. In 

addition to assessing the algorithm parameters, this 

algorithm is compared with five other advanced: S-

cluster ‎[9], W-cluster ‎[9], SA-cluster ‎[9], SI-Cluster, and 

KSNAP ‎[16] algorithms based on density and entropy 

criteria. The results here indicate the outperformers of 

this algorithm on its counterparts, although in some 

cases the obtained results are comparable. As to running 

time complexity, this algorithm outperforms its counter 

parts as well. 

The rest of this paper structure is as follows: literature 

review is presented in Sec.2; the issues are explained 

Sec.3; the method is described in Sec.4; empirical studies 

are presented in Sec.5 and the article concluded in Sec.6. 

Literature Review  
 Most of the graphs clustering algorithms focus on 

structural aspects based of different objective 

functions ‎[17]‎[30], as normalized cuts ‎[18] and overall 

density ‎[19]. The outputs of these algorithms are clusters 

of high density, but in these algorithms the node 

features of are ignored. 

Today, the graph clustering algorithms focus mostly 

on structural and contextual aspects of an attributive 

graph ‎[28]‎[29]. Metis and Markov clustering applied 

CODICIL ‎[20] clustering for content combination and 

similar links. The possibility of an edge belonging to one 

cluster is applied in estimating link similarity, while 

Jaccard coefficient is applied in estimating contextual 

similarity.  

SI-Cluster ‎[11] is a clustering algorithm based on 

signal similarity which introduces weighted Jaccard 

similarity for combining structural and contextual 

similarities.  

Similar to SI-Cluster, this algorithm applies a balancing 

factor to establish equilibrium among the structural and 

contextual attributes. Contrary to SI-Cluster method, this 

applies signal similarity transmission to provide 

structural information.  

Heat diffusion is utilized in this algorithm. Here a 

simpler and faster method is applied in order to find the 

initial main seeds, while in SI-Cluster algorithm a 

complex and time consuming method is employed. SA-

cluster ‎[9] is a random walk based clustering method 

which introduces distances unification for structural and 

contextual integration. The given graph is clustered 

based on specific count of clusters. In comparison with 

SA-cluster, S-cluster is introduced by ‎[19], is of higher 

structural similarities and lower contextual similarities. 

The focus of KNSAP algorithm ‎[16] is on contextual 
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aspect which accumulates nodes of similar features in 

one cluster. 

 The Issue  

 An attributive weighted directed graph 

 (         ), where   {            } is the set of 

nodes,   {⟨     ⟩        } is the set of directed edges 

with weighted function of       and    {            }  

is a     number of features for nodes’ description.    

feature is related to a    node,   (  )   , with domain of 

       (  )  vector attached to the vi  through 

  (  )    weight. Thus node    has a feature vector 

 ⃗ (  ) with | ⃗⃗ (  )|   ∑   
 
   . 

 A directed weighted collaborative graph where the 

nodes introduce the writers’ and the edges introduce 

the colleagues of an article is drawn in Fig. 1. For every 

writer, 2 adjectives of research interest and mother 

language are of concern.  

Clustering of a directed weighted attributive graph is 

partitioning the given graph into k subgraph    

(              ) where       
     ,       

     , 

         for any    . 

 

Finding an appropriate equilibrium for optimizing two 

independent objectives or even a contradictory one is 

subject to: 1) Structural objective: the inner cluster 

nodes are similar structurally and different among 

clusters and 2) Contextual objective: the inner nodes are 

similar contextually and different among clusters.  

In order to balance these two objectives, a balancing 

factor,   [   ], combines both functions linearly.  

             (    )                   (1) 

where, Ostr and Ocon are structural and contextual 

objective, respectively. 

 Two important questions must be answered in order 

to design a clustering algorithm:  

1) How are the structural and contextual similarities 

calculated?  

2) How is the objective function optimized? 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1:  An example for a directed weighted collaborative graph. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: System’s architecture.
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To answer the first question, the structural similarities 

are calculated through heat diffusion and contextual 

similarities are calculated through weighted Jaccard 

coefficient. Balancing factor is applied in order to 

integrate the obtained information and provide a new 

space. Points in this new space include graph’s structural 

and contextual information. As to answer the second 

question, due to simplicity and low implementation time 

algorithm, K-Medoid algorithm is applied in this 

algorithm to optimize Objective function. The clusters 

and initial seeds count are the two main challenges 

which must be of concern. Cluster count is determined 

by the user, while for key initial seeds selection, the 

nodes with higher degree would be selected as initial 

seeds. 

The Proposed method  

As shown in Fig. 2, the proposed algorithm, here after 

H-cluster is considered a directed weighted attributive 

graph as an input and a partitioned graph as output. H-

cluster consists of three main parts: 1) Transition 

algorithm 2) the initial seeds finder algorithm and 3) 

partitioning algorithm. Transition algorithm, converts the 

structural and contextual information into spatial space. 

To do so a heat diffusion similarity ‎[13] and a weighted 

Jaccard similarity ‎[14] are applied in measure the 

structural and contextual information. The initial seeds 

are the main challenge for clustering algorithm ‎[21]. To 

come up with this problem, the seed-finder algorithm is 

applied in the second part of the algorithm. Partitioning 

algorithm finds the optimized clusters through initial 

main seeds finding and determines their count. The 

objective function is a defined through the combined 

structural and contextual similarities. Transition 

algorithm, seed-finder and partitioning algorithm will be 

discussed further.  

A. Transition Algorithm 

In this algorithm, first, the graph’s structural data is 

calculated through heat diffusion simulation, and the 

contextual information graph is calculated through 

weighted Jaccard coefficient. At the end a linear 

combination of these two criteria is calculated through 

balancing factor. 

 Structural transition 

 Structural transition is a graph model based on heat 

diffusion ‎[13]. This model can be implemented on both 

directed and un-directed graphs. Heat diffusion is a 

physical phenomenon. In an environment, heat always 

flows from a point with higher temperature to a point 

with lower temperature. Recently, heat penetration 

based methods are applied in different aspects like as 

classification and dimensions reduction ‎[22] ‎[23] ‎[24]. In 

this article, heat diffusion is applied for modeling the 

structural similarity in attributive graphs. 

 To transfer structural and topological data presented 

through a given attributive graph to spatial space, heat 

diffusion ‎[13], which is a popular algorithm for data 

transition, is applied with the objective of calculating 

similarities between two nodes. According to ‎[25], heat 

diffusion similarity are more efficient compared to other 

likewise similarity functions such as Jaccard and Cosine. 

Heat diffusion is main base for heat diffusion similarity 

calculation. To calculate the heat diffusion similarity for a 

graph with n number of nodes, every node is considered 

as a heat source. During an iterative process, each node 

is selected as an initial heat source to stimulate all other 

nodes in the given graph. The process begins with 

attributing one heat unit to node. After heat diffusion, 

the initial node and all its neighbors, store the heat in a 

vector of n number of dimension and re-transfer it to all 

neighbors. After one step (f(1) time), the source’s nodes 

effect on the whole chart with and the received heat 

volume in the n dimension vector of nodes is calculated. 

The mentioned heat diffusion method can be described 

as a simple and clear mathematical process according to 

(2)- (9) 

 (    )

  
  (   ) ( )                          (2) 

where 

    {
  (      )       (     )    

     
           

                          (3) 

and 

    {
 (  )       

 
           

                          (4) 

where, d(vi) is the degree of node vi. The D matrix is a 

diagonal matrix. 

 Thus, better exhibition all D and H matrix inputs are 

normalized based of each nodes degree. D and H 

matrices can be normalized through the following 

equations: 

    {

 

 (  )
 (     )    

     
           

                          (5) 

and 

    {
      

 
           

                          (6) 

The following differential equation is applied to solve 

this problem: 
 

  
 ( )    (   ) ( )                          (7) 

To solve this issue we have: 

 ̂    (   ) ( )                          (8) 

where, d(v) is the node’s v degree, and   (   )must be 

yielded through Eq.9: 
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  (   )       (   )

 
  

  
(   ) 

 
  

  
(   )    

                 (9) 

Eventually, the normalized matrix  ̂ includes heat 

diffusion data transmitted among different nodes. 

The   (   ) matrix is named the diffusion core, which 

is repetitive heat diffusion after initial diffusion. 

 Contextual transition 

 The Jaccard similarity is a common function applied 

widely on calculating the similarities among two sets. 

Due to the weighted attributives of the considered 

graph, the weighted Jaccard similarity function ‎[26] is 

applied. Thus, in order to convert the contextual 

information, through attributive graphs, into the spatial 

space of n dimensions, the weighted Jaccard weighted 

similarity ‎[26] is calculated between two vectors of 

attributive nods through (10): 

 ̂   

∑     ( ⃗  ( )   ⃗⃗  ( ))
∑   

 
   

   

∑     ( ⃗⃗  ( )  ⃗⃗  ( ))
∑   

 
   

   

                       (10) 

where  ⃗  ( ) and  ⃗⃗  ( ) are the non-negative features 

vectors of nodes i and j, respectively and Max(…) and 

min(…) are the maximum and minimum functions, 

respectively.  

 The proposed transition algorithm  

 The transition algorithm is adopted to integrate a 

spatial space through contextual and structural data 

combination. To make this spatial space, a combination 

of normalized linear structural and contextual similarity 

is applied as follows:  

          ̂   (    )     ̂                          (11) 

here, Nij calculates the contextual and structural 

similarities between i and j nodes. The transition 

algorithm is exhibited in Fig. 3. 

Max(…) and Min(…) are the maximum and minimum 

functions, respectively, described in (10). 

B. Parameter Determination 

High degree nodes in a cluster play most important 

roles. As to they usually are considered as headers these 

nodes are surrounded by nodes with lower degree ‎[11]. 

Thus, in order to find the cluster’s initial seeds, first, the 

nodes must be sorted in descending degree and then, 

   numbers of nodes with higher degree are selected, 

where k is the number of clusters and   is per-defined 

constant value. The first node is selected as the initial 

seed. The next node will be selected when it keeps the 

greatest distance from previously selected nodes as 

seeds. This process continues until k initial seeds is 

determined, the time complexity of this algorithm is 

 (              )    (         ). 

 
Fig. 3: Transition algorithm. 

 

Though, the nodes with higher degree are more 

important and most probably are being as seed, 

selecting two nodes with higher degree next to each 

other is not a good idea. Here, the node with higher 

degree is selected as a seed and the nodes with lower 

degree are ignored. Seed-finder algorithm 

implementation is as follows: 

Dist(…) represents the distance between the 

candidate node (Pri) and node j which is selected as a 

seed previously and S(…) is the matrix of total distances 

between candidate nodes and all that were selected and 

confirmed seeds. 

C. Partitioning algorithm 

 The objective is to bring the inner cluster similarity to 

maximum and minimize the inter-cluster similarity. In 

order to propose a compatible partitioning algorithm, 

two issues must be of concern: 1) the manner of 

contributing each of the nodes to a cluster and 2) the 

manner of defining an intra-cluster objective function for 

having access to intra-clusters higher structural and 

contextual similarities and lower enter-cluster structural 

and contextual similarities. As to issue one, a K-Medoid 

based compatible partitioning algorithm is 

introduced ‎[27], which is an extended version of K-

Means clustering algorithm where the central seeds in a 

cluster are selected by Medoids. In K-Medoid based 

partitioning algorithm, Medoids are selected through the 

initial key seeds, which are identified by seed finder 

algorithm. During each iteration, the seed are 

determined once more and the points are reallocating to 

the clusters. The process continues while the seeds stop 

changing in next iteration. 
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Fig. 4: The initial seed finder algorithm. 

 

 As to second issue, the density and entropy volume 

are applied, respectively, to calculate the structural and 

contextual similarities. Thus, the objective function is 

calculated through (2):  

             (    )        

     ([  ]
   
   

)  (    )

    ([  ]
   
   

) 

(12) 

where,   represents the balance factor D(...) is a density 

function applied in structural similarity calculation and 

the contextual similarity is calculated through E(...), the 

entropy function.  

The density function reveals the intensity of 

coherency of clusters’ compression. The partitioning 

graph’s overall density is yielded through (13): 

 ([  (     )]
   

   
)

  ∑

∑  (⟨     ⟩)
⟨     ⟩    

∑  (⟨     ⟩)
⟨     ⟩   

 

   

  
 

∑  (⟨     ⟩)
⟨     ⟩   

 

  ∑ ∑  (⟨     ⟩)

⟨     ⟩    

 

   

 

(13) 

where, C(...) is the graph’s cost function. 

Also the total cluster entropy is applied to compute 

relevancy of nodes of a given graph with respect to 

attribute values, Eq. 14. 

 ([  (        )]
   
   

)

  
 

 
∑   (  (        ))

 

   

 
(14) 

  (  (        ))

   
 

 
∑ ∑  (   

      

 

   

  )       (     ) 
(15) 

 (     )   
          ( )      

    
 (16) 

The more the placement of nodes with similar 

features in a cluster, the lowers the entropy.  

 Empirical studies 

 Functionality of this method is evaluated through 

many experiments. The three main scenarios consist of: 

1) assessing the convergence of the proposed algorithm, 

2) assessing the parameters’ effect on cluster’s quality, 

and running time complexity and 3) analyzing the density 

and entropy of this method compared to other well-

known clustering algorithms. 

A. Data 

 Two real data sets called (PBIOG ) ‎[10] and (DBLP) 

[10] are applied in order to evaluating the efficiency of 

introduced method, Table 1.  
 

Table1. Several statistics related to data collections 
 

 PBLOG DBLP 

Description 
Political Weblog 

network 

Co-authorship 

network 

Nodes 1490 10000 

Edges 33433 65734 

Attibutes 

(values) 
Political leaning 

Prolific 

Primary topic 
 

B. Configuration 

This experiment is run on Intel® coreTM with seven 

2.80 GHz cores and 6 G main RAM. The code is 

implemented MATLAB. This H-cluster method is 

compared with five contemporary algorithms of:, SA-

Cluster, S-Cluster, W-Cluster, SI-Cluster1 and KNSAP.The 

SA-Cluster algorithm is introduced by ‎[9], where both the 

structural and contextual aspects of the network are of 

concern. The nodes closeness is calculated through 

random walk S-Cluster algorithm ‎[9] where only the 

structural aspect is of concern. W-Cluster is presented 

by ‎[9]. where the both the structural and contextual 

aspects are combined through a linear combination ‎[9]. 

KNSAP is introduced by ‎[16] and SI-Cluster is proposed 

by ‎[11], where though both, the aspects, are combined 

                                                           
1
SI-Cluster using signal diffusion without Seed Finder algorithm like [11]  
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through a linear combination accumulated the nodes 

with similar features in a cluster. To compare the 

function and efficiency of these algorithms the density 

and entropy criterion are calculated through (14) and 

(15). 

C. Convergence  

 The objective function of every iteration of H-Cluster 

with or witout seed finder algorithm on PBLOG and DBLP 

data collection is shown in Fig. 5. The H-Cluster without 

seedfinder applies random function to find the seeds. 

The quantities are expressed as follows: (Ma teration=20 

, λ = 0.5,     (k=10 for DBLP and k=9 for PBLOG) ) 

As observed in Fig. 5-a H-Cluster reaches convergence 

faster than other. As observed in Fig. 5, the maximum 

objective volume for both DBLP and PBLOG data sets are 

obtained, at the third iteration that is the initial main 

seeds determined based on seed finder algorithm 

provides the means for clustering algorithm to obtain 

better results in little iteration. 

 
Fig. 5: Objective function alterations at every iteration. 

 

  The two main parameters are analyzed as follows: 

  (    ) which applied in finding initial seeds and λ 

which is a structural and contextual balancing factor. The 

λ effect on cluster quality on DBLP data set when      

and the number of clusters is 10. Fig. 6. 

Fig. 7 and Fig. 8 show Alfa’s ( ) effect on cluster’s 

quality on (density, entropy and objective function) in 

PBLOG and DBLP datasets respectively. Here   

     (     )         (    )    . 

Fig. 6: Balancing factor effect on density and entropy criterion 
in DBLP data set. 

 

As observed in Fig. 7(a) and Fig. 8(a) the higher the   

volume the more the density. The best volume of 

entropy on PBLOG dataset, ( )    , Fig. 7(b) and 

according to in Fig. 8 the best volume of entropy for 

DBLP dataset is ( )    . After balancing the density 

and entropy criterion, as it Fig. 7(c) and Fig. 8, the 

volume of objective function is obtained. The maximum 

volume of objective function in PBLOG dataset is 

( )    and the same volume for DBLP is ( )       

D. Running Time 

 Here, Alfa ( ) is the most effective factor in time 

complexity. The H-Cluster running time with respect to 

Alfa’s ( ) alternations in DBLP data sets illustrated in Fig. 

9. 

As observed in Fig. 9, an increase   volume, increases 

the algorithm’s running time, leading to an important in 

cluster’s quality Fig. 10. 

E. Cluster Algorithms Comparisons  

 To compare H-cluster algorithm with other new 

clustering algorithms, several evaluations are run on 

PBLOG and DBLP datasets. Here, λ=0.5 for S-Cluster, SA-

Cluster, SI-Cluster and H-Cluster and  =5k for H- cluster, 

SI-Cluster on PBLOG dataset with  =40k for these 

algorithms for DBLP dataset. The laboratory 

experiments’ results on density and entropy in PBLOG 

dataset are expressed in Fig. 10. 

In average, SI-Cluster (-0.01042 | +0.0887 | +3.6060) 

and (+0.21356 | +0.08412 | +14.549) outperforms SA-

Cluster and H-Cluster as to (density | entropy | objective 

function) criteria, respectively. In average, H-Cluster, as 

to the (density | entropy | objective function) (-0.2240 | 

+0.00458 | -10.9431) (-0.224 | -0.08412 | -14.4590) fails 

compered to SA-Cluster and SI-Cluster, respectively. As 

observed in Fig. 10, considering the fact that both 

structural and contextual aspects are of concern in H-

Cluster, indicating that H-Cluster as to PBLOG dataset is 

not as efficient as SI-Cluster, the SI-Cluster outperforms 

H-cluster on PBLOG dataset.  
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Fig. 7: Alfa’s ( ) effect on density and entropy criterion and objective function of (PBLOG). 

 
 

 
 

Fig. 8: Alfa’s ( ) effect on density and entropy criterion and objective function of (DBLP). 
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Fig. 9: Alfa’s ( ) effect on DBLP dataset time complexity. 

 

 

 
 
 

Fig. 10: Density, entropy and objective function’s analysis on PBLOG data set (      ,        for PBLOG). 
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Fig. 11: Density, entropy and objective function’s analysis on DBLP data set (                for DBLP). 

 

In average, H-Cluster, as to the (density | entropy | 

objective function) criteria measurements (-0.1865 | 

+0.57708 | +3.68919) are improved compared to S-

Cluster. S-Cluster algorithm considers only structural 

aspect, thus, as observed, H-Cluster outperforms S-

Cluster as to entropy and objective function criteria. 

 In general, the obtained results indicate the 

outperformers of SI-Cluster advantages compared to 

other known algorithms as to density, entropy and 

objective function measurement on PBLOG dataset. 

The laboratory experiments’ results on density and 

entropy in DBLP dataset are expressed in Fig. 11.  

In average, H-Cluster (+0.2375 | -0.4675 | +0.042755) 

(+0.165 | -0.1425 | +0.038875) outperforms SA-Cluster 

and SI-Cluster as to (density | entropy | objective 

function) criteria, respectively. As observed in Fig. 11, 

though in H-Cluster algorithm considers both the 

structural and contextual aspects are of concern, it is 

observed that this algorithm generates more density 

clusters compared to that of SA-Cluster in all aspects, in 

addition to, H-Cluster generating more density 

compared to that of the SI-Cluster algorithm. The SA-

Cluster algorithm, similar to H-Cluster and SI-Cluster 

algorithms, considers both structural and contextual 

aspects, indicating that H-Cluster outperforms SI-Cluster 

and SA-Cluster in DBLP dataset. In average, H-Cluster 

yielded improved (+0.5025 | -0.6525 | +0.122415) on 

(density | entropy | objective function) when 

measurements are compared. Though S-Cluster 

considers only the structural aspect, and, as it observed, 

this proposed algorithm generates more density clusters 

for all the issues. In average, SI-Cluster, as to the (density 

| entropy | objective function) criteria measurements 

(+0.0725 | -0.325 | +0.003881) (-0.165 | +0.1425 | -

0.038875) fails compered to SA-Cluster and H-Cluster, 

respectively. Except in entropy criteria, failed to SA-

Cluster and SI-cluster compared to H-Cluster on entropy 

criteria. As observed in Fig. 11, considering the fact that 

both structural and contextual aspects are of concern in 

SI-Cluster, indicating that SI-Cluster as to DBLP dataset is 

not as efficient as H-Cluster, the H-Cluster outperforms 

SI-cluster on DBLP dataset.  

In general, the obtained results indicate the 

outperformers of H-Cluster advantages compared to 

other known algorithms as to density and objective 

function measurement on DBLP dataset. Note that small 

size of PBLOG dataset is one of the main reasons that the 

proposed algorithm cannot achieve good results.    

Conclusion 

 In this study, an effective method for graph clustering 

is proposed with the objective of finding cluster with 

higher density and homogenized nodes as to their 

features.  
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The structural and contextual aspects are first, 

obtained through the given graphs by applying heat 

diffusion and weighted Jaccard similarities, and next, are 

integrated into a spatial space. In this space, this newly 

proposed algorithm seeks to maximize intra-cluster 

similarity while seeking to reduce the enter-cluster 

similarity to its lowest level. The clustering results quality 

is determined through density and entropy criteria. The 

introduced method outperforms existing algorithms. The 

empirical studies express the competitive results with 

respect to the cluster quality and this proposed method 

operates in polynomial time and is scalable for medium 

and large scale networks. 
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