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 Background and Objectives: Many real-world problems are time series 
forecasting (TSF) problem. Therefore, providing more accurate and flexible 
forecasting methods have always been a matter of interest to researchers. An 
important issue in forecasting the time series is the predicated time interval. 
Methods: In this paper, a new method is proposed for time series forecasting 
that can make more accurate predictions at larger intervals than other 
existing methods. Neural networks are an effective tool for estimating time 
series due to their nonlinearity and their ability to be used for different time 
series without specific information of those.  A variety of neural networks 
have been introduced so far, some of which have been used in forecasting 
time series.  Encoder decoder Networks are an example of networks that can 
be used in time series forcasting. an encoder network encodes the input data 
based on a particular pattern and then a decoder network decodes the output 
based on the encoded input to produce the desired output. Since these 
networks have a better understanding of the context, they provide a better 
performance. An example of this type of network is transformer.  A 
transformer neural network based on the self-attention is presented that has 
special capability in forecasting time series problems. 
Results: The proposed model has been evaluated through experimental 
results on two benchmark real-world TSF datasets from different domain. The 
experimental results states that, in terms of long-term estimation Up to eight 
times more resistant and in terms of estimation accuracy about 20 percent 
improvement, compare to other well-known methods, is obtained. 
Computational complexity has also been significantly reduced. 
Conclusion: The proposed tool could perform better or compete with other 
introduced methods with less computational complexity and longer 
estimation intervals. It was also found that with better configuration of the 
network and better adjustment of attention, it is possible to obtain more 
desirable results in any specific problem. 
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Introduction 
A time series is a sequence of data that is usually 

collected at consecutive times. The time series is defined 

by  

                       (1) 

where   denotes the elapsed time. Forecasting the time 

series means estimating the future of the series 

according to its past (see in [1]). In fact, time series 

forecasting means estimating the time series value in 

interval     based on the past known interval      . 

Three common methods for forecasting time series 

are:Random models, Support Vector Machine (SVM) 
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models and Artificial Neural Network models [1]. 

Autoregressive Integrated Moving Average (ARIMA) 

model is one of the most popular and widely used 

random models which is used as a base model in most 

time series research (see in [2], [3] and [4]). This model 

assumes that the data are linear and follows a certain 

probability distribution such as normal. However, this 

model supports wide variety of time series problems. 

One of the important tools for solving forecasting time 

series problem is artificial neural network (ANN). Since 

ANN solves problem without any conditions or 

assumption, it is considered as an effective and widely 

used tool. Some samples of ANN that are used in this 

area are MultiLayer Perceptron (MLP) [5], Convolutional 

Neural Network (CNN) [6] Recurrent Neural Network 

(RNN) [7]. The SVM is another widely used tool to solve 

the time series forecasting problems [8]. Random 

modeling is one of the oldest forecasting tools in time 

series problem. Two common random model for 

forecasting time series are Autoregressive (AR) and 

Moving Averaging (MA) [2] and [3]. Also, two new 

models Autoregressive Moving Average (ARMA) and 

ARIMA are introduced by combining these two models 

(see in [2] and [3]). In AR(p) future point of a time series 

is calculated based on linear combination of p previous 

value of time series, a constant value and random noise 

that is shown in (2), 

     ∑  
 
                 (2) 

where      are previous value of time series,    is 

random noise,   is a constant value and    are the linear 

parameters of the model. MA model is proposed with 

some change AR. In MA future point is calculated based 

on a linear combination of previous error that is shown 

in (3), 

     ∑  
 
                (3) 

where   are the errors of time series with some 

statistical properties,   is a mean value and    are the 

linear parameters of the model. ARMA and ARIMA 

models are proposed by efficient combining of the AR 

and MA models. Method BJ has proposed an iterative 

approach for finding best model among ARIMA models 

without any assumption on time series problem [1].  

Random models are used as benchmarks for 

comparisons in most studies because they are 

understandable. Random models perform well on linear 

data whereas most real time series data are nonlinear. 

Due to the limitations of random models in real data 

with special features such as missing values, 

multidimensional and nonlinear, they are less applicable. 

Because of their desirable properties, neural 

networks are more suitable tools than random models. 

Neural networks are inherently data-driven and self-

adaptive. Neural networks have the ability to learn a 

variety of linear and nonlinear data without the need to 

have expert knowledge and assumption of the data [9]. 

The neural network is a model of supervised learning so 

time series data must be transformed into this model. A 

sliding window is used to convert time series data into a 

supervised learning structure. A fixed length window 

slides over the time series data. The values in the 

window are considered as observations, which are 

represented by  . Values of the time series that are 

intended to be considered as neural network outputs 

represented by  . As a result, the        is modeled 

using a neural network. A variety of neural networks 

have been introduced so far, some of which have been 

used in forecasting time series. One of the examples of 

ANN which is used in forecasting time series is MLP. 

TLNN neural network is a MLP ANN which is used for 

estimating unseen value of time series [10] which is used 

for estimating air line time series data. Some of the 

prominent features of MLPs that make them effective 

for time series estimation are nonlinear modeling, noise 

resistance, flexibility in the number of inputs and 

outputs that give flexibility to the forecasting length and 

the possibility of its development in multidimensional 

applications. CNN are another set of neural networks 

that have a variety of applications in recent years. 

Numerous modeling using CNNs to estimate time series 

have also been proposed. In these models, CNNs filters 

learn periodic patterns and estimate time series with 

them. One-dimensional CNN is usually used in time 

series forecasting. The observed time series values are 

given as input to the network and by using a multilayer 

network unobserved values is estimated in the output 

[9]. Model WaveNet [11] is one of the CNN used for 

forecasting time series. In these model, casual 

convolution is used that means     value of times 

series is uncorrelated to               values. In this 

model pooling layer is not used and so the dimensions of 

the input and the output of the network is equal. This 

model is so fast because the recurrent connections are 

not used. In this model, the acceptance domain is 

increased by increasing the size of the layers and filters. 

For solving this problem a dilated convolution neural 

network was proposed. The dilated convolution 

increases the input domain by ignoring some input steps. 

The UFCNN is an other sample of CNN which is used for 

forecasting time series data [12]. The UFCNN is a kind of 

FCN that is used for semantic image segmentation. The 

UFCNN use undecimated wavelet transform 

undecimated convolution for forecasting time series 

data.  In [13] a variety of deep learning based models for 

time series forcasting in financial applications are 

presented and compared acoodring to their results. The 

Recurrent Neural Network (RNN) such as Long Short-
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Term Memory (LSTM) is the other tools that is used for 

forecasting time series [14] and [15]. In this network, the 

history of the inputs is used by using a recurrent 

connection. The LSTM give accurate estimation of time 

series data by using the historical state of the inputs and 

current values of the inputs simultaneously. Many 

various of LSTM models were proposed for forecasting 

time series. In [9] a multilayer neural network is used at 

the end of the based model of LSTM that estimates the 

next value of time series data based on the LSTM 

outputs. Stacked LSTM is another type of LSTM that uses 

a stack of LSTM to estimate more complex patterns [16]. 

Bidirectional LSTM is another variation of LSTM that is 

made to distinct LSTM [17]. One LSTM is used for 

forward estimating and other is used for backward 

estimating. In time series forecasting the bidirectional 

LSTM is used as a transformer from input to coded 

output. Each input is coded based on the future and the 

final coded output is given to the common LSTM for 

estimating as an input [18]. CNN-LSTM is a mixture of 

CNN neural network and LSTM neural network that the 

spatial model of the input is extracted with the CNN and 

temporal model of the input is extracted with LSTM. 

Using a mix of CNN and LSTM in time series forecasting is 

varied. A one-dimensional CNN is usually used to obtain 

spatial information, followed by a RNN to obtain 

temporal information [19], [20], [15] and [21].  In [15] a 

complete review of methods based on RNN for time 

teries torecasting is provided. Due to the desirable 

performance of neural network-based models in the 

time series forcasting, in new and serious applications 

such as modeling severe epidemic and pandemic 

behaviour of Covid-19 are used [22] and [23]. In [22], the 

future conditions of novel Coronavirus is predicted by 

LSTM model. In [23] a LSTM model is used to predict the 

future mutation rate of Coronavirus virus which was able 

to provide acceptable results. In [24] a transformer 

neural network is used for time series forcasting where 

transformer-based model  is used without change. 

Encoder and Decoder networks are another approach 

of neural networks, an encoder network encodes the 

input data based on a particular pattern and then a 

decoder network decodes the output based on the 

encoded input to produce the desired output. Since 

these networks have a better understanding of the 

context, they provide a better performance. A wide 

variety of these types of networks are introduced in time 

series estimation. ]One of the most successful of these 

models was the LSTM sequence-to-sequence model with 

attention [25], [26] and [27]. In attention networks, the 

impact of coded inputs on outputs is controlled and 

intelligently applied in terms of other knowledge of the 

problem. Neural networks are an effective tool for 

estimating time series due to their nonlinearity and their 

ability to be used for different time series without 

specific information of those. Of course, challenges still 

remain, for example to provide good performance over 

long sequences, especially in RNN, which require further 

research. In this paper, one of the objectives is 

improving the performance of neural network-based 

tools for estimating long sequences. 

Proposed Model 

Since neural network has suitable features for time 

series forecasting, in this study, a model based on one of 

the desirable neural network models for estimating time 

series is proposed. The base model which is used in this 

study is the transformer model. In following describes 

how to apply this model to time series forecasting. 

A.  Transformer Model 

The transformer model [28] was initially proposed for 

machine translation, but due to its high performance it 

was quickly incorporated into other areas such as image 

production [29], audio [30], text summarization [31], and 

music [32]. The transformer does not use recurrent and 

convolution, but uses attention in modeling. The 

transformer uses an encoder-decoder approach. Initially 

the input is entered into the encoder, after encoding, 

the output is generated according to the encoded input 

and the previous outputs in the decoder. The 

transformer network is used in proposed model as a 

based model.  

 
 

Fig. 1:  Architecture of customized transformer neural network. 
 

The encoder section contains a stack of encoders. The 

number of encoders in a stack is a free parameter, which 

is usually considered to be 6 layers [28]. In the decoder, 

a stack of decoders which is equal to the number of 
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layers in the encoder is used. Each encoding layer has its 

own parameters i.e. no weight is shared between these 

layers. Unlike recurrent networks, the transformer has 

no problem vanishing gradient and can access any point 

in the past regardless of the distance between words. 

This feature allows the transformer to find long-term 

dependencies. Also, unlike recurrent networks, the 

transformer lacks sequential computation and can run 

completely in parallel at high speeds. Because of the 

transformer design for machine translation, it cannot be 

directly used to forecasting time series. In following, 

changes made to the transformer to make it suitable for 

forecasting time series are given. 

B.  Transformer Model Customization 

To adapt the transformer model with any custom 

time series some modifications to the base model are 

provided which is shown in Fig. 1. First the embedding 

layers of the model ‘s input related to NLP are omitted 

and the value of time series at any time from       is 

given to the model as input. The soft-max layer of the 

output that is used for classifying is also omitted and the 

mean square error (MSE) function which is related to 

regression is used as cost function according to (4). 

  
 

 
∑   

        ̂  
        (4) 

where    is the real output,  ̂  is the generated output by 

the model. The transformer model uses Sin-Cosine 

method to encode time, which significantly reduces 

model accuracy in forcasting continuous time series. So, 

in proposed model, the time is coded by embedding a 

unique vector to the input data for each time. Vector 

with length n is used for time intervals with length n, for 

the value of time  , all its components are zero, except 

for postion   th, whose value is one. The Fig. 2 illustrate 

the vectors added in this encoding. In this method each 

row is concatenated to the vector of the corresponding 

time.  
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Fig. 2:  Spatial encoder vectors. 
 

In fact using this method for encoding time, a 

trainable vector is added to  ,   and   vectors, letting 

the model to determine the value of the vectors by itself 

in contrary to the cosine and sine encoding method. 

Equation 6 illustrate the changes of the new encoding 

model in compare to the cosine-sine encoding method 

(5). 
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where   
  represents the embedding vector and      

represents the cosine-sine vector in   time. Equation (5) 

is rewritten using new proposed time ‘s encoding  in the 

form of (6) (only the modified parts of which are re-

presented), 

            
             

   (  
 )     

 

   (  
 )     

 

   (  
 )     

 

             (6) 

where   
  represents the time series vector,         

and            represents the time encoding vector in 

time  . The   
 

,   
  and   

  are traniable vectors. In other 

words in (5)   
  is a trainable vector resulting from 

embedding and        vector is the time coder. While 

in (6)   
  is the time series value in   which is determined 

but the   
 

,   
  and   

  time coder vectors are trainable 

vectors. 

One of the problems in time encoding using the 

proposed         method, is the input vector 

enlargement because of the increase the input steps. It 

happens in a way that even the size of time encoding 

vector becomes bigger than the input vector. To solve 

this problem, several different time encoding vectors are 

used for different time intervals. For example in a hourly 

data for one week instead of using a           

vector, a 24 vector was using to specify the hour and 7 

vectors for days of the week. The two vectors are 

concatenated so the time is coded in a 31(    ) 

vectors. In addition, instead of encoding the time 

absolutely from the beginning of the series, the typical 

date and time value is also used. 

One of the reported research on transformer model, 

is replacing Cosine and Sine location encoding with 

relative vector [33] that increase the performance 

significantly. The presented solution of the reported 

research, using the relative vectors, is very similar to 

encoding time through concatenating a         

vector to the input vector. In the relative solutio, time is 

only coded in the   and   vector and the   vector only 

depends on the input vector independent of time which 

no explanation has been provided in the research. The 

relative solutio is also studied in proposed model.  
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Equation (7) shows the difference in calculating the   

vector in this case. The other calculations are the same. 

      
               

   

            
             

      
           

       
        

       
 

(7) 

In this research, in addition to the cost function MSE 

another cost function is used based on a probabilistic 

approach. Suppose that       is the value of   series 

in   which is a   dimensional vector. if  , is the  th 

dimension of the time series, the aim is to model the 

conditional probability distribution of the following 

equation,  (       |         )  which is shown the 

probability of future value of the   dimension. Equation 

(8) shows the observed interval of the time series and (9) 

shows unknown interval of the time series. 

                                       (8) 

                                                                      (9) 

Equation (8) is realized based on the autoregression 

which is proposed in RNN architecture [34]. it is assumed 

for the sake of simplicity in calculations, the probabilities 

of each time series value based on its previous values are 

independent of each other. Accordingly, the conditional 

probability distribution in the form of (10) can be 

calculated. 

  (       |       
)       

   (    |        )  

     
                                  (10) 

where    shows the output of decoder at time  . In (10) 

              indicates the probability of occurrence of 

the time series value      with respect to the matched 

probability distribution parameters  . The distribution 

function is assumed to be the Gaussian probability 

distribution. The parameters of the Gaussian probability 

distribution function are mean and standard deviation 

        and the equation of probability distribution 

function is presented in (11). 

               
 

     
      

                                   (11) 

          
                         (12) 

                    
                         (13) 

In order to estimate the probability distribution 

parameters based on the final output of the transformer 

neural network (12) and (13) are used. Probability 

distribution parameters proposed in (10) by maximizing 

probability logarithms is obtained as shown in (14). In 

other words, the probability distribution parameters are 

calculated to maximize the probability of joint 

distribution of the samples in the prediction interval. 

  ∑   
   ∑   

    
                                           (14) 

Therefore, based on equations (10), (11) and (14) final 

cost function is shown as (15), 

  ∑   
   ∑   

         √              
           

 

     
  

                                           (15) 

Since     √    value is constant, it can be ignored. 

Also, by considering the variance constant, the cost 

function will be converted to the MSE cost function, 

indicating that the MSE is in fact a special case of the 

maximum likelihood cost function, where the variance is 

constant. 

In training phase, time series value is entered through 

the encoder-decoder attention layer from the 

observation section to the prediction section, and in the 

prediction or decoder interval, the network is trained by 

minimizing the    (see (15) function through the back 

propagation algorithm.  

In testing phase, the network does not have access to 

the prediction interval. In this case, the network uses the 

output at any time as input at a later time. Figure 3 

shows the model performance in the model training and 

evaluation process. 

 

Fig. 3:  Function of the model at training phase(left) and at testing phase(right) [35]. 

 
   According to Fig. 3 the parameters of the 

distribution functions               are estimated from 

the model output that is the estimated   . Then from the 

estimated distribution, the point with the highest 

probability is considered as the output. Because 

Gaussian distribution considers the probability 

distribution function, the point has the maximum 

probability of being the mean point. The model is trained 



R. Mohammdi Farsani et al. 

6 
 

by maximizing the joint probability of the output, and 

the model output at each step is used as input in the 

next step because of the prediction part is unknown. 

Results and Discussion 

A series of experiments have been performed to 

validate the proposed model. First, two datasets in 

different context that are used in the experiments are 

presented and quantitative validation metrics are 

introduced. Then the results of a variety of experiments 

with different purposes are presented. The results are 

discussed and summarized. 

A.  Datasets 

The electricity consumption dataset in a power grid 

and traffic data of its application are used to validate the 

proposed model. The electricity consumption dataset 

was collected from monitoring of the electricity 

consumption of 370 households every 15 minutes from 

01-01-2011 to 01-01-2015. By averaging every 4 

consecutive time steps, the time intervals for both 

samples is converted from 15 minutes to 1 hour. So 

there are 24 observations per day. Also the model is 

trained by data from 01-01-2014 to 01-09-2014 and is 

validated by data from 01-09-2014 to 01-01-2015 data. 

In the training 7 consecutive days is used as input and 1 

day later as output. In fact, the 168 time steps are 

considered as inputs and the next 24 steps as the 

estimation intervals . The traffic dataset was collected 

from 963 traffic monitoring in the city of San Francisco 

USA every 10 minutes from 01-01-2008 to 30-03-2009. 

By averaging every 6 consecutive time steps, the dataset 

is converted from 10-minute data to hourly data. Similar 

to the electricity consumption dataset, there are 24 

observations per day, the last 7 days are used to train 

the model as input interval and the next 1 day as output 

or estimation interval. In fact we have 168 input steps 

and 24 output steps. In this dataset all available data 

prior to 15-06-2008 is used to train the model and the 

rest of the data is used as the validation data. 

B.  Evaluation Metrics 

In this study two different metrics are used to 

evaluate the proposed model. Normalized Mean Square 

Error(    ) and Normalized Deviation(  ) are two 

metrics of network performance evaluation. The    

actually represents the standard        metric that is 

well-known for predicting time series with     . The 

equation of      and the equation of    are given in 

(16) and (17) respectively. 

      
√

 

       
∑            ̂    

 

 

       
∑           

                  (16) 

   
∑            ̂    

∑           
                                  (17) 

where   is a dimension of time series for each step, 

       is the estimation interval,      is the actual value 

of time series data and  ̂    is the estimation value of the 

time series in time   and dimension  . Both metrics used 

are normalized, meaning that the effect of time series 

variations on them is diminished. 

C.  Results 

  Normalization is used in pre-processing the dataset. 

The values of the series are subtracted from the mean 

and divided by the standard deviation. The equation that 

is used for normalization is shown in (18), 

  
   

 

  
 

 
∑   

     

   
 

   
∑   

         

                (18) 

where   is the normalized value and   is the mean and 

   is the variance. Also, in some experiments, the data is 

used that is transferred to the interval between zero and 

one according to the (19) as preprocessing. In the sliding 

window method, a dataset with length       is 

created from time series data with length   and window 

size  .   is the sum of the input and output intervals for 

each step of estimation. 

  
     

       
                    (19) 

After normalization, the estimation problem should 

be converted to the problem with the observer. The step 

of process is performed with a sliding window that is 

divided in two section, the first is a observation and 

known values and the second one is the prediction 

section and unknown. In training phase two section of 

sliding window are known and in test phase the 

prediction section is estimated with the trained models 

and the actual values of this section is used for 

calculating evaluation metrics. This window moves 

forward one step at a time and generates new data. The 

results are obtained on a transformer with 2 layers, 8 

heads, feed-forward layer with 512 neurons and 64 

batch sizes after 15,000 training steps. A number of 

influential parameters of the network are discussed 

below. The experiments were performed by two 

transformer modes with the MSE objective function and 

the probabilistic objective function that are introduced. 

To validate the results, all the results were obtained 

from three different experiments and the mean and 

standard deviation of the different experiments were 

reported as a result. For comparing the results with 

other proposed methods the results which are reported 

in [35] are used. To compare the results, a similar 

datasets, training and testing procedures which are used 

in [35] are used. The obtained results from our proposed 

model, TRMF [36] and DeepAR [35] are shown in Table 1 

and Table 2. 
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Table 1: The result of electricity consumption dataset 

 

Metrics TRMF Deep AR 

Transformer 

with MSE 

objective 

function 

Transformer 

with Probabilistic 

objective 

function 

NRMSE  1.15 1 1.041 0.052 0.889 0.029 

ND  0.16 0.07 0.137 0.006 0.122 0.003 

 
Table 2: The result of traffic dataset 

 

Metrics TRMF Deep AR 

Transformer with 

Probabilistic objective 

function 

NRMSE  0.43 0.42 0.521 0.047 

ND  0.18 0.17 0.24 0.012 

 

As shown in Table 1 and Table 2 the transformer with 

the probabilistic objective function yields better results 

than the transformer with MSE objective function on 

both evaluation metrics. Also, the transformer with 

probabilistic objective function performs better on 

     metric than on other models, but on    metric it 

yields better than the TRMF model for electricity 

consumption dataset. 

Each time step in the transformer attend to the other 

steps and each step is coded according to all other steps. 

By changing the mask vectors, it is possible to determine 

what other steps to pay attention to each time step. By 

changing the masks so that each time step is only 

causally attend on its preceding steps or the number of 

time steps ahead of itself and also the number of time 

steps   in its neighborhood, no change in network 

performance is observed. The results of the experiments 

shows that changes in the number of layers and 

attentions did not affect the network performance. One 

reason for this phenomenon is the difference between 

common time series with the concepts of natural 

languages time series. Generating attention vector(Mask 

vector), considering the context of each step, seems to 

be a good solution to this problem. In electricity 

consumption dataset based on the context behind the 

data, seasonal, weekly or daily steps can be defined. For 

example, by changing the definition of attention to how 

the encoder in each time step would only pay attention 

to the same day time steps and in decoder would only 

pay attention to same time step of previous day better 

results were obtained. Based on the results of this 

experiment that are shown in Table 3 and Table 4 

performance has obviously increased with the context 

based change in attentions. Therefore, it can be 

concluded that a suitable change in attitudes can 

increase the efficiency of the transformer. 

Another improvement which is introduced is 

encoding the time of values in time series with their 

actual values instead of relative values. For example, in 

the relative encoding modes for encoding time in a daily 

time sequence with 3 consecutive steps one-hot 1, 2 and 

3 vectors were attached to each step as the first to third 

days. 
 

Table 3: The result of electricity consumption dataset after 
change in attention 

 

Metrics TRMF Deep AR 

Transformer with 

Probabilistic 

objective function 

Transformer 

with attention 

change 

NRMSE

  
1.15 1 0.889 0.029 0.734 0.012 

ND  0.16 0.07 0.122 0.003 0.101 0.0004 

 

Table 4: The result of traffic dataset after change in attention 

 

Metrics TRMF 
Deep 

AR 

Transformer with 

Probabilistic 

objective function 

Transformer 

with attention 

change 

NRMSE  0.43 0.42 0.521 0.047 0.485 0.011 

ND  0.18 0.17 0.24 0.012 0.189 0.0007 

 

Whereas in encoding by the actual value method, if 

the three consecutive steps are related to Tuesday 

through Thursday one-hot 4, 5 and 6 vectors were 

attached to each step. Encoding the location with the 

actual value did not cause a significant change in the 

electricity consumption dataset as before, but in the 

traffic data set the changes are significant which is 

shown in Table 5. 
 

Table 5: The result of traffic dataset with actual value location 
encoding 

 

Metrics TRMF 
Deep 

AR 

Transformer 

with relative 

time encoding 

Transformer 

with actual time 

encoding 

NRMSE  0.43 0.42 0.521 0.047 0.46 0.01 

ND  0.18 0.17 0.24 0.012 0.147 0.0005 

 

Another investigated result is the use of 

normalization preprocessing based on (19) for data 

transfer between zero and one and the use of sigmoid 

function on linear transformation based (12) and (13) for 

estimates of the distribution parameters. The result of 

the estimation is given in Table 6 and Table 7. 
 

Table 6: The result of traffic dataset with zero-one 
normalization and Sigmoid Function 

 

Metrics TRMF Deep AR 
Based model of 

Transformer 

Transformer 

with new 

configuration 

NRMSE  0.43 0.42 0.521 0.047 0.433 0.009 

ND  0.18 0.17 0.24 0.012 0.134 0.0006 
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Table 7: The result of electricity consumption dataset with 
zero-one normalization and Sigmoid Function 

 

Metrics TRMF 
Deep 

AR 

Based model of 

Transformer 

Transformer with 

new configuration 

NRMSE  1.15 1 0.889 0.029 0.722 0.017 

ND  0.16 0.07 0.122 0.003 0.93 0.004 

 

One of the important features in time series 

prediction models is the ability of the model to predict 

long time. The performance of many models, such as the 

Deep AR model, is reduced by more than four times as 

the number of predictive steps is increased [37]. 

Changing the efficiency of the proposed transformer 

model with the probabilistic objective function in the 

RMSE metric when the prediction interval is increment 

from 24 steps to 48, 96 and 168 in the electricity 

consumption dataset is shown in Fig. 4. 

 

 
Fig. 4:  The effect of increasing the estimation 

interval(Horizontal Axis) on NRMSE(Vertical Axis) in 
transformer. 

 

As Fig. 4 shows, the error increases with the 

prediction interval increment, but the range of the error 

is from 0.9 to 1.3, while other models such as Deep AR is 

shown greater error by increasing prediction interval 

[37]. In other words, Fig. 8 shows that the proposed 

transformer is capable of long-term prediction. 

Due to the lack of sequential computing, the 

transformer can be run completely in parallel. For this 

reason, the transformer has a higher speed than the 

recurrent neural network models. Also, self-attention 

has fewer computations than recurrent and convolution 

methods when the sequence length is less than the input 

dimension. On the other hand it lacks sequential 

computation. The restricted self-attention is a kind of 

attention that each word attend to only   neighbor 

words [28]. The implementation of the heads is done so 

that the calculations of several different heads are 

paralleled. Thus increasing the number of heads does 

not change the time complexity of the transformer. Also 

as shown in Table 9 as the input sequence increases, the 

computations increase quadratically. Increasing the 

input and output interval does not affect the number of 

network parameters. As the number of layers increases, 

the number of parameters change linearly. In order to 

display the increase rates of the number of network 

parameters in Fig. 10 the number of parameters for 

different number of layers are provided for the sequence 

dimensions 963, feed dimensions 512, and dimension of 

 ,   and   vectors 20. 

 
Table 8. Compare the computational complexity for self-
attention, where n is the length of input, d is the dimension of 
input, k is the kernel size on convolution and r is the number of 
neighborhood for self-attention [28] 

 

Layer Type 
Complexity per 

Layer 

Sequential 

Operations 

Maximum Path 

Length 

Self-Attention                   

Recurrent                   

Convolutional                           

Recurrent                      

 

 

 
Fig. 5: Change the number of the network parameters (Vertical 

Axis) by changing the number of layers(Horizontal Axis). 

 
According to Fig. 5, the network parameters vary 

linearly between 2 million to 12 million for 1 to 6 layers. 

The runtime of recurrent models, such as Deep AR, on 

the common dataset is approximately 7 hours [35], while 

with the transformer model achieving better results in 

     metric and competing results in    metric in 

about 40 minutes. 

The transformer model has the parameters of the 

number of layers, the dimensions of the feed-forward 

layer, the number of heads, and the dimensions of the 

vectors  ,   and  . The dimensions of the feed-forward 

layer are typically much larger than the input dimension 

of the problem and are about twice that. In estimations 

As the number of layers increased, there was no change 

in the efficiency of the converter. The transformer uses a 

sine and cosine function to encode time. This method is 

less efficient in time series data, so this function was 

replaced by the time encoding method by adding a 

spatial vector. In training phase of the model Adam 

optimizer is used [38]. The rate of training on the 

network is very impressive and it is very difficult to 

determine. By examining different training rates and 

using different cut rates, finally the Noam scheduling 

training rate introduced in the transformer was used. 
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Also, to train the model, Google’s research collaboration 

service with the K80 graphics computing unit was used. 

Conclusion 

Many issues in different domains can be modeled in 

the time series forecasting. Therefore, providing a 

desirable tool for estimating time series can have 

significant applications. In this paper, an effective tool 

for estimating time series is introduced. The objectives 

of this paper have been to provide a more accurate and 

long interval estimation tool. Neural networks are 

effective and useful tools for modeling various problems 

such as estimation time series problem. Introducing the 

transformer network as an effective tool in natural 

language processing has made a significant improvement 

in performance compared to previous methods in recent 

years. Since contextual data is a complex example of 

time series data, the transformer network seemed to be 

a useful tool in forecasting time series. In this paper, the 

modified transformer model use in a variety of time 

series with changes in the structure of this neural 

network. The natural language processing layers were 

removed, changes were made to the encoding temporal 

layer, and a new regression-based objective function 

was introduced. Experiments were performed using a 

modified transformer network on a variety of datasets 

and it was found that the tool could perform better or 

compete with other introduced methods with less 

computational complexity and longer estimation 

intervals. It was also found that with better configuration 

of the network and better adjustment of attention, it is 

possible to obtain more desirable results in any specific 

problem. Therefore, the proposed model has the 

potential to provide more desirable results with further 

study and it is a good base model for presenting a set of 

effective methods in time series forecasting. 
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