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 Background and Objectives: Target detection is one of the main applications 
of remote sensing. Multispectral (MS) images with higher spatial resolution 
than hyperspectral images are an important source for shape and geometric 
characterization, and so, MS target detection is interested. 
Methods: A target detector appropriate for multispectral (MS) images is 
selected among hyperspectral target detectors and redefined in this paper. 
Many target detectors have been proposed for hyperspectral images in the 
remote sensing filed. Most of these detectors just use the spectral 
information. Since, the MS images have higher spatial resolution compared 
to hyperspectral ones, it is proposed that select a target detector that uses 
both of the spectral and spatial features. To this end, the attribute profile 
based collaborative representation (AP-CR) hyperspectral detector is chosen 
for MS images. Shape structures extracted by flexible attribute filters can 
significantly improve the MS target detection. 
Results: As a case study, the wheat fields in Chenaran County in Iran are 
chosen as targets to be detected. The image acquired by Landsat 8 is used for 
doing experiment. The results show the superior performance of AP-CR with 
96.09 % accuracy for wheat detection using MS image of Landsat 8. 
Conclusion: The high performance of AP-CR is due to extraction of flexible 
attribute characteristics and the use of collaborative representation for 
approximation of each image pixel. Although the AP-CR method provides the 
highest accuracy, it needs a high running time compared to other detectors. 
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Introduction 
Identification and detection of target pixels such as man-

made objects, special agriculture products and certain 

minerals is one of the main applications of remote 

sensing images. Target detection is interested among in 

various fields of agronomy, geology, mineralogy and so 

on [1], [2], [3] and [4]. Hyperspectral images by providing 

rich dimensionality for each pixel in the spectral domain 

allows for analyzing and discrimination of a variety of 

materials and land covers. A hyperspectral image is 

composed of hundreds images acquired in a wide range 

of electromagnetic spectrum where a high spectral 

resolution about 10 nm can be provided. So, 

hyperspectral images with two spatial dimensions and a 

spectral dimension have a high capability in separation 

of targets from background. In addition to hyperspectral 

images, there are multispectral (MS) images that capture 

images from the ground in multiple (approximately 

about 10) spectral bands. Although MS images have 

lower spectral resolution compared to the hyperspectral 

images, but, they have higher spatial resolution that is 

important in characterization of shape, geometric and 
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spatial structures of objects of image [5], [6] and [7]. So 

far many target detectors have been introduced that 

most of them are applied for hyperspectral images. 

Table 1 provides a short review of them: Spectral 

matched filter (SMF) [8], Spectral angle mapper (SAM) 

[9], Matched subspace detector (MSD) [10], Orthogonal 

subspace projection (OSP) [11], Constrained energy 

minimization (CEM) [12], Adaptive subspace detector 

(ASD) [13], Sparsity based target detector (STD) [14], 

Kernel based SAM (KSAM) [15], Difference based target 

detection   (DTD)-KSAM  [16],   Attribute   profile   based  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

collaborative representation (AP-CR) [17] and some 

other ones [18], [19], [20] and [21]. 

In this paper, we assess different hyperspectral target 

detectors to find which of them is appropriate for MS 

target detection. Since MS images have relatively high 

spatial resolution, AP-CR that utilizes the spatial 

information in addition to spectral one is selected for 

target detection.  

AP-CR is a non-parametric approach with no need to 

estimate the data statistics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Table 1: A short review of target detectors 

 

Target detector  Year Method  

Spectral matched filter (SMF) 1992 A limiting case of generalized likelihood ratio test (GLRT) detector 

with simplified test statistic in the form of a normalized matched 

filter 

Spectral angle mapper (SAM) 1993 It measures the spectral angle between the testing pixel and the 

spectral signature of target samples. 

Matched subspace detector (MSD) 1994 An improved GLRT detector. Data is projected onto a low rank 

subspace to remove interference and remain signal. The image data 

projected onto the low rank subspace is matched to the image. 

Orthogonal subspace projection (OSP) 1994 It projects the spectral vector of each pixel onto a subspace that is 

orthogonal to the undesired characteristics. It is an optimal process 

for interference suppression through the least squares approach.  

Constrained energy minimization (CEM) 2000 It maximizes the response of the target signature while suppresses 

that of the undesired background.  

Adaptive subspace detector (ASD) 2001 Based on theory of GLRT for adaption of MSD for unknown noise 

covariance matrices. It includes the adaptive cosine estimator (ACE) 

for situations that scaling of test samples may deviate from that of 

the training one. 

Sparsity based target detector (STD) 2011 It sparsely approximate an image by a few target samples and also 

individually by using some background samples. Then reconstruction 

residuals are employed to obtain the output detection. 

A supervised metric learning [18] 2014 A  subpixel Target Detection for dealing with  mixed signature of 

target spectrum and background pixels spectra through  learning a 

distance metric. 

A maximum margin metric learning [19] 2015 It transfers a hyperspectral target detection problem into  a 

maximum margin problem. 

Kernel based SAM (KSAM) 2016 The generalized version of SAM appropriate for nonlinear cases 

obtained by kernel function. 

Median-mean line  Reed-Xiaoli detector [20] 2017 An improved version of RX which utilizes the benefits of median-

mean line metric. 

Attribute profile based collaborative 

representation (AP-CR) 

2018 It uses the attribute profiles for construction of target and 

background subspaces and then approximation of testing pixel based 

on target and background subspaces individually using collaborative 

representation. Then, reconstruction residuals are employed to 

obtain the output detection 

Difference based target detection (DTD)-

KSAM 

2019 Output detection is result of difference between the distance of 

testing sample to the background signal and that to the target signal. 

KSAM is used as distance measurement. 

A sparse and collaborative representation 

based detector [2] 

2020 It utilizes the advantages of both sparse and collaborative 

representation for anomalous target detection. 

Self-regularized weighted sparse model [21] 2021 An algorithm based on this hypothesis that data may come from 

multi-subspaces. It is proposed to detect infrared small targets in 

complex background. 

 



Target Detection Using Multispectral Images, a Case Study: Wheat Detection in Chenaran County in Iran 

13 
 

It uses the benefits of attribute profile [22], [23] and 

collaborative representation (CR) [24], [25] to increase 

separation of targets from background using both of the 

spectral and spatial features. It redefined to use for MS 

images. One of the research domains in agriculture and 

geoscience field is detection of crop products such as 

wheat [26], [27] and [28]. Specially, in this paper, the AP-

CR method is used for wheat detection using MS images 

acquired by Landsat 8 in Chenaran county fields in Iran. 

Target Detector 

Target detection algorithms have been often 

introduced for hyperspectral images. Hyperspectral 

images have a high spectral resolution that provide a 

worthful and useful source of spectral characteristics 

from background and targets. According to this reason, 

most of hyperspectral target detectors just use the 

spectral information while ignore the valuable spatial 

information. The spatial information can be very 

important for MS images that have lower spectral 

resolution and higher spatial resolution with respect to 

hyperspectral images. So, among different hyperspectral 

target detectors, the AP-CR method that uses the spatial 

information of images in addition to the spectral one is 

selected and redefined for MS target detection.  

The geometrical structures and shape features have 

much perceptual significance that is useful for modelling 

of various objects and discrimination between different 

materials. Then, exploitation of these spatial features 

can be useful for different applications such as 

classification, object detection and target detection [29], 

[30]. Morphological operators, i.e., “opening” and 

“closing” filters by reconstruction extract spatial features 

such as shape characteristics and geometrical structures 

[31]. A structure element with a specific shape such as 

circle, rectangular and so on as a sliding window is 

considered in the morphological transformations. The 

extracted shapes and structures are substantially 

dependent on the shape of the considered structure 

element.  

To extract structures with more generality that are 

not limited to some specific shapes, the attribute filters 

have been introduced. The attribute filters use one or 

several attributes instead of using a fixed structure 

element. Any attribute can be extracted from the image 

regions. The great flexibility in selection and defining the 

attributes allows a high capability for modelling of spatial 

information that are useful for discrimination of targets 

from background. The considered attributes can be 

textural such as standard deviation, entropy and range, 

geometric such as image moments, length of the 

perimeter, area, and shape factors, etc. Generally any 

measure computed from the image can be used as an 

attribute. 

An Attribute profile (AP) is constituted through 

applying several attribute filters to a single band (gray 

level) image. The attribute filters merge connected 

components of the image at different levels. The filtering 

process is done as follows: a selected attribute denoted 

by   is calculated for each connected region   . The 

computed value indicated by  (  ) is then compared 

with a reference value  . Two decision may be made 

[32]: 

 (  )     no change is applied to the connected 

region. 

 (  )     the grey level value of neighboring region 

with closer value is assigned to the connected region. 

According to this approach, the neighboring 

connected components are merged. Merging with a 

neighboring region containing lower gray level is known 

as thinning and merging with the adjacent region of a 

higher gray level is called thickening. The attribute filters 

are applied to each band of MS individually and then, the 

filter outputs are stacked together to form the AP. Let 

consider   spectral bands for MS,   attributes and a 

sequence of thresholds *          +. A thinning profile 

with attribute    is composed from applying a sequence 

of attribute thinning operators: 

      (  )  {  (  )     (  )}          

                                                                   (1) 

where    indicates the thinning operator and    is the  th 

spectral band of MS image. Similarly, the thickening 

profile is generated by applying thickening operators: 

        (  )  {  (  )     (  )}    

                                                                   (2) 

where    denotes the thickening operator. The extended 

thinning profile and the extended thickening profile of 

 th attribute are given, respectively by: 

       
 {      (  )       (  )         (  )}   

                                                                                    (3) 

        
 {       (  )        (  )          (  )}  

                                                                                    (4) 

and finally the extended multi thinning profile and the 

extended multi thickening profile are provided as 

follows: 

        *                            +          (5)   

                       
         *                                   (6)  
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The extended multi thinning profile and the extended 

multi thickening profile are called for simplicity thinning 

profile and thickening profile, respectively. While the 

thinning profile contain the detail information of image, 

the thickening one has more homogeneous regions. 

From the other hand, thinning and thickening just 

contain the spatial features. To include the spectral 

features too, the MS bands are stacked to the thinning 

profile to compose the target subspace. Moreover, the 

spectral bands are stacked to the thickening profile to 

generate the background subspace. The obtained target 

and background subspaces are used for estimate of each 

testing pixel. An unknown pixel is approximated by each 

of target subspace and background subspace 

individually. The label of each subspace that can be 

better estimate the testing pixel is assigned to the 

testing pixel. So, a label of target or background is 

determined for each pixel of image. To approximate the 

pixel through a subspace, the collaborative 

representation (CR) method is used. According to this 

approach, each pixel can be approximated through a 

linear combination of samples of subspace where a 

distance weighted Tikhonov matrix is considered to 

adjust the contribution of each sample of the subspace. 

CR has two main advantages: 1- it is a nonparametric 

method for image modeling. In other words, it does not 

consider any assumption about statistical distribution of 

data, 2- due to using    norm in the optimization 

problem, CR is simply implemented and achieves a 

closed form solution. By considering    as the 

background subspace, estimate of the testing pixel 

denoted by   is obtained by:    

 ̂     ̂                                           (7) 

Similarly, by considering    as the target subspace, 

the estimate of   is given by: 

 ̂     ̂                                            (8)     

where  ̂  and  ̂  are the weight vectors associated with 

the background and target subspaces, respectively. 

These weight vectors are computed through solving an 

optimization problem. For more explanations, the reader 

is referred to [17]. These vectors are obtained as follows: 

 ̂  (  
         

    )
  
  
                        (9) 

 ̂  (  
         

    )
  
  
                         (10) 

where    and    are the regularization parameters and 

    and     are the Tikhonov matrices. These matrices 

are used to assign larger coefficients to more similar 

pixels to the testing pixel. In other words, they force that 

pixels of the subspace with more similarity to the testing 

pixel, have greater contribution in approximation of 

testing pixel. The output of target detector is obtained 

by: 

 ( )    ( )    ( )                                                       (11) 

where   ( ) and   ( ) are the residual error of 

approximation computed in background and target 

subspaces, respectively: 

  ( )      ̂           ̂                 (12) 
 

  ( )      ̂           ̂                                  (13) 

Note that  ( ) is a scalar number assigned to each 

pixel  . The values of  ( ) for all pixels of image is used 

to form a grey level image. A pseudo color image can be 

generated according to this grey level image where a 

larger value for a pixel indicates that the pixel belongs to 

the target class with a higher probability and a smaller 

value is corresponding to belonging to the background 

class. To generate a binary detection map, it is enough 

that consider a threshold value for target detection: 

    ( )                     

    ( )                          

The block diagram of the proposed AP-CR method is 

shown in Fig.1. 

Study area and Evaluation Measures 

The study area is Chenaran County in Razavi Khorasan 

Province in Iran with the following geographic 

coordinates: 

36° 34ʹ45ʺ N 

59° 17ʹ41ʺ E 

36° 47ʹ27ʺ N 

58° 52ʹ47ʺ E 

Chenaran is an agricultural city with many farms in 

the outskirts. The image is acquired by Landsat 8
1
. An 

overview of the whole dataset is shown in Fig. 2. A part 

of this dataset, i.e., the region of Chenaran, is used for 

doing experiments in this work that the Google earth 

image of it is shown in Fig. 3. The grey level image of 

band 6 of Landsat 8 is also seen in Fig. 4. To assess the 

detection performance, the receiver operating 

characteristic (ROC) that plots a probability of detection 

   versus the false alarm rate    is used: 

   
   

  
                                                                               (14) 

and                                                                                       

   
   

 
                                                                               (15) 

where   is the total number of image pixels and    is 

the total number of target pixels. 

                                                           
1
 http://earthexplorer.usgs.gov 

https://en.wikipedia.org/wiki/Razavi_Khorasan_Province
https://en.wikipedia.org/wiki/Razavi_Khorasan_Province
https://en.wikipedia.org/wiki/Iran
http://earthexplorer.usgs.gov/
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The number of pixels that are correctly detected is 

denoted by     while the number of target pixels that 

are falsely detected is indicated by    . Usually, in 

addition to plotting ROC, the area under curve (AUC) is 

computed. If a ROC curve be closer to the top left corner 

or its associated AUC has a higher value closer to 1, the 

detector has better performance Some regions of wheat 

 

 

 

fields are obtained through field operations as samples 

of the target class. The yellow regions shown in Fig. 5 are 

the wheat fields. The binary map of the target samples is 

also shown in Fig. 6. 10% of these regions are randomly 

selected and used as training samples. The chosen 

training samples are shown in Fig. 7. Similarly, 10% of 

background regions are used as background training 

samples.

Fig. 1. Block diagram of the AP-CR method. 

Fig. 2. An overview of Landsat 8 image outskirt of Chenaran County. 
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Fig. 3: Google earth image of the study area in Chenaran. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Band 6 Landsat

Fig. 4: Grey level image of band 6 of Landsat 8 of the study area in Chenaran. 
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Target Map

Target training-10% of Target Map- selected randomly

Fig. 5: Some wheat fields as samples. 

Fig. 6: Binary map of target regions. 

Fig. 7: Chosen training samples. 
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Results and Discussion 

The detectors are firstly divided into two groups. The 

first group consists of the popular and widely used 

detectors (SMF, MSD, ASD, OSP, SAM, KSAM, CEM and 

STD).  

The second group consists of two state-of-the-art 

recently detectors (DTD-KSAM and AP-CR). In the first 

experiment, the first group of detectors are applied to 

the MS image.  

The AUC values in addition to the running time are 

reported in Table 2. Among different methods of this 

group, CEM, SAM and KSAM provide the best results, 

respectively. STD despite spending the highest running 

time could not provide desired results. The ROC curves 

of different detectors of the first group are plotted in Fig. 

8. The detection map of the first rank methods are 

shown in Fig. 9.  

The map of wheat cover is obtained through Google 

earth monitoring.  

Then, it is corrected according to field operations. The 

result map is shown in Fig. 10 where wheat fields are 

illustrated with green color in the image. It can be used 

as a reference for comparison of the obtained target 

maps. 

The different images obtained by applying thinning 

filters and thickening ones used in AP-CR method for 

composing the target and background subspaces are 

shown in Fig. 11. In addition, the target residual image 

and the background residual image are shown in Fig. 12.        

In the second experiment, the DTD-KSAM and AP-CR are 

assessed for wheat detection.  

The comparison results (AUC and time) are reported 

in Table 3. As seen, AP-CR significantly works better than 

DTD-KSAM for wheat detection using MS image of 

Landsat 8. To have a conclusion of the detection results, 

the AUC and running time of the best detectors of the 

first group are shown beside the DTD-KSAM and AP-CR 

detectors in Table 4. 

The results show that AP-CR is the best method 

although it needs the highest running time. 

 

 

 

 

 

 

 

 

 

 

 

The high complexity of AP-CR is due to 1- applying the 

attribute filters and 2- solving the optimization problem 

in the collaborative representation for approximation of 

each image pixel.  

As said before, the high ability of AP-CR is because of 

using valuable spatial features in addition to the spectral 

ones. Other competitor detectors, i.e., SAM, KSAM, CEM 

and DTD-KSAM just use the spectral information of the 

MS image. To assess the performance of these detectors 

in presence of spatial features, we do an experiment. In 

this experiment, a morphological profile containing 7 

“opening” filters and 7 “closing” filters is constituted and 

then stacked on the original MS image to form a 

spectral-spatial cube.  

Then, the obtained cube is fed to the SAM, KSAM, 

CEM, DTD-KSAM and AP-CR detectors as the input. The 

results are reported in Table 5 and the ROC curves are 

shown in Fig. 13.  

The detection maps are also illustrated in Fig. 14. By 

comparison between the results of Table 4 (obtained by 

just the spectral features) and the results of Table 5 

(obtained by the spectral and spatial features), it can be 

concluded that the SAM, KSAM and CEM detectors can 

provide better results when both of the spectral and 

spatial features are used.  

But, efficiency of DTD-KSAM and AP-CR without using 

morphological features is better than when they are 

used.  

Note that, AP-CR has itself spatial features obtained 

by attribute filters and when this detector is applied to a 

cube of spectral and spatial features of morphological 

profile, a redundancy of spatial information is generated 

that degrades the performance of AP-CR.  

However, by a comparison among all detectors of 

Table 4 and 5, it is found that the AP-CR method by using 

the MS image containing spectral features is the best 

detector with the highest AUC value. 

In the following, by selection of AP-CR as the 

appropriate target detector for MS images, the binary 

detection map is generated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Method SMF MSD ASD OSP SAM KSAM CEM STD 

AUC 55.85 49.98 49.23 19.50 70.54 69.21 82.51 50.00 

Computation 

time (seconds) 
11.24 17.16 20.43 6.43 8.41 40.92 52.19 30142.19 

 Table 2: AUC values and running time of different detectors in the first group 
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Target Map
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Fig. 8: ROC curves of different methods of the first group of detectors. 

Fig. 9: Detection maps of SAM, KSAM and CEM detectors. 

Fig. 10: The wheat cover map as reference for target detection where wheat fields are shown with green color. 
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Fig. 11: Output images of thinning and thickening filters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12: The residual images. 
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Method DTD-KSAM AP-CR 

AUC 79.88 96.09 

Computation time (seconds) 68.44 6428.38 

Method SAM KSAM CEM DTD-KSAM AP-CR 

AUC 70.54 69.21 82.51 79.88 96.09 

Computation time 

(seconds) 
8.41 40.92 52.19 68.44 6428.38 

Method SAM KSAM CEM DTD-KSAM AP-CR 

AUC 75.62 72.57 85.06 78.47 93.20 

Computation time 

(seconds) 
8.85 38.07 94.51 65.38 6509.83 

Table 3:  AUC values and running time of different detectors in the second group 

Table 4:  AUC values and running time of different detectors obtained by spectral cube 

Table 5: AUC values and running time of different detectors obtained by spectral-spatial cube 

Fig. 13: ROC curves obtained by spectral-spatial cube. 
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As said before, the binary detection map is obtained 

through applying a threshold value. With considering 

each threshold value, a different binary map is achieved. 

Let    , (  )  (  )    (  ) be the output 

detection for all   pixels of image. At first, the threshold 

value is selected by: 

        (         (  ))                                 (16) 

where       is a constant value. For instance, the binary 

detection maps of AP-CR obtained by       

                              are shown in Fig. 15. As 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

seen, by selection of a smaller threshold valueo, m re 

details of image are labeled as target while by 

considering a larger value for threshold, lower points are 

assigned to the target class. By doing more experiments, 

another formula for selection of appropriate threshold is 

obtained: 

             (  )      (         (  )  

         (  ))                                                                 (17) 

The obtained binary detection map by using the 

above threshold is shown in Fig. 16 that is very close to 

the reference image of Fig. 10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

thr=max(max(r1))*0.001; thr=max(max(r1))*0.005; thr=max(max(r1))*0.01;

thr=max(max(r1))*0.05; thr=max(max(r1))*0.1; thr=max(max(r1))*0.5;

thr=max(max(r1))*0.001; thr=max(max(r1))*0.005; thr=max(max(r1))*0.01;

thr=max(max(r1))*0.05; thr=max(max(r1))*0.1; thr=max(max(r1))*0.5;
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Fig. 14: Detection maps obtained by spectral-spatial cube. 

Fig. 15: Binary detection maps of AP-CR obtained by different thresholds. 
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Conclusion 

Different hyperspectral target detectors such as SMF, 

MSD, ASD, OSP, SAM, KSAM, CEM, STD, DTD-KSAM and 

AP-CR are assessed for MS target detection in this work. 

Among different detectors, AP-CR is selected for MS 

target detection. The high performance of AP-CR is due 

to extraction of flexible attribute characteristics and the 

use of collaborative representation for approximation of 

each image pixel. In the collaborative representation, 

two individual subspaces for target and background 

classes are considered. The thinning profile containing 

details is used for composing the target subspace while 

the background subspace is generated by the thickening 

profile. The experimental results show the superior 

performance of AP-CR compared to other detectors 

whether they are applied to the original MS cube 

(containing just spectral features) or to the spectral-

spatial cube that is result of stacking morphological 

profile on the MS image. Although the AP-CR method 

provides the highest accuracy, it needs a high running 

time compared to other detectors. 
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Abbreviations  

MS Multispectral 

SMF Spectral matched filter 

SAM Spectral angle mapper 

MSD Matched subspace detector 

OSP Orthogonal subspace projection 

CEM Constrained energy minimization 

ASD Adaptive subspace detector 

STD Sparsity based target detector 

KSAM Kernel based SAM 

DTD Difference based target detection 

AP-CR Attribute profile based 

collaborative representation 

ROC Receiver operating characteristic 
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