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 Background and Objectives: Video processing is one of the essential 
concerns generally regarded over the last few years. Social group detection is 
one of the most necessary issues in crowd. For human-like robots, detecting 
groups and the relationship between members in groups are important. 
Moving in a group, consisting of two or more people, means moving the 
members of the group in the same direction and speed.  
Methods: Deep neural network (DNN) is applied for detecting social groups 
in the proposed method using the parameters including Euclidean distance, 
Proximity distance, Motion causality, Trajectory shape, and Heat-maps. First, 
features between pairs of all people in the video are extracted, and then the 
matrix of features is made. Next, the DNN learns social groups by the matrix 
of features. 
Results: The goal is to detect two or more individuals in social groups. The 
proposed method with DNN and extracted features detect social groups. 
Finally, the proposed method’s output is compared with different methods. 
Conclusion: In latest years, the use of deep neural networks (DNNs) for 
learning and detecting has been increased. In this work, we used DNNs for 
detecting social groups with extracted features. The indexing consequences 
and the outputs of movies characterize the utility of DNNs with extracted 
features. 
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Introduction 

The importance of video processing has increased 

over time and the expanded use of a camera to detect 

suspicious activity in a crowd and social anomalies [1]-

[9]. Seeing social groups is concerned by governments 

for detecting dangerous situations. To identify abnormal 

behavior, recognizing social groups is a prerequisite. 

Contextual abnormal human behavior detection is 

presented in [10], [11]. People’s interest in moving in 

groups and tracking in the groups are detected by 

multiple cameras [12]. To walk in the group means to be 

a subsystem in the group; in other words, a group of two 

or more individuals may be considered in the same 

direction of motion.  Walking  in  a  group  is  known   to    

 

be moving through crowds through the personal control 

of someone or other men. An individual joining a group 

is affected by the group, so that the group suits the 

person’s pace and direction. Social signal processing 

examines social relationships, conversational 

relationships, and even the position of people during the 

conversation. In addition, it shows the importance of 

identifying a social group by a robot. Here, it is essential 

to identify social groups to match these relations. 

Detection of social groups to aid the behavior of the 

robot in teamwork with humans was reported in [13], 

where linear extrapolation of inter-event intervals 

implemented an anticipation method. Skeletal data from 

participants detected social groups, and the method of 
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anticipating events was used to transfer robots among 

the human group [14], [15]. The technique described in 

[16], [17] detects the robot’s conversation and social 

classes, using people’s direction, and lower-body 

orientation. Clustering games are applied for detecting 

conversation groups in image and video [8], [18]. Deep 

matching-based pairwise potential with a conventional 

spatiotemporal relation-based pairwise potential was 

used to track many people in the video [19]. In this 

article, social group is detected by deep neural network 

(DNN). 

The rest of this paper is structured as follows: A 

summary of the literature is discussed in 2
th

 Section. The 

fundamentals of a DNN are outlined in 3
th

 Section. The 

proposed method is defined in 4
th

 Section. The 

experimental findings are shown in 5
th

 Section. The 

premise is eventually set out in 6
th

 Section. 

Related Work 

Human analysis applications in a crowded scene are 

divided into four categories: visual surveillance, crowd 

management, public space and entertainment design 

[20]. Visual surveillance is a system of monitoring activity 

in a building or area. Crowd management is important to 

manage crowd areas like stadiums. Public space is 

generally accessible to people. Human analysis is 

important for Public space and Entertainment design. 

In this article, social group detection is classified into 

three categories: Support Vector Machine (SVM)-based, 

clustering-based, and deep neural network-based 

detection. 

In SVM-based methods, sociological features between 

pairs of trajectories and supervised learning are applied 

for group detection. Body and head orientation features 

extracted from the social scene are used for detecting 

the social groups. An electric dipole and each person’s 

eyesight are used for this purpose. If a connection is 

found between the eyes of the peoples, this group of 

people is put within a social group [21]. The relationship 

between people is identified using graph-based 

clustering in the method reported in [22], and the SVM 

based classification detects further social group activity. 

Spatial proximity prior, similarity properties prior, and 

spatiotemporal closure prior are used to detect social 

group in the crowd. Features are used to train SVM for 

human group detection [23]. 

Hierarchical clustering is used to classify groups 

within society. Tracking of salient points and adaptive 

clustering is used to identify hierarchical social classes. 

To detecting social groups, agglomerative hierarchical 

clusters with pair proximity and speed are applied [24].  

The Density-Based clustering algorithm is used to 

detect the pedestrian groups. Spatiotemporal-oriented 

energy, slight motion energies, inter-group flow-field 

distance, and bottom-up hierarchical clustering are 

calculated for this purpose. If the inter-group flow-field 

distance between two persons is less than a threshold, 

then two persons are considered as a social group [25]. 

Generating coherent filtering clusters, anchor tracklet, 

seeding tracklets are applied for group detection and 

crowd understanding [26]. 

In DNN Based method, data-driven Generation of 

Socially Acceptable Trajectories (App-LSTM) is employed 

for detecting small groups. The App-LSTM consists of 

position LSTM encoder, orientation LSTM encoder, and 

Group Interaction Module (GIM). A deep affinity 

network is used based on position and orientation to 

detect conversational groups. For this purpose, an 

interaction graph is made based on location and 

orientation. Then pairwise affinities are computed, and 

the affinity matrix is made. Finally, the conversational 

group is detected [27]. Generative adversarial networks 

and LSTM encoder are used in crowds for the estimation 

of trajectories and group identification [28]. 

In recent years, DNNs have been used in many fields 

of science and proved their applications [29]-[30]. The 

Relu and Softmax functions are the most commonly used 

activation functions. In the ReLU activator function, if 

the value of the input is greater than 0, the output is 

equal to the input.  

On the other hand, if the value of the input is less 

than 0, the output is 0. The main advantage of using the 

ReLU activator function is that it has a constant 

derivative for all inputs greater than 0. Better and faster 

network learning is the result of this constant derivative. 

In [31], it is proven that supervised coaching of DNNs is a 

good deal quicker, if the hidden layers are composed of 

the ReLU. 

Softmax activation functions are usually used in the 

output layer for classification purposes. The outputs of 

this function are normalized to a range of 0 to 1 [32]. 

With the softmax activation function, the categorization 

becomes very simple and the output is finally 

probabilistic. 

The Proposed Method  

The Architecture of the proposed method is shown in 

Fig. 1.  

The DNN in the Proposed Method is designed with 

input layers, three intermediate layers with 200 nodes, 

and one output layer. The output of each input layer is 

the input of the next layer. The structure of the DNN is 

shown in Fig. 1. The DNN used in the proposed method 

has five inputs and one output. The number of entries is 

equal to the number of features between pairs. If the 

output is equal to 1, two persons are in the same social 

group, and if the output is 0, two persons are not in the 

same social group. DNN training is performed on training 

data. In the training phase, weights and bias of all layers 

of the DNN are computed. 

https://www.collinsdictionary.com/dictionary/english/monitoring
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Training and experimentation in identifying social 

groups require extracting attributes between two or 

more persons. In the following, the features used in the 

proposed method are defined. In this method, a row of 

feature matrices are defined for persons ‘a’ and ‘b’ as: 

  [                           ]      (1) 

The feature matrix consists of the label number of 

individuals, five features between two persons, the 

number of videos in the dataset, and the parameter 

represent two persons ‘a’ and ‘b’ in one group. Here,     

is Euclidean distance,     is the Proximity distance,     

is motion causality,     is trajectory shape, and     is 

the heat map between persons ‘a’ and ‘b’. In (1), the 

number of video database is ‘i’. The parameter ‘g’ 

represents whether persons ‘a’ and ‘b’ are in one group. 

If ‘g’ is equal to one, persons ‘a’ and ‘b’ are in the same 

group, and if ‘g’ is equal to 0, it means that two persons 

are not in the same social group.  

All five features are calculated between the two 

presented people in the video. In the matrix, the first 

and second columns of each row are the label number of 

persons, and the third column to the seventh column 

shows the features.  

There are a large number of people in the video, and 

finding five features between them cause high 

computational costs.  

 

For example, in the feature matrix in the first movie 

of the dataset, ‘i’, the number of videos is one, and the 

number of people in the first movie is 48.  

Then, 1128 rows of feature matrix represent the 

features between them. In the second movie of the 

dataset, ‘i’ is equal to two, the number of people in the 

second movie is 49, and then the next 1,176 rows of 

feature matrix represent the features between them. In 

the following, the features used in the proposed method 

are introduced.  

Euclidean distance between all pairs is computed for 

each frame of videos. The mean of Euclidean distance in 

all frames is defined as the Euclidean distance feature 

for each pair.  

Investigating the proximity distance of individuals in a 

group is one of the most critical issues of Social Group 

Representation. Figure 2 illustrates the importance of a 

Proximity distance feature. Proximity theory describes 

the theory of proximity based on the physical distance 

property [21].  

According to proximity theory, there are four classes 

for separating the type of relationship between 

individuals based on the distance of two individuals. 

Each class is separated by the boundary shown in Fig. 2. 

Intimate class is lower than 0.5 meter, between 0.5 and 

1.2 meter is personal class, between 1.2 and 3.7 meter is 

social class and between 3.7 and 7.6 meter is public 

class. 

Euclidean 

distance 

Hiden layers Relu 

layer 

Input layer Output  

Social 

Group 

Or no 

group 

Features 

Extraction Softmax 

Proximity 

distance  

Motion causality  

Trajectory shape  
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Fig. 1: The Architecture of the proposed method. 
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Fig. 2: Proximity theory and the importance of physical 
distance in identifying social groups. 

 

The proposed method uses a Gaussian mixture model 

inspired by the proximity theory. The Gaussian mixture 

model [23] is expressed by (2): 

   (  
    

 )  
 

 
∑ (  

    
      )

 

   

 (2) 

The Gaussian mixture model between two persons ‘a’ 

and ‘b’ is obtained at moment t, where   
  is the position 

of the person ‘a’ at moment t. In this model, N is a 

simple Gaussian model with zero mean. The variances 

are the boundaries of the proximity theory, namely 0.5, 

1.2, 3.7, and 7.6. Consequently, between two persons ‘a’ 

and ‘b’, at moment t, the four variances are calculated, 

and the final output is the mean of four Gaussians with 

different variances. Next, for the entire consecutive 

frame in the video between the two people, it is 

necessary to calculate the average Gaussian mixture 

model based on the next relation  [23]. 

    
 

 
∑   (  

    
 )

   

 (3) 

Equation 3 extracts the proximity distance feature for 

identifying the social groups, where T is the total video 

time. The output of the physical distance attribute 

between the two people will be a numerical value.  

Motion causality is extracted from the movement of 

people. All datasets provide people’s location in each 

frame. Based on this information,  ̅ ( ) is the stored 

information about the path traveled from (t-n to t-1). 

 (  ( )  ̅ ( )) is the trajectory predictor of a person 

where is calculated based on the ‘n’ previous frames. 

Figure 3 illustrates the similarities of the movement of 

individuals in successive frames. 

 

 
Fig. 3: Motion causality feature. 

 
 

This problem is formulated as follows [23]: 

(4)      ∑(  ( )   (  ( )  ̅ ( )))
 

 

   

 

where  ̅ ( ) is the stored information about the path 

traveled by the person ‘a’ from (t-n to t-1). Trajectory 

predictor of the person ‘a’ with the stored information of 

two persons ( ̅ ( ) for the person ‘a’ and  ̅ ( ) for the 

person ‘b’) is  (  ( )  ̅ ( )  ̅ ( )). This trajectory 

predictor with information of two persons is formulated 

as follows [23]: 

 (5)      ∑(  ( )   (  ( )  ̅ ( )  ̅ ( )))
 

 

   

 

Where trajectory predictor is computed with 

information of one person in the (5) and trajectory 

predictor is computed with information of two-person in 

the (6). In (6), the similarity of these trajectory predictors 

is computed [23]. 

     
(         )  

     (      )
 (6) 

In the (6), T is the time of each video. In the (7), 

Fisher-Snedecor probability function is used to extract 

the motion causality feature [23]. 

   (   )     
  *         +

∫  (          )  
 

 

  (7) 

In the (7), the similarity characteristic of the changes 

of movement of individuals ‘a’ and ‘b’ in successive 

frames is computed. 

Trajectory shape is extracted from the Dynamic Time 

Warping algorithm between two-time sequences. Figure 

4 presents the importance of resembling the shape of 

the path taken by individuals in identifying social groups. 

0.5 

1.2 

3.7 

7.6  
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Fig. 4: Trajectory shape feature. 

 
To compute the cumulative cost function    (   )  it 

is necessary to calculate the Euclidean distance matrix of 

the path of the person ‘a’ at the first moment with the 

path of the person ‘b’ at the first moment (   
  ). Here, 

   
  

 is the Euclidean distance matrix of the path of the 

person ‘a’ at the moment i, with the path of the person 

‘b’ at moment j.  

Dimensions of the Euclidean distance matrix are f and 

g, which represent the path traveled by the person ‘a’ 

and ‘b’, respectively.  

The cumulative cost function is defined as follows 

[23]: 

   (   )     
  
    *   (     )  

                        (       )     (     )+  

(8) 

To calculate the cumulative cost function    (   ), it 

is necessary to calculate    
  , which is equal to    (   ), 

based on (8).  

Then,    (   ) is obtained based on the location of 

two individuals in the time sequence. Finally, the 

similarity property of the shape of the path followed by 

individuals is obtained from (9). 

   (   )     (   )     (   ) (9) 

Since the two numbers of f and g can be different, 

trajectory shape is divided into the maximum of these 

two numbers. 

Heat map parameter for person ‘a’ is obtained using 

(10) based on the average heat map in a small 

rectangular plot of p and q.  

The rectangular segments R and C are derived from 

the path information obtained by individuals ‘a’ and ‘b’, 

which are equal to the rectangle that two people 

traveled in and out of the time window [23]. 

  (   )  ∑∑ ̅(   )   ‖(       )‖
 

   

 

   

 (10) 

where τ in (10) is the time window of the video. Then, 

the features of the DTW and Heat-maps between 

individuals ‘a’ and ‘b’ are estimated by [23]: 

   (   )  ∑∑  (   )  (   )

 

   

 

   

            (11) 

The output of (11) is the similarity feature of the DTW 

and heat map between individuals ‘a’ and ‘b’, indicating 

the sharing of heat maps of individuals ‘a’ and ‘b’ in the 

rectangular segment R and C. 

Evaluation  

MATLAB 2017 software was used to extract the 

feature and TensorFlow 2.0 was used for training and 

testing of deep learning. The output of the TensorFlow is 

a matrix, and the first and second columns of this matrix 

are people’s number.  

If the third column of this matrix is one, two people in 

the corresponding row are in the same group, and if the 

third column is zero, the two people in the relevant row 

are not in the same social group. MATLAB 2017 has been 

used to identify groups more than two person and to 

display the output on video.  

If the person with number of 40 is in the same group 

with the person with number of 43, the person with 

number of 43 and the person with number of 44 are in 

the same group, and the persons with numbers of 40 

and 44 are in the same group, a three-person group 

consists of people with numbers 40, 43 and 44 are made.  

Due to a large number of people in the video as well 

as people crossing different paths, it is difficult to 

identify groups. Crossing groups together also 

complicates the problem. Student003 [8], GVEII [22], 

ETH [28], Hotel [28],  and MPT 20x100 [23] datasets 

were used to evaluate the efficiency of the proposed 

method. Table 1 lists the features of these five 

databases. 

In Table 1, the variable of v is the number of videos, p 

is the number of participants, and g is the number of 

groups. The variables of d1 and d2 are the minimum and 

the maximum distances to a person (in meters), 

respectively. These datasets include people’s route data 

and the number of people. The third column of the table 

shows the number of people in the five databases. The 

average distance between groups in the five datasets 

varies, indicating the need for training. 
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Table 1: Comparison of five datasets 
 

 v P G d1 d2 

ETH 1 117 18 0.99 2.79 

Hotel 1 107 11 0.75 2.0 

Student 

003 

20 406 108 0.41 0.70 

GVEII 30 630 207 0.77 1.66 

MPT 

20x100 

20 82 10 0.63 1.45 

 
The results are compared using the precision and 

recall parameters.  

The precision is the ratio of the quantity of 

organizations successfully recognized to the variety of all 

the agencies recognized.  

The recall is the ratio of the variety of agencies 

efficaciously listed in the database to the number of 

faulty companies. The standard F-score, F1, is set out as 

follows: 

   
                  

                  
 (12) 

Because ETH, Hotel, student003 (CBE), GVEII, and 

MPT-20x100 datasets have unique properties, actual 

situations are evaluated with them. We current the 

effects output from the proposed technique in this 

section, and look at them with distinct methods. The 

results of the proposed method in each database are 

compared to existing methods.  

In [23], SVM based classification was used. 

Hierarchical clustering was reported in [24]. In [26], 

generating coherent filtering clusters was used. In [28], 

Generative adversarial networks and LSTM encoder 

were used. 

Table 2 shows the results of the proposed method in 

the ETH and Hotel datasets.  

In Table 2, the letter ‘P’ indicates precision, and the 

letter ‘R’ indicates recall. ETH and Hotel datasets consist 

of one video and have less information than student003 

(CBE), GVEII, and MPT-20x100 datasets. Deep neural 

network output in ETH and Hotel datasets is much 

weaker than existing methods.  

This means that little information for the deep neural 

network will not lead to the desired result. 

Table 3 shows the results of the proposed method in 

the CBE dataset. 

 

 

 

Table 2: Compare precision and recall for the ETH and Hotel 
datasets 
 

 ETH Hotel 

 P R P R 

Proposed 

method 

62.5 59.7 65.2 55.9 

[23] 91.1 83.4 89.1 91.3 

[24] 80.7 80.8 88.9 89.3 

[26] 69.3 68.2 67.3 64.1 

[28] 91.3 83.5 90.2 93.1 

 
Table 3. Compare precision and recall for the CBE dataset 
 

 Precision Recall 

Proposed method 81.8 80.6 

[23] 82.3 74.1 

[24] 72.2 65.1 

[26] 10.6 76.0 

[28] 82.1 63.4 

 
As shown in Table 3, the recall of the technique has 

an exceptional application, and the precision of the [23] 

method has the best application. The execution of the 

proposed method in the CBE dataset is shown in Fig. 5. 

 

 

Fig. 5: The output of the social groups detected by the 
proposed method in the CBE dataset. 

 
 



Deep Neural Network with Extracted Features for Social Group Detection 

53 
 

Table 4 shows the results of the proposed method in 

the GVEII dataset. GVEII dataset has 30 video and the 

most data for training and test of the deep neural 

network. 

  
Table 4. Compare precision and recall for the GVEII dataset 
 

 Precision Recall 

Proposed method 80.9 81.5 

[23] 79.7 77.5 

[28] 77.6 73.1 

 

As shown in Table 4, the precision and recall of the 

proposed method are the best among all methods. The 

execution of the proposed method in the GVEII database 

is presented in Fig. 6. 

 

Fig. 6: The output of the social group detection by the 
proposed method in the GVEII dataset. 

 

In Fig. 7 present the results of the proposed method 

in the MPT-20x100 dataset.  

As shown in Fig. 8, the F-score of the proposed 

method has the best performance in airport1, 

1chinacross4, 1dawei5, 1grand1, 1japancross2, 

1manko3, 1manko29, 1shatian3, 2dawei1, 2jiansha5, 

2manko2, and 2niurunning2. In Fig. 8, SCSL is [23] and 

VASG is [24].  

The results of the proposed method in the ETH, Hotel, 

student003 (CBE), GVEII, and MPT-20x100 datasets 

showed that small datasets like the ETH, and Hotel 

datasets have little data for deep neural network 

training.  

Large databases like the CBE, and GVEII databases 

have enough data to train deep neural networks, and the 

performance of this system in databases with high 

information is acceptable.  

MPT-20x100 dataset has one video in some scenes 

and two different videos in some scenes. As a result, in 

videos containing only one video in scene, MPT-20x100 

dataset does not perform well in the deep neural 

network. 

 

 

 

 

 
Fig. 7: The output of social group detection by the proposed 

method in the MPT-20x100 dataset. 
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Fig. 8: Compare F-score for the MPT-20x100 dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conclusion 

In this work, we used DNNs for detecting social 

groups with extracted features. Social group detection 

is one of the most necessary issues involved these 

days in the evaluation of interpersonal members in 

groups. In latest years, the use of deep neural 

networks (DNNs) for learning and detecting has been 

increased. The indexing consequences and the outputs 

of movies characterize the utility of DNNs with 

extracted features. 
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