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Background and Objectives: Object detection has been a fundamental issue in 
computer vision. Research findings indicate that object detection aided by 
convolutional neural networks (CNNs) is still in its infancy despite having outpaced 
other methods.  
Methods: This study proposes a straightforward, easily implementable, and high-
precision object detection method that can detect objects with minimum least 
error. Object detectors generally fall into one-stage and two-stage detectors. 
Unlike one-stage detectors, two-stage detectors are often more precise, despite 
performing at a lower speed. In this study, a one-stage detector is proposed, and 
the results indicated its sufficient precision. The proposed method uses a feature 
pyramid network (FPN) to detect objects on multiple scales. This network is 
combined with the ResNet 50 deep neural network.  
Results: The proposed method is trained and tested on Pascal VOC 2007 and COCO 
datasets. It yields a mean average precision (mAP) of 41.91 in Pascal Voc2007 and 
60.07% in MS COCO. The proposed method is tested under additive noise. The test 
images of the datasets are combined with the salt and pepper noise to obtain the 
value of mAP for different noise levels up to 50% for Pascal VOC and MS COCO 
datasets. The investigations show that the proposed method provides acceptable 
results.   
Conclusion: It can be concluded that using deep learning algorithms and CNNs and 
combining them with a feature network can significantly enhance object detection 
precision. 
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Introduction 

Object detection is a term to describe a subset of 

computer vision and machine learning techniques highly 

influenced by deep learning and CNNs. Many studies have 

been conducted in this area. Object detection aims to 

identify and locate the types of objects in an image and 

categorize them into humans, animals, or vehicles [1]. As 

humans easily identify objects in an environment, an 

object detection system is designed to be trained like 

humans to be able to identify objects of different 

categories in fed images. A lower semantic distance 

between  the   machine   and   man   evidently   improves 

 

system performance. The conventional object detection 

methods are developed on the basis of handcrafted and 

shallow trainable architecture features. The design of 

intricate sets combining the features of many low-level 

images can easily impede their performance. The swift 

advancement in deep learning robust has led to the 

introduction of robust tools with semantic learning 

capabilities and deeper features for problem-solving in 

conventional architectures [2]. The emergence of neural 

networks influenced object detection methods. A neural 

network is a computational model formed by a large 
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number of interconnected nodes or neurons, each 

indicating an output function called the activation 

function [3]. Such networks have wide-ranging AI 

applications, such as in signal processing and automatic 

control [3], as well as various image processing areas [4]-

[6], radar images processing [7], [8] and mobile 

telecommunications [9]. It should be stated that despite 

the wide application of neural networks, they generally 

fail to provide high precision in computer vision. 

Therefore, attempts were directed toward increasing the 

number of layers and the depth of these networks. 

However, there was a problem: increasing the number of 

layers would lead to the vanishing gradient problem, thus 

drastically slowing down the training process. Further, in 

more severe cases, it would halt the training process. 

Accordingly, the attempts to study deep learning 

increased. Deep learning, still under development, is a 

subset of machine learning that aims to learn from data 

using hierarchical architectures. It is extensively 

employed in artificial intelligence and machine vision [10]. 

Deep learning algorithms generally fall into four 

classifications: convolutional neural networks, restricted 

Boltzmann machine (RBM), autoencoders, and sparse 

encoders. These four categories are compared in this 

study. The computations of the RBM method are 

lengthier and time-taking. Autoencoders are not resistant 

to changes in the image, such as image rotation. 

The training of features is impossible in sparse coding. 

CNNs are applicable in two-dimensional data. They are 

resistant to image changes, which makes them excellent 

options for object detection, allowing them to perform 

optimally. A critical factor that has recently directed the 

attention toward deep learning is the success of these 

algorithms in the ILSVRC challenge held by ImageNet 

every year [10]. In deep-learning-based methods, the 

object features should be extracted from the image. In 

other words, the data should be processed to identify the 

explicit and determining features of the objects. The 

higher the number of the extracted features results in the 

higher the precision of object detection. Research shows 

that using deep learning algorithms can significantly 

improve the precision of object detection systems and 

help achieve close-to-human precision. Deep learning 

also facilitates feature extraction from images without 

human intervention, which is an outstanding contribution 

and a critical advantage. As mentioned, the convolutional 

neural networks are perfect for object detection. The 

proposed method is a hybrid method with a core founded 

on the ResNet [11] deep neural network. This network has 

been designed and implemented in various depths. The 

details can be found in [11].  

ResNet50, which is 50 layers deep, was selected 

among all ResNet layers. To improve the precision and 

quality of feature extraction, an FPN was designed based 

on [12], which was a hybrid of ResNet50 and a set of 

convolutional layers. 

Related Work 

Many studies address object detection, more 

specifically, to improve the precision of the existing 

systems and approximate neural networks to the human 

recognition system. Modern object detectors rarely can 

reach high-speed and precise inference with a short 

training. The TTFNet network has been proposed to 

balance precision, speed of inference, and training time 

[13]. Detectors with high-speed inference operators 

directly need less training time. Highly accurate detectors 

fall into detectors with low inference speeds and 

detectors requiring long training time. Authors in [13] 

stress the importance of shortening training time while 

maintaining the performance of well-known detectors. 

Since the time required for feature encoding and loss 

calculation is insignificant compared to feature extraction 

time. They adopt the training sample encoding approach 

to help enhance the learning rate and accelerate the 

training process. Authors in [14] propose a simple yet 

effective method called progressive self-knowledge 

distillation (PS-KD). This method employs its predictions 

as a model of trainer knowledge to strengthen the 

generalization performance of deep neural networks. In 

this method, the system plays the role of a learner that 

turns into a trainer over time. In this regard, the 

objectives are adjusted by combining the main 

background and the previous model predictions. The 

extensive research on image classification, object 

detection, and machine translation indicate improved 

performance by using this method. CNNs often encode an 

input image into a set of intermediate features. Although 

this structure is suitable for classification tasks, it fails to 

perform optimally in tasks requiring simultaneous 

detection and localization, such as object detection. The 

encoder-decoder architectures have been proposed as a 

solution. They are used by applying a decoder network on 

a backbone model. It has been noted that due to the 

decrease in the scale of the backbone, encoder-decoder 

architectures do not influence the establishment of 

robust multi-scale features. Accordingly, SpineNet, a 

backbone with scale-permuted features, is introduced 

[15]. The authors seek the answer to this question: Is the 

scale-permuted model a suitable backbone architectural 

design for simultaneous detection and localization? 

Intuitively, scale-permuted backbone architecture 

exterminates spatial information with down-sampling, 

challenging the retrieval of a decoder network. Object 

detection [16] is defined by estimating a very large but 

extremely sparse bounding box dependent probability 

distribution. This article introduces two new concepts: a 

corner-based region-of-interest estimator and a 

deconvolution-based CNN model. Most object detectors 
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are based on the anchor mechanism. To evaluate the 

alignment between the anchors and objects, they depend 

on calculating intersection over union parameters 

between the predefined anchor and real bounding boxes 

of objects. Authors in [17] question this type of using the 

intersection of union (IOU) and propose a new anchor 

alignment criterion. Anchors are a set of predefined 

reference boxes of a certain height and width. They are 

tiled across the image and help the network manages 

scale and object form changes by converting the object 

detection problem to a regression problem and classifying 

the anchor boundary box. This article proposes a mutual 

guidance mechanism that establishes an adaptive 

alignment between anchors and objects. The most 

modern object detection convolutional architectures are 

designed manually. In [18], the aim is to achieve a better 

architecture than an FPN for object detection. This article 

explores neural architectures and finds a new FPN in a 

new scalable searching space. This architecture is known 

as NAS-FPN, which is a combination of bottom-up and 

top-down connections. One-stage detectors 

simultaneously predict the classification time of objects 

and changes in the regression of the predefined boxes. 

This structure suffers from several flaws despite its good 

performance: The result of the predefined classification is 

inappropriately assigned to the regression during 

reasoning. Also, only one-time regression does not suffice 

for precise object detection. The present study first 

proposes a new module known as Reg-Offset-Cls (ROC) to 

solve the problem. The proposed module consists of 

three stages: bounding box regression, predicting the 

feature sampling location, and bounding box regression 

classification. Also, the hierarchical shot detector (HSD) 

detector was proposed to solve the second problem. This 

detector consists of two ROC modules and a feature-

enhanced module [19]. Another study presents a 

systematic investigation of neural networks architecture 

designed for object detection and proposes several major 

optimizations to improve system performance. This 

article first proposes a bi-directional feature pyramid 

network (BiFPN) that allows the convenient and fast 

combination of multi-scale features. Next, a hybrid scaling 

method is proposed. The authors use the EfficientNet 

backbone to develop a new family of object detectors 

known as EfficientDet [20] . Humans perceive the world 

through sight, hearing, touch, and past experiences. 

Human experiences are taught by normal or unconscious 

learning. Authors in [21] propose an integrated network 

called YOLOR to encode implicit and explicit knowledge. 

Similar to the human brain, which is capable of conscious 

and unconscious knowledge acquisition, this integrated 

network can set up a display of simultaneous 

performance of tasks. This article summarizes how to 

design an integrated network that interpolates implicit 

knowledge into explicit knowledge. A systematic 

investigation of copy-paste indicates the sufficiency and 

acceptable performance of the simple mechanism of -

randomly pasting the objects [22]. In [23], a large set of 

untagged images have been utilized for object detection. 

Authors study only several tagged images in each class. 

This method is known as multi-sample object detection. 

This procedure is iterated between the training model 

and the highly reliable sampling. In the training process, 

convenient samples are created first. Then, the initial 

weak model can improve. Over time, more reliable 

samples are selected, followed by another round of 

model improvement. The introduced framework is 

referred to as multi-modal self-paced learning for 

detection (MSPLD) [23]. An accurate, flexible, and 

completely anchor-free framework for object detection 

has been introduced [24].  
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Method Brief description of the method 

TTFNet 
[13] 

The TTFNet network has been proposed to 
balance precision, speed of inference, and 
training time. 

PS-KD [14] 

This method employs its predictions as a 
model of trainer knowledge to strengthen the 
generalization performance of deep neural 
networks. 

SpineNet 
[15] 

In this method SpineNet, a backbone with 
scale-permuted features, is introduced . 

DeNet 
101 [16] 

In this method Object detection is defined by 
estimating a very large but extremely sparse 
bounding box dependent probability 
distribution. 

Localize 
[17] 

This article proposes a mutual guidance 
mechanism that establishes an adaptive 
alignment between anchors and objects 

NAS-FPN 
AmoebaN

et [18] 

This article explores neural architectures and 
finds a new FPN in a new scalable searching 
space. 

HSD [19] 
 Since the one-time regression does not suffice 
for precise object detection, HSD detector was 
proposed to solve this problem. 

EfficientD
et-D7x 

[20] 

This article proposes a bi-directional feature 
pyramid network and a hybrid scaling method. 

YOLOR‑D6 
[21] 

Authors in this paper propose an integrated 
network called YOLOR to encode implicit and 
explicit knowledge. 

Cascade 
Eff-B7 

NAS-FPN 
[22] 

A systematic investigation of copy-paste 
indicates the sufficiency and acceptable 
performance of the simple mechanism of -
randomly pasting the objects. 

MSPLD 
[23] 

In this article a large set of untagged images 
have been utilized for object detection. 

FoveaBox 
[24] 

In this article an accurate, flexible, and 
completely anchor-free framework for object 
detection has been introduced. 
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Although almost all the highly advanced object 

detectors use predefined anchors, their proposed 

method directly learns the probability of the existence of 

an object and the bounding box coordinates without the 

anchor. This procedure involves two stages: the -

prediction of class-sensitive semantic maps to measure 

the mentioned probability and the production of class-

bounding boxes for each location with a potential object. 

In Table 1, related works are briefly stated. 

The Proposed Method 

Object classification and location are two critical steps 

in an object detection system design. The proposed 

method in this study is CNN-based and one-stage, with a 

ResNet50 core that can localize and classify the objects in 

the image. To achieve higher efficiency and better feature 

extraction, the FPN used here was combined with 

ResNet50. With the usage of a one-stage detector in this 

study, this question may arise: Is a simple one-stage 

detector able to achieve the same precision as a two-

stage detector, as they have been known for their good 

performance? It should be noted that one-stage -

detectors are applied to the regular and dense samplings 

of objects' locations scales. Recent research on one-stage 

detectors indicates that new one-stage detector designs 

are ten to forty percent more accurate than advanced 

two-stage methods [25]. Accordingly, the proposed 

method is a one-stage system with a ResNet50 core [11]. 

Moreover, the method involves an FPN to improve the 

feature extraction process and enhance the precision of 

the object detection system.  

In general, the proposed method consists of two 

stages: 

A) The training stage: Before the proposed system 

begins object detection, a convolutional neural network 

should be trained on a dataset. 

 B) The object detection stage: at this stage, the 

desired images (test images) are fed to the system. The 

system then detects the objects based on the training 

received in the previous stage. Below is the pseudocode 

of the proposed method. 

Network ResNet 

It is one of the deepest available architectures. It was 

introduced by Microsoft in 2015. With a depth of 152 

convolutional layers and one fully-connected layer, this 

architecture has been recognized as the superior 

architecture in many competitions. It has also been able 

to reduce the ISLVRC challenge error by 3.57% [11]. This 

architecture has various layer depths discussed in [11]. 

The proposed method uses the Resnet50 structure. The 

number (50) indicates the layer depth of this architecture. 

(See Table 2). The ResNet architecture is one of the 

deepest architectures, which is presented in different 

depths (18, 34, 50, etc.) [11] . 

 
 

Table 2: The layer details of ResNet50 [11] 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Before this architecture was introduced, other 

architectures had shown that increasing network depth 

has a direct effect on network efficiency and increases 

network efficiency but the problem was that in those 

architectures due to the problem of vanishing gradient. 

The depth of the network could be increased to a certain 

extent. In order to increase the depth of a shallow 

network, we need the identity layer. ResNet is a residual 

deep learning framework whose architecture is such that 

the identification of the layers is easily performed. 

Algorithm 1: The pseudocode for proposed method  

    START  
1  Downloading the dataset. 
2  Implementing utility functions. 
3        coordinates of the corners  
4        coordinates of the center and the box  
5  Computing pairwise Intersection Over Union (IOU. 
6   Implementing Anchor generator. 
7  Resizing The Input IMAGE (1333*800) 
8  Encoding labels. 
9  Building the ResNet50 backbone. 
10 Building Feature Pyramid Network(FPN). 
11 Building the classification and box regression head. 
12 Implementing decode predictions. 
13       confidence_threshold=0.05,  
14       nms_iou_threshold=0.5, 
15 Implementing losses. 
16 Setting up training parameters. 
17 Initializing and compiling model. 
18 Setting up callbacks. 
19 Load the dataset. 
20 Training the model And Loading weights.  
21 Building inference model. 
22 Generating Object detections. 
          END.   

Layer name Output size 50-layer 

Conv1 112×112 7×7, 64, stride 2 

Conv2_x 56×56 

3×3 max pool, stride 2 

[
1 × 1ˎ64
3 × 3ˎ64

1 × 1ˎ256
]×3 

Conv3_x 28×28 [
1 × 1ˎ128
3 × 3ˎ128
1 × 1ˎ512

]×4 

Conv4_x 14×14 [
1 × 1ˎ256
3 × 3ˎ256

1 × 1ˎ1024
]×6 

Conv5_x 7×7 [
1 × 1ˎ512
3 × 3ˎ512

1 × 1ˎ2048
]×3 

 1×1 
Average pool, 1000-d fc, 

softmax 
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Therefore, by using this architecture, the depth of the 

network can be increased. In addition, ResNet's 

architectural structure is designed in such a way that 

there is an input from the previous step in each step, and 

this causes that better feature maps to be produced. 

Since in the proposed method we combine a feature 

pyramid network with the ResNet architecture and this 

increases the depth of the network, therefore, we choose 

the depth of 50 (ResNet50) among the different 

structures of the ResNet architecture so that the training 

of the network does not take too long and object 

detection is faster performed. 

Feature Pyramid Network 

FPNs can be applied to extract feature maps of images 

more efficiently. The proposed FPN used in [12] has a top-

down architecture with lateral connections to create 

feature maps. This network significantly improves the 

feature extraction process. Multi-scale object detection is 

a major challenge in computer vision. This pyramid can 

enable a given model to detect objects in a wide range of 

scales by scanning locations and pyramid surfaces, hence 

the use of feature pyramids in the proposed method. The 

reported method in [12] purposes using the pyramidal 

and hierarchical structure of a convolution network . To 

achieve this goal, a structure has been relied on that 

combines low-resolution and semantically strong 

features with high-resolution and semantically weak 

features in a top-down manner. This pyramid can enable 

a given model to detect objects in a wide range of scales 

by scanning locations and pyramid surfaces, Therefore, 

following the ResNet network, we implemented a feature 

pyramid network to extract features more accurately. 

Eight two-dimensional convolutional layers have been 

incorporated into the proposed method to develop this 

network (See Table 3). 
 

Table 3: The convolutional layer details used in creating the FPN 
used 
 

Padding Stride Dimensions 
Number 
of filters 

Layer 
name 

Same 1 1×1 256 Conv 1 

Same 1 1×1 256 Conv 2 

Same 1 1×1 256 Conv 3 

Same 1 3×3 256 Conv 4 

Same 1 3×3 256 Conv 5 

Same 1 3×3 256 Conv 6 

Same 2 3×3 256 Conv 7 

Same 2 3×3 256 Conv 8 
 

Fig. 1 shows the structure of the core of the proposed 

system, and as it is known, the core of the system in our 

proposed method is created by combining a deep 

convolutional neural network called ResNet [11] with a 

feature pyramid network. This structure makes the  

extraction of features better and ultimately improves the 

accuracy of the object recognition system . 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: The proposed system's core. 
 

Image Resizing 

The dimensions of the image change in a way that the 

length of the shorter side of the image equals 800 pixels. 

If the longer side of the image equals 1333 pixels after 

image resizing, the image size changes so that the longer 

side length equals 1333 pixels. In other words, in this 

stage, a minimum image side of 800 pixels and a 

maximum side length of 1333 pixels are defined. 

Raw labels 

Raw labels, including bounding boxes and class 

attributes, are applied in network training. This operation 

consists of the following stages: 

• Creating anchor boxes in proportion to the database 

image dimensions. 

• Assigning the ground truth box of objects (the main 

box refers to the actual box of every object in the 

image) to anchor boxes. 

 Here, the ground truth box of objects is assigned to 

anchor boxes based on overlapping. To that end, the IOU 

should be calculated among all anchor boxes during the 

training time and the ground truth box of the objects. The 

comparison based on IOU as a block diagram depicted in 

Fig. 2. 

 
Fig. 2: The IOU block diagram. 
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System Training and Feature Extraction 

In the training process, the system seeks to identify the 

best unknown parameters, such as the weight of 

convolutional filters and coefficients of the fully-

connected layers, to achieve the least classification error 

rate. The proposed method uses the back propagation of 

errors and stochastic gradient descent (SGD) methods to 

update the weights in each iteration. 

In stochastic gradient descent, the weights in each 

iteration are updated according to (1) . Equation (2) is the 

simpler re-expression of (1). 

θ = θ − η ∙ ∇θ J(θ; x(i); y(i)) (1) 

x = x − (Learning_rate) ∗ dx (2) 

where x is the order of parameters and weight of the 

filters and Learning_ rate indicates the rate at which the 

network is trained, determined at the beginning of the 

training process . It should be noted that the training rate 

parameter is modifiable. After a sufficient number of 

iterations, the network is trained to classify the database 

images.  

After the training, the features of the dataset images 

should be extracted, which is a critical step as 

classification is performed based on these features and 

the rectangular boxes of objects (called windows, 

showing the location coordinates of objects). Finally, 

when an image is fed to the convolutional network, it 

crosses the convolutional layers, leading to a vector 

output. This output is known as the feature vector. By 

feeding all the images in the dataset to the network, there 

will be a set of feature vectors. Each vector is provided to 

the fully-connected layer for classification. The fully-

connected layer in the proposed method here consists of 

1000 neurons. Therefore, there will ultimately be 1000 

specific classifications of database images. Generally, to 

summarize the first stage, the designed system is trained 

based on a set of datasets in the first stage. The optimum 

weights of filters and network parameters of the 

convolutional network, which are set to the optimal state 

to minimize classification errors, are then calculated to 

finalize the classification of the dataset images. This data 

is used to detect the existing objects in a new image. Next, 

for object detection, the test images are fed to the 

system. With the passing of images from the trained 

system, the feature vector of each image is extracted. 

Based on the classification set in the previous stage, the 

fully-connected layer determines the class of each object. 

Activation Functions 

Activation functions are essential in neural networks, 

playing a vital role in the network. The role of these 

functions is to make the optimization problem non-linear. 

More specifically, the activation functions decide whether 

or not a specific neuron in neural networks should be 

activated, determining to which category or class the 

output of the neural network belongs. Activation 

functions fall into various types, such as sigmoid, Tanh 

hyperbolic, and ReLU. The proposed method uses the 

ReLU and sigmoid functions as given by (3) and (4), 

respectively. 

f(x)=max (0,x)                                                                         (3) 

𝜎(𝑥) = 1/(1 + 𝑒−𝑥)                                                            (4) 

Results and Discussions 

This section discusses the evaluation criteria, datasets, 

and implementation results. Also, it compares the 

numerical results of the proposed method with some 

recent methods.  

Evaluation Criteria 

Here, the mAP criterion was used, as it is one of the 

most common and important evaluation criteria in object 

detection. 

Intersection Over Union (IOU) 

IOU is an evaluation criterion used to examine the 

precision of the predicted bounding box according to the 

ground truth box of the objects. Its value indicates the 

overlapping area between the predicted box and is a 

number that is the ground truth box of the object. In the 

case that this value is greater than a specific threshold, 

the system recognizes that anchor box as a predicted 

object. Therefore, this criterion determines the location 

precision by comparing the overlap between the ground 

truth box and the predicted bounding box. The 

determined value is between zero and one. The detection 

of an object is regarded as true when its IOU value 

exceeds a predefined threshold value. The usual 

threshold value is 0.5. When the predicted box overlaps 

with a ground truth box of more than 50%, the diagnosis 

made is considered valid. IOU is expressed as the follows: 

 IOU = (area of overlap)/(area of union)                           (5)  

where the area of overlap is the intersection between the 

two boxes that also indicates the level of overlap. Area of 

union indicates an area with zero overlap between the 

two boxes [26]. 

The Precision and Recall Criteria 

Precision (P) and recall (R) are used to evaluate the -

classification ability of a method in question. In that 

regard, the values of the following parameters should be 

determined: true positive (TP) diagnosis, false positive 

(FP) diagnosis, and false negative (FN) diagnosis. These 

parameters are estimated based on location precision, -

which is calculated based on IOU. Based on the IOU 

threshold values, then the values of TP and FP are 

calculated for the detected objects. The values of P and R 

are determined per each detection (true or false) based 

on TP and FP values using the Equations below [26]: 
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                                                      (6) = 
TP 

all detections 
 

TP 

 TP +FP 
 =P 

R= 
TP 

all ground truths 
=  

TP 

TP+FN
                                                (7) 

Average Precision (AP) and Mean Average Precision 

(Map) 

The average precision criterion is calculated according 

to the values of P and R. This parameter is the average 

precision obtained per recall. The value of mAP is then -

calculated by determining the mean of the AP value in 

different classifications [26], [27]. 

Datasets 

To assess the performance of every object detection 

system, they should be run on suitable databases, and the 

standard criteria should be calculated accordingly. In this 

study, the Pascal VOC and COCO datasets were used for 

this purpose. 

The Pascal Visual Object Classes (VOC) Dataset 

This dataset was introduced in 2005. It comprises two 

sections: the first section consists of various image 

classes. The second section includes the annual 

tournaments. It consists of five challenges: classification, 

diagnosis, segmentation, action classification, and person 

layout. The various solution methods used in different 

competitions are discussed and compared in a workshop. 

The tournament was held from 2005 to 2012. Fig. 3 shows 

several sample images of this dataset [28]. 

 

 

Fig. 3: Sample images of the Pascal VOC dataset [28]. 
 

The Microsoft Common Objects in Context (MS 

COCO) Dataset 

Microsoft researchers introduced this database in 

2014. It consists of 91 classes of objects and many 

samples and tagged images. Compared to Pascal VOC, it 

has fewer feature categories and samples in each 

category.  

This dataset addresses three core problems: detection 

of non-iconic view of objects, contextual reasoning 

between objects, and precise two-dimensional location of 

objects.  

Fig. 4 presents a sample image of images in this dataset 

[29]. 
 

 

 

 

 

 

 

 

 
 

Fig. 4: Sample images of the MS COCO dataset [29]. 

The Implementation Results 

This section is a discussion of simulation results 

performed on two important object detection datasets. 

First, the average precision criterion is separately applied 

as a sample to each class of the existing objects in both 

datasets. The mAP of the proposed method is then 

compared with some recent methods.  

Table 4 shows that the proposed method achieved a 

better average precision in 10 sample classes, such as 

Bird, Dog, Cat, and Person. Then, by calculating the 

precision of all classes and obtaining their means, the 

mAP value of the proposed method is calculated. This 

criterion indicates the performance of the object 

detection system. 
 

Table 4: The average precision of the proposed method in ten 
different classifications in the Pascal VOC 2007 and MS COCO 
datasets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5 compares the proposed method with several 

recent methods based on the values of the mAP criterion.  

As shown, the proposed method displayed a good 

object detection performance. The method proposed 

yielded a mean average precision (mAP) of 41.91 in the 

Pascal Voc2007 and 60.07% in COCO. Fig. 5 and Fig. 6 

display samples of the detected objects by the proposed 

method in Pascal VOC and MS COCO datasets. 

 

 
 

Class 
Average precision (%) 

Voc 2007 dataset MS COCO dataset 

Person 97.43 85.08 

Cat 96.91 71.42 

Dog 94.43 73.80 

Bird 98.40 87.43 

Train 91.23 67.42 

Car 98.29 90.06 

Motor 93.55 79.32 

Bus 95.14 76.83 

Cow 92.43 72.18 

Sheep 94.27 85.1 
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Table 5: The results of the mAP criterion of the proposed 
method and several recent methods in the Pascal VOC 2007 and 
MS COCO datasets 
 

 

 
Fig. 5: Samples of objects detected in Pascal VOC. 

 

 
 

Fig. 6: Samples of objects detected in MS COCO. 

The Proposed System Under Noise 

To better evaluate the proposed model, some noise 

was introduced to the proposed system to examine its 

performance under noise. The test images of the datasets 

were combined with the salt and pepper noise [32] to 

obtain the value of mAP for different noise levels. Fig. 7 

shows the mAP value against noise levels. 

As shown, even at 0.3 noise level (for instance, when 

30% of pixels of the image have been ruined by noise), the 

detection precision is above 50%. In real imaging 

situations, usually, the noise generated on the images is 

less than 0.05., hence the acceptable performance of the 

proposed model even in dealing with this level of noise. 

To obtain an intuitive understanding of the noise level, 

Fig. 8 display the output of the proposed model under 

different noise levels.  

 
 

Fig. 7: The mAP diagram based on the noise level. 
 

 
 

Fig. 8: Object detection with different noise levels: (A) 0.1, (B) 
0.25, (C) 0.35 and (D) 0.5. 

 

Conclusion 

Since object detection is widely used in various fields 

such as medicine, self-driving cars, radar images 

processing and etc, the aim of this article is to implement 

a method for object detection with high accuracy. In this 

research, we studied the new articles which were 

presented in the topic of object recognition in the last few 

years and we found this reality that the object detection 

by convolutional neural networks is superior to other 

methods, but still the existing methods can be improved 

in terms of accuracy and speed. Therefore, our most 

important goal in this article was to present a method 

based on deep learning, using convolutional neural 

networks to recognize objects so that the proposed 

method detects objects with the least error in the 

shortest possible time. In general, object detection 

methods are classified into single-stage and two-stage 

detectors, and two-stage detectors are often more 

accurate but slower than single-stage detectors. Here, a 

one-stage object detection method was implemented 

using CNNs with a ResNet50 core. An FPN was used to 

improve the quality of the feature extraction process. The 

proposed system was then trained and evaluated with MS 

COCO and Pascal VOC2007 datasets. In the end, the value 

of mAP, one of the most notable criteria for performance 

evaluation of object detection systems, was calculated. 

MS COCO 

mAP% 

Method 

Name 

Pascal VOC 

mAP% 

Method 

Name 

35.1 TTFNet [13] 79.7 PS-KD [14] 

45.3 
SpineNet-

49 [15] 
77.1 

DeNet-101 

[16] 

47.4 

UniverseNe

t-20.08s 

[30] 

81.50 Localize [17] 

48.3 

NAS-FPN 

AmoebaNet 

[18] 

83.00 HSD [19] 

55.1 
EfficientDet

-D7x [20] 
83.90 ReCoR [31] 

57.3 
YOLOR‑D6 

[21] 
88.6 

Cascade Eff-

B7 NAS-FPN 

[22] 

56.6 MSPLD [23] 76.60 FoveaBox [24] 

60.07 
proposed 

method 
91.41 

proposed 

method 
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The proposed method was evaluated against seven other 

methods based on the mAP value obtained in each 

dataset. Moreover, a specific noise level was added to 

further investigate the system's performance in different 

noise level scenarios and mAP values.  

The results indicated the better performance of the 

proposed method. Therefore, since the proposed system 

was trained using a deep-learning algorithm, the features 

of images were extracted hierarchically from the input 

images. The extracted data were then combined with an 

FPN. This combination improved the proposed method's 

detection precision. Accordingly, it can be concluded that 

using deep learning algorithms and CNNs and combining 

them with a feature network can significantly enhance 

object detection precision. And finally, considering the 

importance and many applications of object recognition a 

lot of research can be done in this field. Some examples 

of future work are as follows: 

• Implementation of the proposed method presented in 
the article with other architectures and comparison 
with the results of our method. 

• Investigating the use of noise reduction methods in 
object recognition . 

• Implementation of the proposed method in order to 
object detection in the video. 

• Designing a system by combining current object 
detection methods which may lead to improved 
performance . 
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Abbreviation 

CNN Convolutional Neural Network 

FPN Feature Pyramid Network 

MAP Mean Average Precision 

ResNet Residual Network 

COCO Common Objects in Context 

MS COCO MicrosoftCommon Objects in Context 

VOC Visual Object Classes 

RBM Restricted Boltzmann Machine 

ILSVRC ImageNet Large Scale Visual 
Recognition Challenge 

TTFNet Training Time Friendly Network 

PS-KD Progressive Self-Knowledge distillation 

IOU Intersection Of Union 

HSD Hierarchical Shot Detector 

BIFPN Bi-directional Feature Pyramid 
Network 

YOLOR You Only Learn One Representation 

MSPLD Multi-modal Self-Paced Learning for 
Detection  

DeNet Danish Ethernet Network 

AR Average Precision 
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