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Background and Objectives: Twitter is a microblogging platform for expressing 
assessments, opinions, and sentiments on different topics and events. While there 
have been several studies around sentiment analysis of tweets and their popularity 
in the form of the number of retweets, predicting the sentiment of first-order 
replies remained a neglected challenge. Predicting the sentiment of tweet replies is 
helpful for both users and enterprises. In this study, we define a novel problem; 
given just a tweet's text, the goal is to predict the overall sentiment polarity of its 
upcoming replies. 
Methods: To address this problem, we proposed a graph convolutional neural 
network model that exploits the text's dependencies. The proposed model contains 
two parallel branches. The first branch extracts the contextual representation of 
the input tweets. The second branch extracts the structural and semantic 
information from tweets. Specifically, a Bi-LSTM network and a self-attention layer 
are used in the first layer for extracting syntactical relations, and an affective 
knowledge-enhanced dependency tree is used in the second branch for extracting 
semantic relations. Moreover, a graph convolutional network is used on the top of 
these branches to learn the joint feature representation. Finally, a retrieval-based 
attention mechanism is used on the output of the graph convolutional network for 
learning essential features from the final affective picture of tweets. 
Results: In the experiments, we only used the original tweets of the RETWEET 
dataset for training the models and ignored the replies of the tweets in the training 
process. The results on three versions of the RETWEET dataset showed that the 
proposed model outperforms the LSTM-based models and similar state-of-the-art 
graph convolutional network models.  
Conclusion: The proposed model showed promising results in confirming that by 
using only the content of a tweet, we can predict the overall sentiment of its replies. 
Moreover, the results showed that the proposed model achieves similar or 
comparable results with simpler deep models when trained on a public tweet 
dataset such as ACL 2014 dataset while outperforming both simple deep models 
and state-of-the-art graph convolutional deep models when trained on the 
RETWEET dataset. This shows the proposed model's effectiveness in extracting 
structural and semantic relations in the tweets. 
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Introduction 

Twitter is a social networking and microblogging platform 

with nearly 400 million users worldwide. Its interesting 

characteristics have made Twitter a prominent 

communication tool for not only ordinary people but also 

particular users, including students [1], [2], politicians [3], 

[4] medical specialists [5], [6], athletes [7] and traders [8], 
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[9]. Users post their tweets to share daily updates, talk 

about their opinion and emotions, and keep in contact 

with friends and family [10], [11]. Moreover, people use 

Twitter to connect with others to discuss common 

interests and concerns with other users worldwide. This 

may be achieved by tweeting, retweeting, mentioning, or 

replying to other users' tweets [11]. Therefore, in recent 

years, mining Twitter for information about people and 

their opinion, sentiment, preferences, and reactions to 

events has attracted the increasing attention of 

researchers, companies, and media organizations [10]. 
Many research studies have addressed Twitter 

sentiment analysis since 2011 [10]. The main goal of 

Twitter sentiment analysis is to detect the sentiment 

polarity of a given tweet in terms of positive, negative, or 

neutral [11], [12]. In addition to standard tweet polarity 

detection, more fine-grained tasks, including emotion 

detection [13], personality detection [14], event 

detection [15], stock prediction [16], and election 

prediction [17], have also been investigated in recent 

years. Sentiment analysis of Twitter data has more 

challenges than sentiment analysis of reviews or similar 

texts [12], [18]. This has several reasons, including the 

limited length of tweets, the use of informal language and 

unique abbreviations, and complex relations formed 

using the mention, retweet, and reply mechanisms of 

Twitter. Therefore, several studies addressed sentiment 

analysis of Twitter data for English and other languages in 

the last decade [19]-[22]. 

With the growing number of Twitter users and the 

increase of tweets’ impact, users' desire to capture other 

users’ attention via their tweets has increased [23]. High-

quality tweets (i.e., those that capture others’ attention) 

can increase users’ reputations [24]. Therefore, predicting 

other users’ reactions to a tweet is essential for users, 

especially before they post their tweets [24], [25]. The 

number of times others like a tweet or, similarly, the 

number of retweets may be signs of a good impression 

and hence may be used as popularity metrics for a tweet 

[24]. In addition to these metrics, tweet replies may also 

be analyzed to detect the sentiment of repliers expressed 

in their replies as a measure of popularity for the source 

tweet. To predict other users’ reactions to a tweet before 

posting, it is necessary to analyze the textual content of 

the tweet. This is a challenging problem among natural 

language processing tasks because tweets have limited 

length, forcing users to abbreviate words, invent 

acronyms on the fly, or even omit words [10], [26].   

Every tweet may produce positive, negative, or neutral 

sentiments and reactions in its readers [10]. Such 

responses may be shown in terms of likes or dislikes, 

retweets, or posting textual replies. For likes and 

retweets, the number of users who like a tweet or 

retweet it may be considered a factor for measuring the 

positive reaction of other users [24]. However, for replies, 

the number of replies does not necessarily show the 

popularity and the positive responses of others. In this 

case, the tweet replies' content must be considered to 

determine how positive/negative the reactions are [27]. 

Several studies have addressed the problem of predicting 

the number of likes and retweets in recent years [23], 

[28]-[30]. These studies usually model the issue as a 

regression problem in which the model's output is the 

predicted number of likes or retweets over time [29]. 

However, indicating other users’ sentiments shown in 

their replies has been neglected in previous studies [27].  

Recently, Arasteh et al. [27] addressed the problem of 

predicting the overall sentiment of tweet replies and 

proposed a deep learning-based method for this problem. 

Specifically, they created a relatively large dataset of 

tweets and their first-order replies, RETWEET, and trained 

a bi-directional long short-term memory (Bi-LSTM) deep 

model on manually labeled tweets from the SemEval 

datasets [31]. Then, using this trained model, they predict 

the sentiment polarity of all tweet replies without 

considering the source tweets. Finally, using a heuristic 

averaging algorithm, they assigned a label to each source 

tweet according to its replies’ polarity labels [27]. 

Although this study presented the problem of predicting 

tweet replies’ sentiment for the first time, the main 

shortcoming is the need for having all replies for labeling 

a tweet. Ignoring the content of the source tweet and 

assigning a sentiment polarity label using its replies 

necessitate waiting for others' reactions in terms of their 

reply to predict the overall sentiment of replies. This 

seems to be the main weakness of their proposed 

solution to the problem [27].  

In this study, we define a new problem as follows. 

Given only the textual content of a source tweet, the task 

is to predict the overall sentiment polarity of upcoming 

replies. To address this problem, we propose a new deep 

learning-based model for processing tweets' textual 

content and predicting their replies' overall sentiment. To 

this end, we used the RETWEET dataset [32], which 

contains several tweets and their corresponding first-

order replies. In our proposed model, unlike [32], we do 

not use replies’ textual content and only exploit the 

source tweets’ content. Specifically, we trained a graph 

convolutional network (GCN) on the textual content of 

source tweets to learn the structural and semantic 

relations in the text. Then, we evaluate the trained 

network on unseen tweets in the dataset. In summary, 

the main contributions of the current study are as follows: 

• Defining the problem of predicting the overall 

sentiment polarity of tweet replies only based on the 

textual content of the source tweet. 

• Proposing a graph convolutional network model for 

exploiting structural and semantic relations in the tweets. 
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• Comparing the baseline and state-of-the-art graph 

convolutional network models with the proposed model 

on three versions of the RETWEET dataset.  

The remainder of the paper continues as follows. In the 

next section, a brief overview of related studies will be 

presented. The proposed model will be described in 

section III. Experimental results are shown in section IV. 

Conclusions and directions for future work will be 

discussed in the last section. 

Literature Review 

In this section, a brief overview of related studies is 

presented in two subsections as follows. Some Twitter 

data analysis studies are shown in the first subsection, 

and deep learning-based models for sentiment analysis 

are presented in the following subsection. 

A.  Twitter Data Analysis 

Kouloumpis et al. [10] investigated using linguistic 

features for message-level tweet sentiment analysis. They 

used a machine learning method and utilized lexical 

resources and hashtag information in training. They 

showed that part-of-speech (POS) features were not 

helpful, while sentiment linguistic features and emoticons 

are helpful for classification [10]. Agarwal et al. [33] 

proposed a machine learning approach for sentiment 

analysis of Twitter data and modeled the problem as 

binary and 3-way classification problems. They evaluated 

unigram, feature-based, and tree-based models and 

showed that the combination of these models 

outperformed the baseline and each model in isolation 

[33]. Mohammad et al. [34] designed two sentiment 

lexicons and proposed a machine learning-based classifier 

for message-level and term-level sentiment classification 

of Twitter data. They showed that their lexicon-based 

approach outperformed the machine learning-based 

method.  

Some recent studies investigated problems that use 

sentiment analysis to address other issues. For example, 

Abdar et al. [26] proposed a model for detecting people's 

attitudes toward energy in Alaska. They used Twitter as a 

data source in which people express their sentiments and 

emotion towards different subjects, including Energy. 

Gagne et al. [1] analyzed nursing student tweets in three 

countries during COVID-19. They investigated the opinion 

of students in their tweets to help nurse educators better 

understand the students. Basiri et al. [12] proposed a 

deep learning-based model for sentiment analysis of 

tweets in eight countries during the COVID-19 pandemic. 

They offered a fusion model and showed that the 

sentiment intensity expressed by people at different 

times and governments was not identical. Ali et al. [35] 

proposed a deep learning model for sentiment analysis of 

tweets in Pakistan. They aimed to predict the results of 

the Pakistan general election in 2018 using Twitter data.  

Hong et al. [36] investigated the problem of predicting 

the popularity of tweets and used the number of retweets 

as the measure of popularity. They employed tweet 

contents and metadata of tweets, including temporal 

data and user data. In a similar study, Petrovic et al.  [29] 

investigated the problem of predicting the number of 

retweets and proposed a machine, learning-based model. 

They showed that although social features performed 

very well, tweet features could also be used in the model 

to reach human-level accuracy. Daga et al. [24] evaluated 

some machine learning methods learned on a bag-of-

words model and word embedding features to predict the 

number of likes and retweets for a source tweet. They 

showed that bag-of-words features were more helpful 

than embedding features for this task [24]. 

Lou et al. [37]  introduced the problem of predicting 

the users who retweet a source tweet. They proposed a 

machine learning-based method and used features such 

as retweet history and followers-related features. They 

showed that common interests and the history of 

retweeting were factors that could be used for predicting 

future retweets [37]. Wang et al. [38] proposed a deep 

learning-based model to analyze users' retweeting 

behavior. They integrated user-based and message-based 

features to model the group retweeting behavior and 

tweets’ content. In a similar study, Firdaus et al. [39] 

explored the problem of the retweeting behavior of users 

and focused on the topic's impact. Specifically, they 

investigated the effect of a user's topic-related sentiment 

on their retweet decision. They concluded that the topic 

and users' sentiment toward the topic were important for 

modeling their retweet behavior [39].  

Some recent studies addressed the problem of tweet 

popularity prediction using novel approaches. For 

example, Lymperopoulos [40] proposed a model based on 

electronic circuits for predicting the popularity of tweets 

in terms of their number of retweets. As another 

example, Garvey et al. [41] proposed an artificial 

intelligence probabilistic model for generating popular 

tweets. Specifically, they used econometrics, machine 

learning, and Bayesian theory to create the structure of 

high-impact tweets. Gao et al. [28] proposed a 

heterogeneous bass model for the prediction of the 

popularity of tweets. They considered tweets with a 

similar topic, using a clustering approach and linear 

regression to improve the system's performance. 

Rivadeneira et al. [23] proposed an evidential reasoning 

model for predicting tweets' impact. Specifically, they 

used five features of tweets to indicate the number of 

electoral-related retweets.   

B.  Deep Learning 

Several studies applied deep learning techniques to 

sentiment analysis problems in different domains in 

recent years. For example, as one of the first applications 
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of the deep model in the sentiment analysis domain, Poria 

et al. [42] proposed a feature extraction method based on 

convolutional networks. They used the extracted features 

for multimodal sentiment analysis of short video clips. 

They reported a 14% improvement over existing methods 

for the same task. Edara et al. [43] applied LSTM to the 

problem of sentiment analysis of cancer-affected 

patients' tweets. They showed that their deep model 

outperforms traditional machine learning models. Basiri 

et al. [44] proposed a 3-way fusion model of deep and 

conventional learning techniques for sentiment analysis 

of drug reviews. They showed that their model 

outperformed traditional and deep models and 

considered classifier confidence in its decisions. 

Muhammad Shah et al. [45] proposed a deep model for 

multimodal patient review sentiment analysis. They 

processed both textual and image content of patients' 

reviews published on the Yelp.com platform.  

Parimala et al. [46] proposed an LSTM deep model for 

sentiment analysis of tweets collected before, after, and 

during disasters. They compared their model with 

traditional learning models and reported a slightly better 

performance for the binary classification scenario. Basiri 

et al. [12] proposed a deep fusion model consisting of four 

deep and one traditional learning method for analyzing 

COVID-19 tweets in different countries.  Serrano-

Guerrero et al. [47] addressed the problem of sentiment 

analysis and emotion recognition of patients' reviews. 

They proposed a hybrid of bidirectional gated recurrent 

unit (Bi-GRU) and convolutional network to classify 

reviews. They also evaluated different word embeddings 

for their models and showed that their clinical-domain 

word embedding model outperformed other deep and 

traditional learning models. Basiri et al. [48] proposed a 

Bi-LSTM model for sentiment analysis of online doctor 

reviews. They introduced the PODOR dataset containing 

Persian online doctor reviews and showed that their 

proposed deep model outperforms traditional learning 

models for the polarity detection of online doctor 

reviews. 

Some recent studies applied deep learning models to 

the problem of sentiment analysis in other languages. For 

example, Shehu et al. [49] evaluated different data 

augmentation and deep learning models on Turkish 

tweets. They compared their models with traditional 

machine learning models and concluded that 

conventional models outperformed deep models in 

speed, but deep models performed better. Several 

studies applied deep learning models to Arabic sentiment 

analysis [50]. For example, Elfaik et al. [51] used Bi-LSTM, 

Saleh et al. [52] used a hybrid of CNN and LSTM models, 

and Al-Dabet et al. proposed a CNN-based model for 

aspect-based sentiment analysis of Arabic texts. 

Dashtipour et al. [53] used LSTM and CNN for Persian 

sentiment analysis of movie reviews. Bokaee Nezhad et 

al. [54] applied a combination of CNN and LSTM models 

to COVID-19 tweets in the Persian language. Gonzalez et 

al. used pre-trained Bert models for Spanish tweet 

sentiment analysis. Gan et al. used an attention 

mechanism on a CNN-BiLSTM model for Chinese 

sentiment analysis.  

Smetanin et al. [55] applied a transformer-based deep 

model to Russian sentiment analysis. In recent years, 

other languages have also been the target of deep 

learning methods for sentiment analysis problems. In 

summary, compared to the previous studies, the novelty 

of the current research is two-fold. First, we introduce a 

new problem in the domain of sentiment analysis of 

Twitter data. Second, we propose a new attentive graph 

convolutional deep model for solving the problem. The 

proposed model will be described in the next section in 

more detail. 

Proposed Model 

We exploit graph-based convolutional neural networks 

in the proposed model to consider tweets' structural and 

semantic information. The overall structure of the 

proposed model is shown in Fig. 1. 

 
Fig. 1:  The overall structure of the proposed model. 
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There are two parallel branches in the proposed model 

as follows. The first branch, which starts with the 

embedding module, extracts the contextual 

representation of the input tweets. The second branch 

extracts the structural and semantic information from 

tweets. Specifically, the input tweets 𝑡 = {𝑤1, 𝑤2, … , 𝑤𝑛}, 

containing n words, is sent to both embedding and 

structural relation extraction modules for converting to a 

numerical vector and extracting the structural graph, 

respectively. 

A.  Contextual Representation Branch 

In the embedding module, each tweet is converted to 

a numerical matrix using a lookup table which is usually 

derived from transformer-based pre-trained word 

embeddings such as BERT [56], Elmo [57], or Glove [58]. 

The numerical representation of each tweet, t, contains n 

vectors of length m, where m is the dimension of the word 

vectors in the lookup table. In the current study, we used 

300-dimensional vectors of Glove trained on 42 billion 

words from Wikipedia pages and newswires as the lookup 

table [58]. 

The Bi-LSTM module takes the embedding matrix of 

each tweet as input and derives its hidden contextual 

representations as follows. 

          (1) 𝐻𝑐 = {ℎ1
𝑐 , ℎ2

𝑐 , … , ℎ𝑛
𝑐 } = 𝐵𝑖 − 𝐿𝑆𝑇𝑀(𝑥) 

where, 

         (2) 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛] and 𝑥𝑖 ∈ ℝ𝑚 

The self-attention module is used on top of the Bi-

LSTM module to learn syntactical dependencies [59], [60]. 

Using this module, each word in the tweet pays attention 

to other words regardless of their position. To achieve 

this, three parameters, namely Q (queries), K (keys), and 

V (values), are combined as follows [59]: 

          (3) 𝐴𝑡𝑡(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑄𝐾𝑇)𝑉 

To obtain the values of the above three parameters, 

three randomly initialized weight matrices, WQ, WK, WV 

and the input of the self-attention module, which is here 

the output of the Bi-LSTM module, are used as follows:  

  (4) 
𝑆𝑒𝑙𝑓𝐴𝑡𝑡(𝐻𝑐) = 𝐴𝑡𝑡(𝐻𝑐W𝑄, 𝐻𝑐W𝐾, 𝐻𝑐W𝑉)𝑉 

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐻𝑐W𝑄𝐾𝐻𝑐𝑇)𝐻𝑐𝑊𝑉 

where W𝑄𝐾 = W𝑄𝑊𝐾
𝑇. 

B.  Relation Extraction Branch 

The structural relation extraction module is used in the 

proposed method to construct the dependency graph of 

tweets. To this aim, we first build the dependency tree of 

an input tweet using the SpaCy module [61]. Then, we 

make the adjacency matrix 𝐷 ∈ ℝ𝑛×𝑛 of the tweet using 

the dependency tree by setting 𝐷𝑖,𝑗 to one if there is a 

dependency between the ith and jth words and assigning it 

to zero otherwise. This strategy is proposed in [62] to 

create an undirected dependency graph. An illustrative 

example of converting a sample tweet "Some universities 

charge huge fees" to its corresponding adjacency matrix, 

is shown in Fig. 2. As shown in the figure, the undirected 

dependency graph is created based on the dependency 

tree relations.  

The semantic relation extraction module adds external 

knowledge to the dependency graph. This knowledge 

may be in the form of sentiment scores stored in a lexicon 

or an affective resource such as SenticNet [63]. In the 

current study, we used sentiment scores from SenticNet 

as follows. For each pair of dependent words 𝑤𝑖 and 𝑤𝑗 in 

the adjacency matrix, we compute 𝑆𝑖.𝑗 as: 

        (5) 𝑆𝑖,𝑗 = 𝑆𝑒𝑛𝑡𝑖𝑐(𝑤𝑖) + 𝑆𝑒𝑛𝑡𝑖𝑐(𝑤𝑗) 

 

 

𝐷 =

[
 
 
 
 
0 1 0     0 0
1 0 1     0 0
0 1 0     1 0
0 0 1     0 1
0 0 0     1 0]

 
 
 
 

 

Fig. 2:  A sample tweet and its corresponding dependency 
diagram, undirected dependency tree, and dependency graph. 

 
where Sentic(wi) is a real number in the range [-1,1] 

showing the sentiment intensity of wi according to the 

following rule: 

𝑆𝑒𝑛𝑡𝑖𝑐(𝑤𝑖) ∈ {
[−1,0), 𝑤𝑖𝑖𝑠 𝑎 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑤𝑜𝑟𝑑
(0, +1], 𝑤𝑖𝑖𝑠 𝑎 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑤𝑜𝑟𝑑

     (6) 

and if Sentic(wi) = 0, wi is a neutral word, or it is absent 

in SenticNet. Having computed Si,j for all dependent 

words, we enhance the adjacency matrix by: 

         (7)   𝐴𝑖,𝑗 = 𝐷𝑖,𝑗 × (𝑆𝑖,𝑗 + 1) 

C.  GCN and Attention 

The next module, GCN, takes the enhanced adjacency 

matrix and Hc as inputs and computes 𝐻,̃ which is the 

learned representation of the tweet as follows: 

�̃�𝑖 = 𝑟𝑒𝑙𝑢(�̃�𝑖𝑔𝑖𝑊 + 𝑏)                                  (8) 

𝑔𝑖 = ℱ(ℎ𝑖)                           (9) 

charge 

Univ. 

Some 

fees 

huge 
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�̃�𝑖 =
𝐴𝑖

1 + ∑ 𝐴𝑖.𝑗
𝑛
𝑗=1

 (10) 

where g is the hidden representation from the previous 

layer of GCN and ℱ(. ) is a transformation function, as 

suggested in [62].  

The attention module takes Hc and �̃� as inputs and 

computes the final representation of the tweets as 

follows: 

𝑟 = ∑ 𝛼𝑖ℎ𝑖
𝑐𝑛

𝑖=1                                   (11) 

𝑦 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑜𝑟 + 𝑏𝑜)                                        (12) 

where 𝛼𝑖 is the attention weight calculated as follows 

[62]: 

𝛼𝑖 =
𝑒

𝛽𝑗

∑ 𝑒
𝛽𝑗𝑛

𝑗=1

                                                     (13) 

𝛽𝑖 = ∑ ℎ𝑖
𝑐𝑇𝑛

𝑗=1 ℎ̃𝑖                                                (14) 

Here, the attention mechanism is a retrieval-based 

method proposed by [62] and adopted in [64] for learning 

the affective and semantic information from a sentence. 

Experimental Results 

A.  Datasets and Settings 

We used the RETWEET dataset [32] for experiments in 

the current study. The tweets in this dataset were 

downloaded using a pre-defined list of keywords. Word 

clouds of the train and test parts of RETWEET are shown 

in Fig. 3.  

Because the public version of the RETWEET dataset 

only contained tweet IDs, we downloaded the tweets 

using the provided IDs. However, from 35020 training 

tweets in RETWEET, only 17613 tweets were and from 

1519 test tweets, only 1037 tweets were downloaded. As 

discussed in the introduction section, unlike [32], we do 

not use the replies’ textual content and only exploit the 

source tweets’ content. 

Therefore, we only need the test part of the RETWEET 

dataset. This dataset contains 1037 tweets, and we 

named it "Original". Because the Original dataset is 

unbalanced, we created a "Balanced" version by selecting 

positive, neutral, and negative tweets according to the 

number of tweets in the minority class (i.e., neutral class) 

in the Original dataset. Moreover, we created a 

"Resampled" version of the Original dataset by 

resampling the classes according to the distribution of the 

classes in the train part of the RETWEET dataset 

introduced in [32]. 

The detailed specifications of the datasets are shown 

in Table 1 and the histograms of the distribution of tweets 

based on their word count in the datasets are shown in 

Fig. 4. 

In the experiments, we used the 300-dimensional 

vectors of Glove trained on 42 billion words from 

Wikipedia pages and newswires as the lookup table [58] 

for the proposed model. Also, in the GCN module, we 

used two layers, and the dimensionality of all hidden 

states was set to 300. The learning rate was 0.00002, the 

batch size was four, and the Adam optimizer with a 

learning rate of 0.001 was used for optimization. 

 

 

(a) 

 

(b) 

Fig. 3:  Word clouds of (a) the train and (b) the test parts of the 
RETWEET dataset. 

 
Table 1:  Specification of datasets used in the current study  
 

 Original Balanced Resampled 

 train test train test train test 

Negative 318 106 226 75 167 56 

Neutral 226 75 226 75 226 75 

Positive 234 78 226 75 120 40 

Total 778 259 678 225 513 171 

B.  Comparison Models 

To evaluate the proposed model, the following 

methods were used for comparison: 

 2-BiLSTM [32] uses two BiLSTM layers on the top of 

an embedding layer equipped with dropout layers. 

 2-LSTM [65] uses two serial LSTM layers on the top of 

an embedding layer.  
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 SenticGCN [64] uses a GCN with depth two on the top 

of an LSTM layer. This model uses structural and 

semantic information from tweets.  

 AffectiveGCN [64] is similar to SenticGCN but only 

employs semantic information to construct the 

dependency graph.  

 DSenticGCN [64] similar to SenticGCN but uses 

directed structural graphs and GCN with depth four.   

C.  Evaluation Criteria 

To assess the performance of models, accuracy and F1 

evaluation criteria are used in the experiments. 

𝐹1 =
2×𝜋×𝜌

(𝜋+𝜌)
                                   (15) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                          (16) 

𝜋 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                     (17) 

𝜌 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                     (18) 

where 𝜋 and 𝜌 are precision and recall, respectively. TP, 

TN, FP, and FN are true positive, true negative, false 

positive, and false negative, respectively. 

Results  

A.  Preliminary Results 

This section reports the results obtained by training 

the models on the ACL 2014 Twitter dataset. 

 

As we pointed out earlier, in [32], the RETWEET model 

was trained on the replies posted to the original tweets 

(i.e., the test set of the RETWEET dataset) and evaluated 

on the original tweets.  

There are better methods for assessing the models 

than this because the final goal is to predict the overall 

sentiment of the first-order replies. Using these replies in 

the training process is unfair. Therefore, we selected the 

ACL 2014 Twitter dataset for the first round of 

experiments. This dataset contains 6248 tweets labeled 

as positive, neutral, or negative. The main reason for 

choosing this dataset for training the models is its 

conceptual and syntactic similarity with the RETWEET 

dataset.  

Fig. 5 shows the results obtained using the ACL 2014 

dataset for the train and test sets of three versions of the 

RETWEET dataset for the test. 

As shown in Fig. 5, when the models were trained on 

the ACL 2014 dataset, the proposed and other GCN-based 

models did not show a significant advantage. For 

example, on the balanced RETWEET dataset, the 2-LSTM 

and 2-BiLSTM models outperform other models. Also, on 

all test sets of the RETWEET dataset, the performance of 

the proposed model could have been better compared to 

other models when trained on the ACL 2014 dataset.  

 

  

(a) (b) 

  

(c) (d) 
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(e) (f) 

 
Fig. 4:  Histograms of the distribution of tweets based on their word count in (a) original train, (b) original test, (c) balanced train, 

(d) balanced test, (e) resampled train, and (f) resampled test datasets. 
 
 

This lower performance of the proposed model may be 

justified because the proposed model's structural and 

semantic relation extraction modules (See Fig. 1) cannot 

extract meaningful relations when trained on a different 

dataset (i.e., the ACL 2014). To show the utility of the 

proposed model, in the next section, we report the results 

obtained using the train and test parts of the REWTWEET 

dataset. 

B.   Main Results 

As shown in Fig. 6, the proposed model outperforms 2-

LSTM and 2-BiLSTM models on all versions of the 

RETWEET dataset.  

This shows the effectiveness of utilizing structural and 

semantic information in the proposed method. 

Moreover, the results show that the proposed method 

has similar results with other GCN-based methods on the 

Original RETWEET dataset while outperforming all other 

models on the Balanced and Resampled RETWEET 

datasets.  

This shows the power of the proposed model for better 

retrieving syntactical information via the self-attention 

module and semantic information via external knowledge 

for constructing the dependency graph of the tweets. For 

the Balanced and Resampled datasets, the second-best 

method is AffectiveGCN which employs affective 

information in making the adjacency matrix of the tweets. 

This also verifies the effect of using external knowledge to 

enhance the system. 

C.  Discussion 

As we pointed out in the previous section, we created 

three versions of the RETWEET dataset and evaluated our 

proposed and other deep models on these three versions. 

To discuss the results obtained on these three versions, 

we should briefly describe the process of creating the 

original RETWEET dataset published in [32]. 

 
(a) 

 
(b) 

 
(c) 

Fig. 5:  Results of training the models on the ACL 2014 dataset 
and testing on the (a) Original, (b) Balanced, and (c) Resampled 

versions of the RETWEET dataset. 
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(a) 

 
(b) 

 
(c) 

 
Fig. 6:  Comparison of the results obtained by training and 
testing on the (a) Original, (b) Balanced, and (c) Resampled 

versions of the RETWEET dataset. 

  

The first version of the RETWEET contains train and 

test parts created as follows [32] The training part 

contains first-order replies to the tweets of the test part. 

In the manual labeling process of the test set, three 

human annotators were asked to assign a three-class 

label to an unseen tweet based on its first-order replies in 

the training set. In their proposed deep model in [32], the 

training tweets were automatically labeled using a deep 

learning method (2-Bi-LSTM method in our comparisons). 

These labels were sent to a heuristic algorithm for 

assigning an overall sentiment label to the source tweet 

(i.e., the corresponding tweet in the test set) based on its 

first-order tweets. However, the original train/test 

separation by [32] is not helpful in the current study 

because we introduced a different problem in the present 

study. Specifically, in contrast to [32], we defined the 

problem as predicting the overall sentiment of replies to 

a tweet based on its content. Therefore, we could not use 

the content of the replies in the training process of the 

models. Hence, the original training set of [32] was 

useless in our study. 

According to the points mentioned above, we used the 

original test set of RETWEET as the dataset for our 

experiments. We created three versions of this dataset, 

as described in section IV. According to this separation, 

the results reported in the previous section have several 

points which should be clarified. First, when training on 

another dataset (i.e., the ACL 2014 dataset), the 

performance of simple deep models such as 2-LSTM and 

2-BiLSTM models are better (on the Balanced version) or 

at least comparable with more sophisticated deep models 

(on the Original and Resampled versions). This shows that 

the main reason for the effectiveness of the proposed 

model and similar knowledge-enhanced models is their 

ability to utilize the structural and semantic information 

in modeling the tweets in the form of an affective 

knowledge graph. When these models are trained on a 

different dataset (i.e., the ACL 2014 dataset), these 

models are unable to form suitable graphs and hence 

have weak performance.  

On the other hand, when the models are trained on the 

RETWEET dataset, the results are more comparable and 

justifiable. Therefore, as the second point, it should be 

noted that the difference in ranking of the models in the 

three versions of the RETWEET dataset is due to the 

differences in the number of neutral, positive, and 

negative tweets in the datasets (i.e., see Table 1). Third, 

all the GCN-based models (including the proposed model) 

outperform the LSTM-based models, which shows the 

effectiveness of the graph-based convolutional models in 

utilizing both the tweets' textual content and their 

dependencies. Forth, the most confident results are for 

the balanced version of the dataset where the proposed 

model significantly outperforms all the other methods. 

This may be due to the simultaneous use of external 

knowledge and the self-attention mechanism in the 

proposed model. 

Conclusion 

Predicting the sentiment of tweet replies is an 

interesting problem for people and companies who want 

to capture other users’ attention via influencing tweets. 

The previous studies used the replies to train deep models 

that can predict the tweets' overall sentiment. The 

content of the tweets was ignored in the process of 

training the deep predictive models. In the current study, 

we defined a new problem as follows. Given only the 

textual content of a source tweet, the task is to predict 
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the overall sentiment polarity of upcoming replies. To 

address this problem, we proposed a new deep model 

including two branches for extracting syntactical (using 

Bi-LSTM layers) and semantic relations (using dependency 

trees enhanced with an external affective source of 

knowledge) from the text body of the tweets and a graph 

convolutional network for learning the joint feature 

representation. Moreover, we utilized two attention 

mechanisms in the proposed model; first, a self-attention 

mechanism on the top of the Bi-LSTM module of the first 

branch to extract the importance of different parts of the 

learned representation of tweets. Second, a retrieval-

based attention mechanism on the output of the graph 

convolutional network for learning essential features 

from the final affective picture of tweets.  

To show the performance of the proposed model, we 

used the recently published RETWEET dataset, which 

contains manually labeled tweets in a three-class form 

(i.e., negative, neutral, positive) based on their content. 

We divided the experiments into two parts; In the first 

part of the experiments, we trained the models on a 

general tweet dataset, ACL 2014. In the second part of the 

experiments, we trained the models on the RETWEET 

dataset. The point is that when the models are trained on 

the RETWEET dataset, the results are more comparable 

and justifiable. The general ACL 2014 datasets cover 

several topics and users, while the RETWEET dataset 

contains a limited number of users and replies to their 

tweets. Moreover, the context of the training set is an 

essential factor in tuning the proposed model and similar 

knowledge-enhanced models because the main reason 

for the effectiveness of such knowledge-enhanced 

models is their ability to utilize the structural and 

semantic information in modeling the tweets in the form 

of affective knowledge-graph.  

The results showed that the proposed model achieves 

similar or comparable results with simpler deep models 

when trained on a general tweet dataset such as ACL 2014 

dataset while outperforming both simple deep models 

and state-of-the-art graph convolutional deep models 

when trained on the RETWEET dataset. This shows the 

proposed model's effectiveness in extracting structural 

and semantic relations in the tweets. For the future study, 

we plan to create a large dataset of tweets to address the 

new problem we defined in the current study. Also, 

designing deep ensemble models for this task may be a 

promising line of research for future studies. 
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