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Introduction

Because sensitive data are distributed among different computational resources, in big data, unauthorized access to centralized data structures will be easily provided. The expansion of the distributed computing infrastructure, as well as the extent of mobile devices, has

Abstract

Background and Objectives: Nowadays, with the rapid growth of social networks extracting valuable information from voluminous sources of social networks, alongside privacy protection and preventing the disclosure of unique data, is among the most challenging objects. In this paper, a model for maintaining privacy in big data is presented.

Methods: The proposed model is implemented with Spark in-memory tool in big data in four steps. The first step is to enter the raw data from HDFS to RDDs. The second step is to determine m clusters and cluster heads. The third step is to parallelly put the produced tuples in separate RDDs. The fourth step is to release the anonymized clusters. The suggested model is based on a K-means clustering algorithm and is located in the Spark framework. also, the proposed model uses the capacities of RDD and Mlib components. Determining the optimized cluster heads in each tuple's content, considering data type, and using the formula of the suggested solution, leads to the release of data in the optimized cluster with the lowest rate of data loss and identity disclosure.

Results: Using Spark framework Factors and Optimized Clusters in the K-means Algorithm in the proposed model, the algorithm implementation time in different megabyte intervals relies on multiple expiration time and purposeful elimination of clusters, data loss rates based on two-level clustering. According to the results of the simulations, while the volume of data increases, the rate of data loss decreases compared to FADS and FAST clustering algorithms, which is due to the increase of records in the proposed model. with the formula presented in the proposed model, how to determine the multiple selected attributes is reduced. According to the presented results and 2-anonymity, the value of the cost factor at k=9 will be at its lowest value of 0.20.

Conclusion: The proposed model provides the right balance for high-speed process execution, minimizing data loss and minimal data disclosure. Also, the mentioned model presents a parallel algorithm for increasing the efficiency in anonymizing data streams and, simultaneously, decreasing the information loss rate.
raised concerns about the processing and sharing of personal and sensitive data of users [1]-[4]. In this framework, various mechanisms such as encryption, access control, audit and similar cases have been considered for maintaining data confidentiality [5]-[8].

The data stream is one of the most important big data types, which exploring them reveals hidden patterns and provides valuable information to different sciences [9]-[12]. Along with these benefits, because of the aggregation of data from various sources and exploring these data, the issue of privacy of individuals and maintaining corporate secrets are particularly regarded important. To solve this issue, various research has been done [13]. Because of their weaknesses, makes their use in big data streams impossible or suboptimal. For preventing disclosure of personal data, unique personal identifiers such as such as identification numbers, insurance numbers, and other distinguishing attributes are deleted before release [14]-[17]. However, after deleting the identifiers, in some cases, attackers reach personal data through public databases [18]. In order to solve this problem, a lot of research has been done to maintain the anonymity of individuals with the least changes in the dataset. In this context, methods such as k-anonymity have been proposed [19]-[21].

K-anonymity represents the anonymity by putting the tuples in K clusters. In some applications, a huge volume of data is delivered by the system in the form of a data stream that needs real time anonymization. So, anonymization of such data types through the existing algorithms is among the difficult problems. As the result, representing methods for anonymization of big data streams is inevitable [27]-[29].

In the following, the literature related to privacy protection methods in data anonymization, types of attacks and advantages and disadvantages of anonymization techniques, challenges of big data anonymization algorithms, data anonymization as well as parameters, features, methods, and algorithms of anonymization will be. Ten related works that commonly use K-anonymity for data anonymization and privacy protection for big data dissemination will be reviewed and the parameters used in the related works will be compared. And finally, the proposed model and simulations will be described and conclusions and future works will be presented.

Subject Literature

Through the data collection phase, the data publisher, who is responsible for the online anonymization of data before public release or mining, receives data streams from various sources [30], [31]. Typically, in data publishing methods, the privacy of any tuple t is considered as (1):

\[ t \text{(Explicit Identifier, Quasi Identifier (QI), Sensitive Attributes, Non-Sensitive Attributes)} \]

The data may be streamed into the system in the form of data streams or the tables which have been stored earlier, and anonymization will be done on this kind of data. In fact, anonymity is an approach that tries to hide the identity of individuals or values of sensitive attributes from others [34].

The attacker’s sum of information from public databases, her/his background knowledge, and the new anonymized database release should be less than the new database release [35]. However, it is clear that background knowledge leads to data disclosure to some extent.

Types of Privacy Methods in Data Anonymization

Privacy is one of the most important issues users confront when releasing data, especially when the data are private; such as, user’s identity, location, disease background, etc.

As a result, user privacy researchers have represented various methods to protect privacy; among which, K-anonymity has been extensive.

This is true to the extent that the mentioned method is used in all environments, like centralized or distributed ones, and in services, such as centralized and distributed data mining or location-based services.

Privacy protecting methods are divided into four groups Fig. 1. Through these privacy protecting methods, all the identifiers should be deleted before release, and pseudo-identifiers, sensitive data, and non-sensitive data should be released after various anonymization operations.

Fig. 1: Types of privacy protecting methods [59], [61], [62].
Types of Attacks

The types of attacks are divided into three categories according to Fig. 2.

**Fig. 2: Types of attacks [59].**

**Record Linkage Attacks**

In a linkage attack record, a small number of records are distinguished based on quasi-identifier values. These numbers of records make up a group. If the quasi identifier related to the victim is mapped to this group, the attacker can identify his victim with a high probability according to his background knowledge. To deal with these types of attacks, k-anonymity was the first model offered [22]. Other models presented to contrast the record linkage attack are (x, y)-anonymity and multi-relational k-anonymity [65], [66]. These models contrast a linkage attack record by hiding the victim’s report in a group with the same QI; However, if most of the reports placed in a group with the same QI have the same value for the sensitive attributes, but without accurately identifying the victim’s report, the sensitive amount attributes (e.g. the type of disease) can be got. This mode is placed in the category of linkage attributes attacks [24].

**Attribute Linkage Attacks**

In attribute linkage attacks, the attacker may not be able to accurately determine the victim’s tuple, but by mapping the victim to a group of tuple-QI with the same QI and the same amount in sensitive attributes, it can get the sensitive amount attributes of the victim with a high probability. The main idea for solving this problem is to eliminate the relationship between quasi-ID and sensitive adjective values. To solve this problem, the L-Diversity method is provided in [25]. In this method, in each group of QIs, the values of sensitive attributes should get at least l different values. In this model, if the value l is considered being k-l, k-anonymity is also guaranteed.

Other models presented to contrast attributes linkage attack are (x, y)-Privacy and (a, k)-anonymity [26] models that largely act like previous methods. If sensitive attributes are not properly distributed in the data set, the introduced models cannot contrast with the attribute linkage attack.

Suppose, in a data set, 95% of people have colds and 5% have AIDS. Now, if they have 50% AIDS and 50% cold in a QI group, a Diversity-2 condition is established. Here, the attacker can be informed of a particular person’s AIDS with a 50% confidence. In the initial case, an attacker can guess a particular person’s illness with a 5% confidence. T-Closeness method was presented to solve this problem in [26]. In this method, in each group of QIs, data must have a distribution close to the original data.

**Table Linkage Attacks**

In the attacks of the record linkage and the link of attributes, it is assumed that the attacker is aware of the existence of the victim in the published table. While sometimes the existence or absence of a person in the table can disclose sensitive information. For example, when a hospital publishes a table for AIDS patients, the knowledge of the existence or absence of a person on the table can be equal to exposing a sensitive attribute. In order to contrast this attack, a δ-present method was presented [25]. In this method, the probability of a person’s presence in the published table must be limited between the two δ = (δ min, δ max). This model implicitly deals with record linkage attacks and linkage attributes. In the attachment, the aggregate table compares the influential parameters of methods and algorithms. It may not imagine an end for this conflict.

**Data Anonymization Techniques**

In this section, a number of data anonymization techniques will be divided as shown in Fig. 3, also Table 1 will present the advantages and disadvantages of each of the introduced techniques.

**Fig. 3: Data anonymization techniques [35]-[38].**

- K-Anonymity
- L - Diversity
- T - closeness
- (c,t)-isolates
- Slicing
Table 1: Advantages and disadvantages of different data anonymization techniques

<table>
<thead>
<tr>
<th>Anonymity Techniques</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
</table>
| K-anonymity          | - Simplicity in implementation  
                      - High scalability  
                      - High speed  
                      - Lower risk percentage for identification if K is large. | - Inefficiency against the previous knowledge of the intruder  
                      - No work against communication between data  
                      - High processing time  
                      - Inefficiency if the data is available as a query  
                      - Inefficiency in high data diversity |
| L-diversity          | - Shrink and summarize data. Sensitive identifiers with equal numbers in the set. The information is repeated.  
                      - Scalability | - To be dependent on the range of changes of sensitive indicators (L-variability requires L L is a different value for indicators.)  
                      - To be vulnerable to hacker background knowledge  
                      - In data grouping, their semantic relationship is not considered. |
| T-closeness          | - Prevents skewness (sensitive diagnoses using large differences in group distribution and overall distribution). | - Computational complexity  
                      - Loss of relationship between different identifiers  
                      - low speed  
                      - Lack of scalability  
                      - Inefficiency in data diversity |
| (c,t)-isolation       | - Prevent hackers from isolating records  
                      - Scalability of performance in high data diversity | - High computational volume  
                      - Not to consider the semantic relationship between attributes  
                      - low speed |
| Slicing              | - To be suitable for high volume data  
                      - High data productivity because nothing is removed from the data. | - Due to the permutation process, it may disappear relationship between attributes.  
                      - Not to use data utility |

Challenges of Anonymity in Big Data

The three main characteristics (volume, diversity and speed) provide many challenges once working with this type of data. Big data anonymization is not excluded from this rule, and in big data, in order to use any of the techniques of anonymity potential limitations and challenges must be considered. The challenges of anonymity in big data are divided into seven parts in Fig. 4.

- Maintain Data Performance
- Combination Possibility
- Anonimity of Stream Data
- High Volume Data Anonymity
- Failing to use High Population Effect
- Lack of Method for Evaluating Anonymization Methods in Big Data
- Invalidity of Anonymity

Fig. 4: Challenges of anonymity in big data [38]-[40], [63].
HDFS

Hadoop is an open source system for distributed storage and scalable data processing. Hadoop provides a distributed file system called Hadoop Distributed File System (HDFS) and MapReduce programming paradigm. HDFS provides to keep several copies of data and stores these copies on several nodes of cluster. It is a reliable, efficient and cost-effective system for storing large amounts of data. MapReduce provides a model for processing large amounts of data for distributed and parallel programming. The MapReduce operation basically consists of the Map and Reduce functions [18].

RDD

A new abstraction called resilient distributed datasets (RDDs) that enables efficient data reuse in a broad range of applications. RDDs are fault-tolerant, parallel data structures that let users explicitly persist intermediate results in memory, control their partitioning to optimize data placement, and manipulate them using a rich set of operators [17].

SPARK

Hadoop and Spark are two fundamental big data technologies. Hadoop provides processing data on disk while Spark processes data on memory. Spark runs 100 times faster than Hadoop. This difference plays an important role for some projects requiring short response time. Apache Spark is an open-source, distributed processing system used for big data workloads. It utilizes in-memory caching and optimized query execution for fast queries against data of any size. Simply put, Spark is a fast and general engine for large-scale data processing. The fast part means that it’s faster than previous approaches to work with Big Data like classical MapReduce. The secret for being faster is that Spark runs on memory (RAM), and that makes the processing much faster than on disk drives. Spark stores the data in the RAM of servers which allows quick access and in turn accelerates the speed of analytics [17], [18].

Anonymity Operators

Basically, datasets do not meet privacy requirements without making changes before publication. For privacy, a sequence of anonymity operators such as generalization, suppression, permutation, anatomization and perturbation are required to apply to the dataset. In the Fig. 5 shows each of the anonymous.

Anonymity Methods

Depending on the types of attack models and anonymity operators, there are various methods in data anonymization, which will be introduced in Fig. 6 and described below.

Anonymity of Data Streams Based on Perturbation

In these algorithms, data is extracted and combined with a random noise from a statistical distribution. The two main categories of this approach are examined below [48].
Additive Perturbation

In Additive Perturbation method, a private data set is considered as (2).

\[ D = d1, d2, ..., dn \] (2)

For each \( di \in D \), random noise \( ri \) which selected from known statistical distributions such as uniform distribution and Gaussian distribution is added to the data. At last, \( D' \) dataset would be available for data miners in the form of (3) [49]-[50].

\[ D' = d1+r1, d2+r2, ..., dn+rn \] (3)

Data miners use \( di + ri \) as a Maximal Expectation Algorithm to obtain the value \( di \). This method of randomization is used for many data mining applications such as classification and Association Rule Mining.

Multiplicative Perturbation

One of the alternative methods proposed the Additive Perturbation method is the multiplicative Perturbation method [51]-[53]. Two common strategies in this method are derived from statistics.

In the first method, all components of \( D(d_i) \) are multiplied by a random number derived from a Gaussian distribution (usually considered one) and variance \( \sigma^2 \).

In the second method, the D dataset is first converted with a natural logarithm function, so that the converted components are \( z_i = \ln(d_i) \). Then, a random new \( ri \) is then added to each of the converted components, which is extracted from a multivariate equation of zero and \( \mu \) Gaussian. This Gaussian distribution is considered with mean \( \sigma^2 = c \Sigma z \). In this relation, \( 0 < c < 1 \) and \( \Sigma z \) are equal to the covariance of the converted components, that means \( z_i \). The data that are published for data miners can be in the form of (4).

\[ D' = \exp(z1+r1), \exp(z2+r2), \exp(zn+rn) \] (4)

Anonymization of Data Streams Based on Tree Structure

Another category of anonymity algorithm for data streams is algorithms based on tree structures. In this context, algorithms such as SKY, SWAF and KIDS [32] have almost similar structure.

Anonymization of Data Streams Based on The Addition of Artificial Data and Noise

Despite introducing methods, in this method in order to anonymize the data stream, quasi-identifier attributes remain unchanged. In this method, data privacy is maintained by adding artificially generated data to the original data [44], [67].

Framework of Zero-Delay Anonymization Method

The main goal of this method is the real time construction of an L-variety data stream out of the main data stream. This method guarantees that the probability of guessing sensitive attributes related to a given person, in the data stream, is less than 1/1 [45].

Anonymization of Data Streams Based on Fuzzy Method

A method for protecting the privacy of the data stream is represented based on fuzzy logic [46]. In this method, the values of sensitive attributes in the data stream are converted into fuzzy values and added, in the form of a column, to the structure of records related to the same data stream.

Anonymization of Data Streams Based on Cluster

At the approach of cluster-based data anonymization, each cluster is placed in a cluster in a way that each cluster has at least tuples k. Then these tuples are published by using cluster generalization. According to Fig. 7, cluster-based anonymity algorithms will be introduced.
Table 2: Different parameters of anonymization methods and anonymization algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Attributes</th>
<th>Data loss rate</th>
<th>Temporal complexity</th>
<th>Data Type</th>
<th>Additional Data production</th>
<th>Appropriate For Big data</th>
<th>Delay rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perturbation-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additive Perturbation</td>
<td></td>
<td>Very high</td>
<td>(O(S))</td>
<td>Numerical</td>
<td>Yes</td>
<td>Almost</td>
<td>Low</td>
</tr>
<tr>
<td>Multiplicative Perturbation</td>
<td></td>
<td>Very high</td>
<td>(O(S))</td>
<td>Numerical</td>
<td>Yes</td>
<td>Almost</td>
<td>Low</td>
</tr>
<tr>
<td>Tree structure-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWAF</td>
<td></td>
<td>Very high</td>
<td>(O(S^2 \log S))</td>
<td>Numerical</td>
<td>No</td>
<td>Inappropriate</td>
<td>High</td>
</tr>
<tr>
<td>Artificial data-based and noise</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DF &amp; Fuzzy</td>
<td></td>
<td>Very high</td>
<td>(O(S^2))</td>
<td>Numerical</td>
<td>Yes</td>
<td>Inappropriate</td>
<td>Almost low</td>
</tr>
<tr>
<td>Social Network Graphs – based [28]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(k)-anonymity [28]</td>
<td></td>
<td>Low</td>
<td>(O((V+E)\log k))</td>
<td>Numerical</td>
<td>No</td>
<td>Almost</td>
<td>High</td>
</tr>
<tr>
<td>(k)-candidate [28]</td>
<td></td>
<td>Low</td>
<td>(O((V+E)\log k))</td>
<td>Numerical</td>
<td>No</td>
<td>Almost</td>
<td>High</td>
</tr>
<tr>
<td>(k)-degree [28]</td>
<td></td>
<td>Low</td>
<td>(O((V+E)\log k))</td>
<td>Numerical</td>
<td>No</td>
<td>Almost</td>
<td>High</td>
</tr>
<tr>
<td>Cluster-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CASTEL</td>
<td></td>
<td>Medium</td>
<td>(O(S^2))</td>
<td>Numerical</td>
<td>No</td>
<td>Inappropriate</td>
<td>High</td>
</tr>
<tr>
<td>FAANEST</td>
<td></td>
<td>Medium</td>
<td>(O(S^2))</td>
<td>Numerical</td>
<td>No</td>
<td>Inappropriate</td>
<td>High</td>
</tr>
<tr>
<td>FADS</td>
<td></td>
<td>Medium</td>
<td>(O(S))</td>
<td>Numerical</td>
<td>No</td>
<td>Inappropriate</td>
<td>High</td>
</tr>
<tr>
<td>TPTDS</td>
<td></td>
<td>Low</td>
<td>(O(S))</td>
<td>Numerical</td>
<td>No</td>
<td>Appropriate</td>
<td>Not important</td>
</tr>
<tr>
<td>FAST</td>
<td></td>
<td>Low</td>
<td>(O(S))</td>
<td>Numerical</td>
<td>No</td>
<td>Appropriate</td>
<td>Low</td>
</tr>
</tbody>
</table>

Related Works

In the following, 10 related works that have been recently reviewed, will be introduced. In these works, K-anonymity method is generally used to anonymize data and maintain data confidentiality for publication. Most of these researchers have implemented their model and architecture, implementation in big data set on Adult dataset.

This dataset contains 48842 samples, 14 attributes, numerical and non-numerical data types and also 6465 missing values [50, 58].

Table 3 indicates the various parameters of the algorithms presented in the related tasks, such as data loss rate, strengths, weaknesses, time order, data types that have been anonymized and etc., are examined.

N. Victor et al. in [7].

The release of the result of a request is accompanied by noise, so the attacker might not be able of capturing information with 100% assurance. This model can protect privacy even when the attacker has background information. Even if the person does not have the correct information to publish, it has no effect on the anonymization algorithm, which is compatible with interactive and non-interactive requests.

M.Kiabod et al. in [51].

They developed an algorithm that deals with attacks in which a user’s privacy is compromised by having some knowledge of a person’s neighbor and friends. This algorithm tries to anonymize the data by using two techniques of generalizing data and adding additional edges to the input graph, as well as using some meta-heuristic methods. In short, this algorithm by scrolling all the input graph heads tries to expose the neighbors for the components and then isomorphic in pairs from the perspective of neighboring groups. Two important defects in this algorithm are that, firstly, a specific generalization technique has been used, which is only applicable in specific environments and specimens and does not have relative generalization. Second, during the
implementation of the algorithm to decide whether to use generalization or to add a new edge to the graph. The allocation of priority between these two actions has been used to estimate the cost of each of these two practices, which has ambiguity and seems to have a random mode. W. Zheng et al. in [12].

Greedy algorithm is used for the anonymization of vertices' degrees, whose input and output are the graph G with n vertices and G' with anonymized k-degrees respectively. This algorithm is always capable of producing a graph of k-degrees of anonymity. The problem with this algorithm is its applicability to only one type of attack on privacy, i.e. type degree, which happens rarely compared to other types. The five methods above are investigated about the anonymization of social networks' graphs. The focus of the current article is not on this issue, but the related algorithms are discussed due to the thematic proximity. J. Tekli et al. in [38].

Besides K-anonymity, it pays attention to the L-variety of the data. This model is based on anonymization using information clustering. Alongside receiving new data and comparing it to the existing clusters, the new data is embedded in one of the clusters if possible. In the case that the new data is not suitable for any of the clusters, the data is embedded in the most suitable cluster with the lowest rate of loss after applying the enlargement process to the clusters. The process of enlargement of a cluster is handled by extending the intervals of the respected cluster’s variables. In this method, the time period, since receiving the data until releasing the data through a cluster, should not be more than a defined value σ. Regarding the threshold, it will be taken into account whether the data of unreleased clusters have reached their threshold. If such data is found, the respected cluster is released. This cluster can be immediately released when the number of data in it is greater than or equal to k; otherwise, a strategy is used to combine the cluster with the closest adjacent cluster to produce a cluster with a quantity greater than or equal to k. The writers, also, include the L-variety anonymization technique in their model so the security level increases. In this model, in a general sense, because of lack of buffering, the data are embedded in one of the existing clusters as soon as being received. A. Otgonbayar et al. in [52].

At first, the proposed model focused on numerical data to represent a model for rapid anonymization of data streams, but it also supported non-numerical data then. Despite the represented model in CASTLE which processes and clusters the data immediately after receiving, a processing window is defined in the proposed method. Three main variables are K, MU, and DELTA which respectively refer to the anonymity variable in K-anonymity, the considered size of the processing window, and the defined threshold for information loss in each cluster. The first phase of clustering performs when the quantity of the received data in the processing window reaches MU. Some information may possibly remain in the window through this stage, not being embedded in any cluster. New data is receivable after some places in the processing window are emptied. After clustering the information, only the clusters containing data with a quantity greater than or equal to k and showing a loss rate lower than DELTA are accepted. Finally, since K-means algorithm is not usable for non-numerical attributes, clustering algorithms based on Medoid are proposed. One of the problems with this model is that no threshold is considered for preserving data in the processing window; this issue hinders the immediate processing of data which is among the principal necessities of data streaming. J. Wang et al. in [32].

The proposed model used Encryption method to maintain confidentiality in big data. In this model, the data are first clustered using rule-based methods. Rule-based methods can be used for large volumes of data, so they can be effective for using big data. This model uses the public key asymmetric encryption method to control data access. In this model, three levels of security are considered.
- The first level, the main work of encrypting raw data is done. For this purpose, the RSA encryption method is used, which is an asymmetric encryption method. Then, the signature of the main database administrator is added to the encrypted database.
- Second level, after confirming the signature added to the database, each of the middle users ensures the accuracy of the information. They then access only part of the customer information needed for data mining and perform the desired operations. Finally, with the help of rule-based methods, information clustering operations are performed.
- The third level, which is known as the general layer, allows all users to access the extracted rules in the second level, but the original data is kept secret from users.

As mentioned, in this model, an attempt has been made to maintain the confidentiality of users’ information by using encryption methods. Due to computational overhead and the need for real-time processing, encryption method is not proper for this volume of data. B. B. Mehta et al. in [11].

Tries to provide a model for maintaining the confidentiality of big data. This model consists of three main components as follows: information anonymity
component, update component, anonymous information management component.

Anonymity operations are performed on the anonymity component of information. In this regard, the generalized method is used for anonymity of information and thus, each data is mapped to an appropriate generalized level. The update component is designed with the input of new information as well as in order to map them to the appropriate levels. After entering the information, each data is mapped to the most appropriate level of anonymity. In the meantime, with the arrival of new information, it may be necessary to make updates at the anonymity level of the database. In this case, the entire database is mapped to a new level. The anonymous information management component is responsible for maintaining the anonymous information in order to avoid the cost of recalculating the anonymous information. It can be seen that in this method, all dimensions of big data are not considered. For example, considering the "diversity" dimension in big data, this method does not provide any mechanism for assigning an appropriate level of anonymity depending on the type of input data. In this method, it should be noted that if any updates are needed, this change will be applied to the entire database. In addition to the high computational cost, this action also increases execution time, which is considered as a barrier to real-time processing. Considering the dimensions of big data, it has been tried to maintain the confidentiality of information to minimize the amount of information loss. For this purpose, an attempt is made to place the relevant data in a subgroup by dividing the data into appropriate subgroups. Due to the arrival of new information, if anonymity needs to be updated, changes need to be applied only to a portion of the database. By considering the time limit in determining the appropriate level of anonymity, the ground for real-time processing is provided.

J. Andrew et al, in [57].

The suggested model is actually an architecture based on (K, L)-anonymity. The data input source includes personal identifications from health sector, details of personal identifications, and details of individual's bank account. Some data may be received for analysis so confidentiality protection is essential before release. In the suggested architecture, first, pre-processing is done to distinguish between textual data and numerical data and classify them. The suggested architecture is designed to deal with numerical data and classifying. In the next step, anonymization techniques are carried out for the generalization of the table, through which a heuristic algorithm is used. The output of the generalized table is used as input for another confidentiality model. Then, by adding Laplacian noise, confidentiality violation is more limited. Generalization algorithm and heuristic suppression are performed based on pseudo-identifiers. First, pseudo-identifiers and sensitive identifiers are chosen according to the coefficient of their effect on confidentiality. The following criteria are considered for model evaluation: Distortion, Prec, NCP, and RMSE. The diagram comparing Distortion and Prec shows that Prec increases while K does, but after k=50 the value of Prec will be fixed. NCP evaluation results show different values of Distortion and Prec for confidentiality. The results show that the proposed method resists any type of attack.

P. Jain et al, in [67].

They represented the improved algorithms of K-Anonymization and L-Diversity for confidentiality protection in big data. They believed that these two approaches do not show hopeful results in voluminous datasets. The main issue with the current anonymization algorithms is their high rate of data loss and the huge time they need to be executed. To overcome this issue, they suggest the new models of Improved K-Anonymization (IKA) and Improved L-Diversity (ILD). IKA, through a symmetric algorithm and an asymmetric anonymization algorithm, takes K. After data anonymization using IKA, ILD is used to increase privacy. ILD makes the data more various and, consequently, increases privacy. The implementation framework for the suggested model is Apache Storm. This paper also compares the suggested model to the current anonymization algorithms like FADS, FAST, MRA, SKA. The results of implementation show that, IKA and ILD have improved significantly considering the rate of data loss and execution time.

A. Raj et al, in [66].

They presented the data anonymization algorithm with K-anonymity technique using Map-Reduce processing on a cloud base. Analyzing the data with traditional systems might be exhausting while the data volume increases. However, Map-Reduce framework is efficient and synchronizable in huge volumes of data. They presented the generalization technique for anonymization through two phases of Map and Reduce using Top Down Specification mode. Their Map-Reduce approach consists of five stages: 1-Assigning a value by Map processor to the input key K1 and sending all the data related to the mentioned key to the processor, 2- Executing each user's Map only once for each K1 and producing the gathered key values, 3- Determining the value of K2 based on the produced Map through Reduce, 4- Executing Reduce only once for each K2 produced by Map and 5- Producing the final output of Map-Reduce from all gathered and ordered Reduce outputs. The results of its application show that big data anonymization in Map-Reduce framework is efficient.
### Table 3: Comparison of previous parameters and algorithms

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Researchers</th>
<th>Data loss rate</th>
<th>Strengths</th>
<th>Weaknesses</th>
<th>Chronological order</th>
<th>Data type</th>
<th>Additional data generation</th>
<th>Suitable for big data</th>
<th>Delay rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Based on artificial data and noise</td>
<td>N. Victor et al, (2016) [7]</td>
<td>Medium</td>
<td>Can protect privacy even when the attacker has background information</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td>Almost</td>
</tr>
<tr>
<td>Based on social network graphs</td>
<td>M. Kiabod et al, (2019) [51]</td>
<td>Low</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>Numerical and deductive</td>
<td>No</td>
<td>Almost</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>W. Zheng et al, (2018) [12]</td>
<td>Low</td>
<td>---</td>
<td>The ability to execute a special attack</td>
<td>---</td>
<td>Numerical and deductive</td>
<td>No</td>
<td>Almost low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>J. Andrew et al, (2020) [57]</td>
<td>Low</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>Numerical and deductive</td>
<td>No</td>
<td>Appropriate</td>
<td>High</td>
</tr>
<tr>
<td>Cluster based</td>
<td>P. Jain et al, (2020) [67]</td>
<td>Low</td>
<td>Suitable for big data, Significant improvement in runtime and rate of data loss</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td>Almost low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A. Raj et al, (2019) [66]</td>
<td>Low</td>
<td>Significant improvement in runtime and rate of data loss</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td>Almost low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Our Proposed model</td>
<td>Low</td>
<td>Definition of the threshold for non-interruption of data release, No use of buffer, Higher security</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td>Almost low</td>
<td></td>
</tr>
</tbody>
</table>
Presenting a Model of Data Anonymization in Big Data in the Context of In-Memory Processing Framework

Presenting the Proposed Model
To put light on the topic, the main and basic concepts used in the proposed model are represented in summary:

Methods of Determining the Optimized Quantity of Clusters
Methods of determining the optimized quantity of clusters are divided into two groups Fig. 8.

Direct Methods
This method seeks optimizing a particular scale like Cluster Sum of Square (WSS) or Average Silhouette. Among these methods are elbow and methods based on silhouette scale.

Statistical Testing Methods
This method seeks synchronizing the observations with a null hypothesis of a statistical test. Gap Statistics is among these methods.

The optimized quantity of clusters in K-means clustering algorithm is calculated in R programming language by the codes below (Fig. 9).

Algorithm 1

```
# Elbow method
fviz_nbclust(df, kmeans, method= "wss") + geom_vline(xintercept = 4, linetype = 2) + labs(subtitle = "Elbow method")

# Silhouette method
fviz_nbclust(df, kmeans, method = "silhouette") + labs(subtitle = "Silhouette method")

# Gap statistic
# nboot = 50 to keep the function speedy.  
# recommended value: nboot = 500 for your analysis.  
# Use verbose = FALSE to hide computing progression  
set.seed(123)
fviz_nbclust(df, kmeans, nstart = 25, method ="gap_start", nboot = 50)+labs(subtitle = "Gap statistic method")
```

Fig. 9: Elbow method.

Optimal Tuple of Clusters
Most previous algorithms have used cluster generalization to send clusters. In this way, a cluster is mapped to a tuple by placing its attributes in the range obtained by an equation [54]-[56]. One of the disadvantages of this method was the high data loss rate, especially in wide-range data. In this method, we define the generalization function G, as G: PowerSet (Tuple) → Tuple with brief modifications. In this definition, Tuple represents the set of all possible tuples. PowerSet also represents all the clusters that can be defined in the S stream. The definition of the G function in (5) is fully defined.

\[ G(c) = g_t \quad \text{and} \quad \forall t \in c, \forall q \in Q, q \cdot t \subseteq g_t \cdot q \]  \hspace{1cm} (5)

In this regard, QI specifies a set of identifiers. The meaning of this equation is a tuple out of a cluster is the subset of the same cluster.

Also, (6) will specify how to determine the selected tuple attributes of each cluster.

\[
\begin{cases} 
\text{mean}(q_1, \ldots, q_k) \pm \sigma & \text{if } q \text{ are numerical attribute} \\
\text{Ancestor}(q_1, \ldots, q_k) & \text{if } q \text{ are categorical attribute} \\
\text{mod}(q_1, \ldots, q_k) & \text{if } q \text{ are other attribute} 
\end{cases}
\]  \hspace{1cm} (6)

In the first case, if the data type is numerical, primarily the mean and variance of the data is calculated and the interval obtained from addition and subtraction will be considered for publication. If the data type is a tree structure, the top order is selected for the existing data. If the data are different from these two cases, the data with the most repetition is considered (if the number of attributes is equal, it selects one at random). For example, considering cluster C as follows and Fig. 10, the optimal tuple of C is calculated as follows:
C={"ali.ahmadi", male, Academic, 42>, "maryam.mahmoudi", female, non_Academic, 38>, "amin.davoodi", male, non_Academic, 50>}

G(c)=\{"Explicit identifier", mod(male, female, male), Ancestor[Academic, non_Academic], mean(42,38,50)±5\} = \{*, male, staff, [38,48]\}

**k-anonymity Cluster**

If a cluster C consists of an S stream and has more members than K, it is called a k-anonymity cluster.

**Division of Clusters**

Clusters whose number has reached K * k are divided into k parts by new K-means algorithm with new branches and the number of members is considered zero. K is the number of members to maintain anonymity and k is the coefficient considered in cluster division. Dividing the cluster allows new tuples to be selected in subsequent rounds, so that the values in the appropriate clusters are close together. As a result, the rate of data loss will be reduced and the result of data output analysis will be increased.

**Targeted Removal of Clusters**

In order not to exceed a certain number of clusters stored in the algorithm, we use (7) to determine the clusters that should be deleted. After the number of clusters exceeds the specified limit during the execution of the algorithm steps, we use the mentioned equation to remove the cluster that has the least number of members and the oldest reference time (LRU).

\[ C_{det} = (1 - \alpha)n + \alpha t \]  \hspace{1cm} (7)

In this equation, n is the number of tuples in the cluster, t is the last time a tuple refers to this cluster, and \( \alpha \) is the coefficient that controls the weight of the two components. Clusters with the lowest values in this regard have a higher priority elimination.

**Tuple Expiration Time**

Real time response is among the data stream's most significant necessities which should be considered when designing anonymization systems. A tuple may remain in the system after several rounds of execution of the algorithm and will not be published and then, will be published after allowed time. This causes the system to be out of the real-time response mode and significantly increases the cost criterion. To solve this problem in the proposed algorithm, an Expiration Time (ET) parameter is considered, which indicates the maximum tolerable latency in the system. There is also a simple, innovative function called Estimated Round Time to prevent tuple publication being released after the allowed time. This function maintains the estimated time to run the next round of the algorithm and is updated in each round of running the algorithm. Next, for the remaining tuples in the system, (8) is checked and if it is correct, the tuples return to the corresponding cluster. Otherwise, the tuples should be published immediately with the cluster representative.

\[ (Current\_time-\ Arrival\_Time)+ EstimatedRoundTime < Expiration\_time \]  \hspace{1cm} (8)

**Distance of Two Tuples**

Suppose cluster C is to be formed of a set of data (TSet) so that \(|T\_Set| \geq K\) and the amount of data loss are minimized. The closer the tuples in a data set are, the less information is lost. The distance between two tuples t1 and t2 is determined by (9).

\[ distance(t1, t2) = w \times distance(t1.QI, t2.QI) \]  \hspace{1cm} (9)

In (9), w is a vector of weight \( n \times 1 \), and t1. QI is a vector for tuple pseudo-identifiers t1. In fact, the weight vector of an array contains classified data that are used to determine the distance of this type of data. The distance between (t1. QI, t2. QI) is determined by the equation distance (QI, QI, QI, QI) = [d1, ..., dn]. In this equation di is calculated from (10).
The method of constructing the classified data tree is based on the rules of the construction of the perfect tree in the building, and the arrangement of data is based on the properties of the tree, but the arrangement of the stream of input data in the tree formation will not be effective. Due to the need for high-speed data anonymization in real environments and the inefficiency of existing algorithms in this field and the high amount of data lost during publishing, in this section a parallel algorithm to increase efficiency in anonymizing data streams and at the same time reduction in the rate of data loss is provided. The proposed model consists of four steps. The first step is to enter the raw data from the HDFS into the RDDs, the second step is determined by a function, m clusters and their headers. In the third step, the obtained tuples are placed in parallel in separate RDDs, and finally in the fourth step, the work of classifying and publishing the clusters is done. The general process of work is shown in Fig. 11 and each step is described in detail below.

**Step 1.** The raw data blocks in HDFS are transferred to the RDDs embedded in the system. This transfer is a type of memory transfer mapping and the number of HDFS blocks will not necessarily be equal to the number of RDDs at this stage (Fig. 12).

**Step 2.** In this step, according to the function problem space, it is called to introduce the m point as the primary representatives of the clusters and place each in a separate cluster. This function can introduce agents randomly or by dividing the problem space. The following quasi-code describes the function of this function (Fig. 12).

### Algorithm 2

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DefinitionCluster(Dataset, m)</td>
</tr>
<tr>
<td>2</td>
<td>for m point do</td>
</tr>
<tr>
<td>3</td>
<td>for each attribute in dataset do</td>
</tr>
<tr>
<td>4</td>
<td>If (attributei was numerical) then</td>
</tr>
<tr>
<td>5</td>
<td>Split (attributei) to m segment;</td>
</tr>
<tr>
<td>6</td>
<td>Insert each point of segment to agenti,m;</td>
</tr>
<tr>
<td>7</td>
<td>else</td>
</tr>
<tr>
<td>8</td>
<td>Random select types(attributei) without placement;</td>
</tr>
<tr>
<td>9</td>
<td>Insert selected item to agenti,m;</td>
</tr>
<tr>
<td>10</td>
<td>End if</td>
</tr>
<tr>
<td>11</td>
<td>End for</td>
</tr>
<tr>
<td>12</td>
<td>Insert agenti, m into cluster Cm and add Cm in Call;</td>
</tr>
<tr>
<td>13</td>
<td>End for</td>
</tr>
</tbody>
</table>

Fig. 12: Transfer data blocks to RDDs and introduce them points.
These clusters are then read in parallel and each placed in new RDDs. In the last step, the function that does the sorting and publishing is presented in the following quasi-code (Fig. 13).

**Algorithm 3**

1: Main (S, Call, Te, setexpir)
2: Create a new thread;
3: while S ≠ 0 do
4: for each tuple tp in setexpir do
5: Update expire_time tp;
6: if (expire_time tp) > Te then
7: Publish tp in cluster Ci with agenti;
8: Read tuples and insert each into a RDDtp;
9: end if
10:Call function Categorize(RDDtp, Call);
11:End while

Fig. 13: Sorting and publishing.

Here S represents the inputs, Call all available clusters, Te the maximum system latency, and setexpir the unpublished tuples. The Categorize function is also defined according to the following quasi-code (Fig. 14).

**Algorithm 4**

1: Categorize (RDDn, Call)
2: for each agent in Call
3: Calculate information loss between RDDn and agenti;
4: Insert RDDn into cluster Ci with incures less information loss;
5: End for
6: Call function PublishData(Ci, k, Nset);
7: Terminate the thread;

Fig. 14: The categorize RDDs.

At this stage, by examining the size of the cluster, the necessary measures are taken for tuple publication. To preserve the K-anonymity property, minimum cluster size should be published to K, so if the number of cluster tuples reaches to K, we first calculate optimal tuple of clusters and publish the members in the cluster with the optimal calculated point. If the number of members of the cluster is greater than K and less than Nset, we publish the newly added tuple of the cluster with the optimum point calculated for the cluster in the previous steps.

A cluster whose tuple has become Nset, will first publish the newly added tuple with the optimal cluster point, then call Split Cluster function to divide the cluster. The following quasi-code checks the function of the publication function (Fig. 15).

**Algorithm 5**

1: PublishData(Ci, k, Nset)
2: numi=the number of members cluster Ci;
3: if (numi ≥ k ) then
4: if (numi = k ) then
5: Call function ObtimumTuple(Ci);
6: Publish all members of the cluster Ci with optimum tuple calculated;
7: End if
8: else if (numi = Nset ) then
9: Publish new member of cluster Ci with optimum tuple;
10: Ksplit= Nset / k \ for K-means factor
11: Call function SplitCluster(Call, Ci, NC, Ksplit);
12: End if
13: else if (k < numi < Nset ) then
14: Publish new member with optimum tuple of cluster Ci;
15: End if
16: Else return

Fig. 15: Examining size of the cluster and call SplitCluster function.
Nset is the maximum number of members allowed in each cluster. To split a cluster whose tuple of members has reached a specified number, the SplitCluster function is called. This function first checks the number of existing clusters before adding the newly formed clusters to the set and adds the clusters to the set if they are less than the allowable limit, but if the number is more than the allowed limit, it first calls the targeted deletion function of the clusters to remove the member for the new categories generated from the cluster set and then adds new clusters to the set. The members of the deleted clusters, if they have enough time, put them back in the other cluster, etc. Otherwise, it publishes it with its corresponding header. The quasi-code provides the following steps (Fig. 16).

```
Algorithm 6
1: SplitCluster(Call,Ci,NC,Ksplit)
2: Split Ci with Ksplit-Means algorithm;
3: Numc = the number of members Call;
4: If (numc + Ksplit ≥ NC) then
5: Call function TargetedRemove(Call, Ksplit);
6: Add Ksplit new cluster to Call;
```

Fig. 16: Run SplitCluster.

Here, Nc refers to the maximum number of members per cluster.

So, since the proposed model is represented based on in-memory processing tools, its performance time is lower than previous models which were not implemented on a big data basis or used non-in-memory big data tools. Also, the rate of data loss decreases because of determining the non-random optimal cluster head in K-means algorithm; previous methods have used totally random determination.

Finally, the Spark logic of the model below is observed (Fig. 17).

```
Algorithm 7
Main
Input: k-value, data, partition num, attr
Output: k-value, node, k-Anonymized table
//Step 1: Create Taxonomy Tree and
1. Generalization Lattice Tree
2. Make_Taxonomy Tree (attr)
3. Make_Generalization_Lattice(t-tree)
//Step 2: Make RDD and Partition. Cache
4. Make_RDD_From_HDFS(data);
5. RDD_Repartition(partition num);
6. Cache();
//Step 3: K-Anonymity (Map & Reduce)
8. k_check = false;
9. while(!k_check)
10. node = next Generalization Lattice;
11. result = MapReduce(node);
12. k_check = Check_k_value(result);
13. end while;
14. Save_Output_to_HDFS(path);
```

Fig. 17: Main code.

Results and Discussion
Through the implementation of the proposed model, the dataset [58] will have various attributes, according to the Fig. 18.

```
root
|-- CUST_ID: string (nullable = true)
|-- BALANCE: double (nullable = true)
|-- BALANCE_FREQUENCY: double (nullable = true )
|-- PURCHASES: double (nullable = true)
|-- ONOFFPURCHASES: double (nullable = true)
|-- INSTALLMENTS_PURCHASES: double (nullable = true)
|-- CASH_ADVANCE: double (nullable = true)
|-- PURCHASES_FREQUENCY: double (nullable = true)
|-- ONOFFPURCHASESFREQUENCY: double (nullable = true)
|-- PURCHASES_INSTALLMENTS_FREQUENCY: double (nullable = true)
|-- CASH_ADVANCE_FREQUENCY: double (nullable = true)
|-- CASH_ADVANCE_TRX: integer (nullable = true)
|-- PURCHASES_TRX: integer (nullable = true)
|-- CREDIT_LIMUT: double (nullable = true)
|-- PAYMENTS: double (nullable = true)
|-- MINIMUM_PAYMENTS: double (nullable = true)
|-- PRC_FULL_PAYMENT: double (nullable = true)
|-- TENURE: integer (nullable = true)
```

Fig. 18: Various attributes dataset [58].
First, preprocessing and standardization of the given data will be exerted according to the code below (Fig. 19).

```python
from pyspark.ml.feature import VectorAssembler
data_customer.columns
assemble=VectorAssembler(inputCols=['BALANCE', 'BALANCE_FREQUENCY', 'PURCHASES', 'ONEOFF_PURCHASES', 'INSTALLMENTS_PURCHASES', 'CASH_ADVANCE', 'PURCHASES_FREQUENCY', 'ONEOFF_PURCHASES_FREQUENCY', 'PURCHASES_INSTALLMENTS_FREQUENCY', 'CASH_ADVANCE_FREQUENCY', 'CASH_ADVANCE_TRX', 'PURCHASES_TRX', 'CREDIT_LIMIT', 'PAYMENTS', 'MINIMUM_PAYMENTS', 'PRC_FULL_PAYMENT', 'TENURE'], outputCol='features')
assembled_data=assemble.transform(data_customer)
assembled_data.show(2)
```

Fig. 19: Preprocessing codes.

The results of preprocessing the first two lines are illustrated in Fig. 20.

![Fig. 20: The results of preprocessing the first two lines.](image)

When implementing the proposed method, k=2 has been considered; the results are illustrated in Table 4.

<table>
<thead>
<tr>
<th>Original Table</th>
<th>2-Anonymized Table</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RID</strong></td>
<td><strong>Age</strong></td>
</tr>
<tr>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
</tr>
</tbody>
</table>
According to Fig. 21, the results of the loss criterion have reached the stability value of 0.30.

Finally, the rate of data loss in the suggested model with two other clustering algorithms, i.e. FADS and FAST, are shown with different values of K for 10 and 100 megabytes of data are shown in Figs. 22 and 23 respectively.
Considering the results of simulation in Figs. 23 and 24 the rate of data loss in suggested model, in both cases of 10 megabytes and 100 megabytes of data, is lower than that in FAST and FADS clustering algorithms so, despite the increase of data volume, the rate of data loss is reduced because of increasing the records.

Conclusions and Future Works
Anonymization is not limited only to omitting some attributes and replacing some values with other ones; actually, it is an effort for finding a method to make an optimized relation between privacy protection and the possibility of using data while decreasing the rate of information loss. In this paper, various methods of anonymization, such as anonymization based on perturbation, based on a tree structure, based on zero-delay, based on the addition of artificial data, based on fuzzy method, based on clustering, and common algorithms are presented, accompanied by a comparison of their various parameters. The architectures and models in the related literature which have dealt with big data anonymization are investigated, and factors such as the data loss rate, amount of extra data production, suitability for big data environment, and delay time are compared. Reviewing the related literature, it is revealed that there still exists the necessity of high-speed data anonymization in real environments, the inefficiency of the current algorithms, and the high rate of data loss through release. However, the results of investigating the suggested model and solution show that clustering by in-memory processing of Spark platform provides a suitable and reasonable time for the anonymized release of big data, and the designed steps reduce the information loss to the lowest possible amount. Considering the results, while the data volume increases, the rate of data loss decreases compared to FADS and FAST clustering algorithms which are because of increasing the records in the suggested model.
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