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Background and Objectives: The world we live in everyday, accompany with 

enormous numbers of minute variations which affect us and our surroundings in 

several aspects. These variations, so called micro-changes, are low in intensity and 

brief in duration which makes them almost invisible to naked eyes. Nonetheless, 

revealing them could open up a new wide range of applications from security, 

business, engineering, medical, and seismology to psychology.  

Methods: In this paper, we adopted a novel autonomous approach comprising 

Partial Differential Equations (PDE) and Cubic Uniform Local Binary Pattern (Cubic-

ULBP) to spot micro-changes. Cubic-ULBP extracts 15 planes containing robust 

features against noise and illumination variations. Afterwards, PDE pick out single 

plane out of 15 to reduce time consumption.  

Results: The proposed method is not only optimized to get the job done perfectly 

but also provides promising results comparing with most state-of-the-art 

methods. So that the accuracy is increased about 36% and 40% on the CASME and 

the CASME II databases, respectively. 

Conclusion: The combination of the PDE and the Cubic-ULBP creates a strong and 

optimal method for detecting the apex frame and micro-movement. This method's 

performance is found to be promising when the training samples are scarce, too. 
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Introduction 
The micro-changes take place frequently in various 

environments, which their existence could be confirmed 

through elaborate analysis of the video frames. 

Meanwhile, the human eyes cannot see such trifle 

changes since they appear in fraction of second/s without 

clear perceptible features. Undoubtedly, spotting them is 

advantageous to many applications such as security, 

engineering, medical, judicial, nanotechnology 

seismology, psychology, and etc. 

Ekman and Friesen are believed to be the first 

researchers who unveil facial micro-changes when they 

were scrutinizing video frames in 1969 [1]. These micro-

changes appear on face both instantaneous and 

spontaneous against person willingness to suppress 

them. Besides, their characteristics make micro-changes, 

known as micro expression, genuine and real [2]-[3]. 

Hence, such nonverbal leakage could be regarded as a 

strong clue for the act of lying and deception [1], [4]-[8].  

Although spotting such a low intensity and moment 

facial muscle deformity is not an easy task, revealing them 

paves the long way for court authorities to discern honest 
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from lying culprits and/or witnesses. Moreover, with 

these micro-expression symptoms, psychologists can 

early diagnose patients with depression and other mental 

health difficulties. As a result, it could play a vital role to 

avoid suicide or related mental disease aftermath. In the 

same manner, within educational systems, teachers could 

measure their training efficacy with extracting student 

micro-expressions. 

The micro-changes are not limited to micro expression, 

but to other key areas. In another case, we could locate 

micro-change features when smoke is arisen above the 

mouth of a volcano. The amount of smoke can determine 

the rate of volcano activity [9], [10]. Surprisingly, one 

could even foresee the earthquake by timely detecting 

subtle and micro smoke changes [11], [12]. Therefore, 

casualties caused by great destruction due to volcanic 

actions are diminished significantly, and human lives are 

saved. 

In more direct connection with human health, spotting 

micro-changes in blood circulation can aid diagnosing 

some of the most prevalent medical diseases. As an 

example, a cardiac arrhythmia is high probable when 

person has an irregular heartbeat, i.e. too slow, or too fast 

[13], which could be stemmed from heart disease [14]. 

Also, monitoring heartbeat or pulse can determine 

palpitations and locate local blood vessels. In fact, their 

visibility comes from micro-changes of blood which flows 

in arteries closed to the surface of skin. 

In retrospect, detection of such micro-changes could 

result in making concise decision for wide range of 

applications. Nevertheless, this task is an arduous and 

requires professional expertise or autonomous setup. 

One could spot micro-changes with high attention over 

time well. For further clarification, assume a phenomenon 

including micro-changes. When each image has taken into 

probe individually, they look all the same. However, when 

we compare them together over time, their minute 

disparities would be discovered. 

This minute scale changes, which are occurred in 

various locations and multi-orientations within image 

frames, impose severe detection challenge. Their subtle 

changes are indiscernible from shadows, noises, and 

other similar features. As a result, the performance of 

spotting micro-changes is subsided significantly with the 

presence of noise or equally by low-rate of the signal to 

noise ratio (S/N). 

It is noteworthy to mention that among the sequence 

of frames; one single frame has the highest fluctuations in 

features with respect to others. This frame is known as 

the peak or apex, which is very crucial to locate. It can 

convey the strongest signal and main message. For 

instance, a single apex represents vital information with 

the video capture of micro-expressions at 200 fps. It 

contains sufficient meaningful information which could 

be then interpreted as a specific micro-expression [15], 

[16]. The rest of the frames demonstrate nearly a neutral 

expression of the face, or less deviated from neutral 

compare to apex. Hence, analyzing all of the frames 

rather than just apex increases the burden of processing 

without a fruitful outcome. 

The apex frame, also in the case of volcano, contains 

the maximum smoke coming out of a crater which could 

be used to approximate the time of probable 

earthquakes. In another case, the apex frame makes it 

easy to locate blood vessels under the skin. This process 

alleviates injecting donated blood, blood products, or 

other necessary fluids into the circulatory system.  

Since the direction of micro-change is unpredictable, 

all possible orientations must be considered. Thus, 

promising textural algorithms, like Local Binary Pattern on 

Three Orthogonal Planes (LBP-TOP) [17], are not 

satisfying for the micro-changes analysis. They are 

imperfect since they merely take data in two directions 

(i.e. vertical and horizontal) over time.  

Instead of three planes in the limited directions, the 

Cubic-LBP [4] comprising 15 planes in multiple directions 

which potentially grasp any changes in multi-directions. 

Nevertheless, both the LBP-TOP and the Cubic-LBP 

adversely affected by illumination variations and noises as 

they exert the simple LBP [18] on their planes. Using 

Uniform LBP (ULBP) [19] rather than the simple one can 

discard the interference of illumination variations and 

shadows in micro-change spotting process. Also, 

processing 15 planes in Cubic-LBP has more computation. 

Therefore, it is very time-consuming. 

In 2020, Esmaeili and shahdi [4] tried to find the apex 

frame containing the micro-changes in the CASME II and 

the CASME. In their work, the error was about 6.5 frames 

from the truth apex in the CASME II. Furthermore, there 

was around two frames error in the CASME. Then, in [6], 

the use of the diagonal planes not only reduced the error 

but also led to simple calculations. However, there were 

still six frames far away from the ground truth in the 

CASME II. In the next work [20], a method called the LBP 

on six intersection planes had only 1.7 errors in the 

CASME. 

 In 2022, a method based on the deep learning named 

as the intelligent cubic-LBP [21] has been presented for 

spotting the micro-changes on the datasets such as the FA 

and the POVI. Nevertheless, the convolutional neural 

networks often require complex computation and the 

high processing/learning time [22]-[26]. 

In this paper, we present a novel approach to detect 

the micro-changes. Our goal is to bring the Cubic-ULBP 

and the Partial Differential Equations (PDE) together for 

the sake of reaching outstanding outcomes. In fact, the 

major contribution of this paper is to extract robust 

features against noises through the Cubic-ULBP. 
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Furthermore, the proposed method automatically selects 

only one plane out of the 15 Cubic-LBP planes using the 

PDE, to reduce the processing time. This single plane 

highlights the main direction of the micro-changes. Our 

extensive experiments on datasets prove the 

competitiveness of the proposed method, which is 

optimized to contests with the related state-of-the-arts. 

Related Works 

A plethora of phenomena is tending to cause changes, 

movements, and motions that are still subtle in nature 

[27]. Even though, they are too small to distinguish by the 

human visual system accurately. In order to address this 

limitation, researchers have suggested various methods 

to tackle this problem which ends up with detecting 

minute spatial and temporal variations [4], [28]-[30]. 

The Lagrangian method is considered to be one of 

them. It tracks movement or motion in a video frames 

[28], [31]. The principle of this method is based on 

magnifying movements of fine point which consequently 

become more visible to the naked eye. However, poor 

estimated movements and sensitivity to spatial noise are 

among its drawbacks. 

The other motion magnification method is called 

Eulerian that is used in multiple fields [29], [32]-[34]. 

Beside magnification, it also reveals micro-color changes 

[28]. Deteriorating by captured noise, computationally-

intensive, and unsuitability for high-frequency bands are 

its general disadvantages. Unlike Lagrangian, the Eulerian 

doesn't support large amplification factors. 

On the contrary, phase-based video motion processing 

approach [27] is robust against noise due to phase 

magnification rather than feature magnification. 

However, because of its complexity, the huge processing 

burden is imposed on such system.  

The other intricate method is the complex wavelet 

(CWT), which is optimized to magnify micro-movement 

[29]. Under this approach, any micro-change in any 

direction over time is magnified by the CWT 

decomposition band.  

Two later methods mentioned above rely on the 

frequency decomposition.  

To resolve the complexity problem, LBP-based 

methods such as Cubic-LBP [4] have been introduced. 

Nonetheless, they have deficiencies that should be get rid 

of them.  

These are sensitive to the illumination variations, the 

shadow variations, and the noises. It is in order to come 

up with aforementioned shortcomings, we adopt an 

optimized approach comprising Cubic-ULBP and PDE.  

The Cubic-ULBP is not only simple in computation but 

also can track any given direction of the micro-change. On 

top of that, it is insensitive to noise and illumination 

variations.  

Unfortunately, the Cubic-ULBP has relatively high 

number of planes, i.e. 15 planes. To eliminate this 

problem, the PDE is then called to choose just single 

plane. Therefore, volume of computation becomes even 

simpler.  It is worthwhile to bear in mind that PDE has 

other applications in image processing such as denoising, 

image enhancement, and tracking as reported in [35]-

[40]. 

Proposed Method 

We extract features from the consecutive images using 

a texture-based method, namely Cubic-ULBP.  Then, the 

maximum direction of micro-changes would be 

determined.  

More specifically, the PDE selects a single plane among 

15 that reveals the most micro-changes. Finally, the apex 

frame is spotted by evaluating the discrepancy between 

the histogram of each frame and the normal frame in that 

single plane.  

The general framework of our proposed method is 

shown in Fig. 1. 

A.  Cubic-ULBP 

We use frames as image sequences. These standard 

images are put successively such that construct a three-

dimensional array. 15 planes encompass the pixels in 

multi-directions. They are named Cubic method planes as 

depicted in Fig. 2. 

There are 3 separate planes in directions of XT, XY, and 

YT.  

Also, there are 6 diagonal planes in the cuboid. Except 

for the XY orientation planes, the rest of them collect 

pixels from consecutive images. It is prerequisite to 

convert the color images to the grayscale for ULBP 

process.  

Suppose pixels (P§, for §=1 to NuP) are located on a 

circle with Ra radius in a plane. The number of P§ (NuP) is 

selected to attain the best performance.  

If we consider that the middle point of the circle to be 

a pixel C, then, the location of each P§ on every plane is 

defined as follow: 

(𝑥𝐶 + 𝑅𝑎𝑥 𝑐𝑜𝑠(𝐼) ,𝑦𝐶 − 𝑅𝑎𝑦 𝑠𝑖𝑛(𝐼) ,𝑡𝐶)                          (1)  

(𝑥𝐶 + 𝑅𝑎𝑥𝑐𝑜𝑠(𝐼),𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 ± 𝑆)                      (2) 

(𝑥𝐶,𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 + 𝑅𝑎𝑡𝑐𝑜𝑠(𝐼))                              (3) 

(𝑥𝐶 ± 𝑅𝑎𝑥,𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 + 𝑅𝑎𝑡𝑐𝑜𝑠(𝐼))                 (4) 

(𝑥𝐶 + 𝑅𝑎𝑥𝑐𝑜𝑠(𝐼),𝑦𝐶,𝑡𝐶 + 𝑅𝑎𝑡𝑠𝑖𝑛(𝐼))                              (5) 

(𝑥𝐶 + 𝑅𝑎𝑥𝑐𝑜𝑠(𝐼),𝑦𝐶 ± 𝑅𝑎𝑦,𝑡𝐶 + 𝑅𝑎𝑡𝑠𝑖𝑛(𝐼))                 (6) 

(𝑥𝐶 + 𝑅𝑎𝑥𝑠𝑖𝑛(𝐼),𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 − 𝑅𝑎𝑡𝑐𝑜𝑠(𝐼))     (7) 

(𝑥𝐶 − 𝑅𝑎𝑥𝑠𝑖𝑛(𝐼),𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 + 𝑅𝑎𝑡𝑐𝑜𝑠(𝐼))     (8) 
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Fig. 1: The general framework of our proposed method. 

 

 

 

Fig. 2: Cubic method planes. 

(𝑥𝐶 + 𝑅𝑎𝑥𝑐𝑜𝑠(𝐼),𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 + 𝑅𝑎𝑡𝑠𝑖𝑛(𝐼))     (9) 

(𝑥𝐶 − 𝑅𝑎𝑥𝑐𝑜𝑠(𝐼),𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 − 𝑅𝑎𝑡𝑠𝑖𝑛(𝐼))   (10) 

(𝑥𝐶 + 𝑅𝑎𝑥𝑐𝑜𝑠(𝐼),𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 − 𝑅𝑎𝑡𝑐𝑜𝑠(𝐼))   (11) 

(𝑥𝐶 + 𝑅𝑎𝑥𝑐𝑜𝑠(𝐼),𝑦𝐶 − 𝑅𝑎𝑦𝑠𝑖𝑛(𝐼),𝑡𝐶 + 𝑅𝑎𝑡𝑐𝑜𝑠(𝐼))   (12) 

where I equal to 2πP/NuP and S is the interval on T axis. 

In the ULBP routine, P§ values are subtracted by the 

value of C. Then, the positivity of outcome is checked. If it 

holds true, it would be exchanged by "1" and otherwise 
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replaced by "0". Thereafter, these binary values 

concatenated together to create specific pattern (e.g. 

01101001). 

In order to discern uniform from non-uniform 

patterns, we build a histogram of ULBP. For this purpose, 

number of reciprocal transitions between 0 and 1 are 

enumerated. If there are just 2 or less transitions, the 

pattern is put into uniform bin. A separate bin is assigned 

for all non-uniform patterns which have more than two 

transitions. This task provides the feature vector, well 

known as histogram of ULBP.  

In comparison with ordinary LBP [18], ULBP ends up in 

shorter feature vector. It could be obtained through 

following equation: 

𝑒𝑞(𝑥,𝑦,𝑡) = 0,      (𝑥,𝑦,𝑡) ∈  𝜕Ψ × [0,𝑇𝑖] 

𝑈𝑛𝑖𝑓𝑜𝑟𝑚 𝐿𝐵𝑃 = |𝑠𝑖𝑔𝑛(𝑉𝑎𝑙𝑁𝑢𝑃 − 𝑉𝑎𝑙𝐶)
− 𝑠𝑖𝑔𝑛(𝑉𝑎𝑙0 − 𝑉𝑎𝑙𝐶)| + 

∑ |𝑠𝑖𝑔𝑛(𝑉𝑎𝑙𝑃 − 𝑉𝑎𝑙𝐶) − 𝑠𝑖𝑔𝑛(𝑉𝑎𝑙𝑃−1 − 𝑉𝑎𝑙𝐶)|

𝑁𝑢𝑃−1

𝑃=1

 

(13) 

𝐻𝑖𝑠𝑡𝑈𝐿𝐵𝑃

= { ∑ 𝑠𝑖𝑔𝑛(𝑉𝑎𝑙𝑃 − 𝑉𝑎𝑙𝐶)

𝑁𝑢𝑃−1

𝑃=0

𝑖𝑓 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 𝐿𝐵𝑃𝑁𝑢𝑃,𝑅𝑎 ≤ 2

𝑁𝑢𝑃 + 1                                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   

(14) 

To get a coherent description, the normalized 

histogram of the Cubic-ULBP is computed by 

concatenation of ULBP features on the planes as follow: 

𝑁𝑜𝑟𝑚𝐻𝑖𝑠𝑡𝜑,ℎ = ∑ 𝐽{𝑈𝑛𝑖𝑓𝑜𝑟𝑚 𝐿𝐵𝑃𝜑(𝑥,𝑦,𝑡) = 𝜑}

𝑥,𝑦.𝑡

 

/ ∑ 𝐻𝑖𝑠𝑡𝑈𝐿𝐵𝑃𝜔,ℎ
𝜚−1
𝜔=0                        (15) 

where φ is a factor which is confined between 0 and the 

number of ULBP labels in the plane (ϱ). The h is plane 

number (i.e. h: 1, 2, …, 15).  J (.) is 1 when (.) is true, and it 

is 0 otherwise. 

The Cubic-ULBP histogram is comprised of 15 

histograms; each one belongs to specific counterpart 

plane. In most cases, only one plane out of 15 planes 

carries information with the most micro-changes. It can 

be explained mathematically as: 

∑ (𝑁𝑜𝑟𝑚𝐻𝑖𝑠𝑡𝑓𝑖 − 𝑁𝑜𝑟𝑚𝐻𝑖𝑠𝑡𝑓)2𝑁𝐹
1                                 (16) 

where fi, NF, and f are the frame of interest, number of 

frames, and frame1 respectively. With frame1, we mean 

a normal frame, containing no change, which is often 

happened to be the first frame [41], [42]. 

B.  PDE 

Histogram of a plane with the most micro-changes is 

captured as a matrix (v). The histogram, which is obtained 

from Cubic-ULBP in previous section, is processed again 

to create vector v. Thereupon, the v is inserted into the 

PDE and its features are extracted as output (o). The PDE 

is defined as: 

𝜕𝑒𝑞

𝜕𝑡
= 𝐿(𝑒,𝑥,𝑦,𝑡),         (𝑥,𝑦,𝑡)  ∈  Ψ × [0,𝑇𝑖] 

𝑒𝑞|
𝑡=0

(𝑥,𝑦,𝑡) = 𝒗𝒒,         (𝑥,𝑦)  ∈  Ψ                               (17) 

where q=1, 2, …, Q. The Q is the number of samples and 𝛹 

is the rectangular region in R2. The e and Ti are the 

evolution of the v and feature extraction process time by 

the PDE respectively. The feature map e | t = T has a 

similar dimension as the v. If the gradient and hessian of 

the v are 𝛻𝑣 𝑎𝑛𝑑 𝑯𝑣, then the PDE can be formulated as: 

𝜕𝑒

𝜕𝑡
= 𝐿(𝑒,∇𝒗,𝑯𝑣)                                                                (18) 

We deduce the L feature inspired by [40]. The PDE 

shares the same characteristics with Cubic-ULBP which 

both are illumination and rotation invariant. In fact, we 

use the rotational invariants up to the second order. The 

input and desired output are as follows, respectively: 

𝑖𝑛𝑣0(e) = 1                                                                         (19) 

 𝑖𝑛𝑣1(e) = 𝑒                                                                        (20) 

The squared norm of the gradient is as: 

𝑖𝑛𝑣2(e) = ‖∇𝑒‖2 = 𝑒𝑥
2 + 𝑒𝑦

2                                             (21) 

Also, the Laplacian is as follows: 

𝑖𝑛𝑣3(e) = 𝑡𝑟(𝑯𝒆) = 𝑒𝑥𝑥 + 𝑒𝑦𝑦                                        (22) 

A visual front-end operation is as: 

 𝑖𝑛𝑣4(e) = (∇𝑒)𝑇𝑖𝑯𝑒∇𝑒 = 𝑒𝑥
2𝑒𝑥𝑥 + 2𝑒𝑥𝑒𝑦𝑒𝑥𝑦 + 𝑒𝑦

2𝑒𝑦𝑦   

                                                                                               (23) 

In addition, a deviation from flatness is as following: 

𝑖𝑛𝑣5(e) = 𝑡𝑟(𝑯𝑒
2) = 𝑒𝑥𝑥

2 + 2𝑒𝑥𝑦
2 + 𝑒𝑦𝑦

2                          (24) 

To get approximate invariant under gray-level scaling, 

the term 𝑎(𝑥) =
𝑥

1+|𝑥|
 is added to each differential 

invariant. Thus, the differential invariants becomes as 
{𝑎(𝑖𝑛𝑣0 𝑡𝑜 5(𝑒))}. Consequently, L can be written as a 

function of them:  

𝐿(𝑒,𝑡) = ∑ 𝑔𝑘(𝑡) 𝑎(𝑖𝑛𝑣𝑘(𝑒(𝑡)))5
𝑘=0                            (25) 

𝑔𝑘(t) is independent of the (x, y) in (25). It is to 

minimize the loss function. 

C.  Classification 

Now, a simple linear classifier is required for the 

classification purpose which is fed by PDE outcomes. We 

use the multivariate ridge regression [39], [40] in order to 

reduce complexity.  

In the training step, we minimize a loss function to get 

optimized values for the parameters (W) and L. Training 

samples are the input matrixes (𝒗𝒒) and their 
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corresponding tag vector (𝑑𝑞) that belongs to class h. For 

each input, we compute a feature map using (17). If the 

regularization term set to be G, then the whole learning 

features can be extracted as follow: 

𝑚𝑖𝑛 𝐸
{𝑔𝑘(𝑡)},𝑾 =

1

𝑄
∑ 𝐿𝑂𝑆𝑆(𝑾; 𝑒𝑞|𝑡=𝑇𝑖,𝑑𝑞) + 𝜆𝑄

𝑞=1 𝐺(𝑾)  (26) 

where lambda (𝜆) is a trade-off parameter. The extracted 

features are chosen in order to minimize the loss function. 

More clearly, the PDE learns the {𝑔𝑘(𝑡)} and W 

parameters. The aim in (26) is to learn the multivariate 

ridge regression as: 

𝐸𝑾,𝐿
𝑚𝑖𝑛 =

1

𝑄
‖𝐷 − 𝑾. 𝑽|𝑡=𝑇𝑖‖𝐿

2 + 𝜆‖𝑾‖𝐿
2                           (27) 

where𝐷 = [𝑑1,𝑑2, … ,𝑑𝑄],  𝑎𝑛𝑑 𝑽|𝑡=𝑇𝑖 =

[𝑣𝑒𝑐𝑡(𝑒1|𝑡=𝑇𝑖), … ,𝑣𝑒𝑐𝑡(𝑒𝑄|𝑡=𝑇𝑖)]. For the multivariate 

ridge regression, the size of the W matrix is the number 

of categories multiplied by the number of the input image 

pixels. The class label for each test image can be achieved 

as follows: 

𝑙𝑎𝑏𝑙𝑒 = arg max{𝑾. 𝑣𝑒𝑐𝑡(𝑒|𝑡=𝑇𝑖)}                                                  (28) 

To solve (27(, {(𝒗𝒒,𝑑𝑞)}
𝑞=1

𝑄
, 𝜆, and the step size during 

optimization (𝜇) are selected as inputs. To achieve best 

overall results, ∆𝑡, 𝑁, 𝛽, 𝜀, 𝛾, 𝑎𝑛𝑑 𝛾𝑚𝑎𝑥 are initialized to 

0.5, 5, 0.95, 10-6, 1, and 10, respectively. Besides, Λ is 

initialized with each entry uniformly sampled from [−1, 1]. 

To accomplish classification task, we perform five steps 

while 𝛾 ≤ 𝛾𝑚𝑎𝑥 and ‖𝐸𝛾 − 𝐸𝛾−1‖ > 𝜀:  

1) Set 𝑒𝑞
0 = 𝒗𝒒 and calculate 𝑒𝑞

𝜁+1
= 𝑒𝑞

𝜁
+

    ∆𝑡 ∑ 𝑔𝑘
𝜁5

𝑘=0  . 𝑎 (𝑖𝑛𝑣𝑘(𝑒𝑞
𝜁

)) , 𝜁 = 0,1, … ,𝑁 − 1;  

2) Solve 𝑾 =  
1

𝑄𝑊
arg 𝑚𝑖𝑛

 ‖𝐷 − 𝑾. 𝑽𝑁‖2 + 𝜆‖𝑾‖𝐿
2 =

   𝐷. (𝑉𝑁)𝑇𝑖 . [𝑽𝑁. (𝑉𝑁)𝑇𝑖 + 𝜆𝑄𝜂]−1;  

      𝜂𝜖𝑅the pixel number of an image×the pixel number of an image 

3)   Update Λ by one gradient descent as (𝑔𝑘
𝜁

)
𝛾+1

=

(𝑔𝑘
𝜁

)
𝛾

−    𝜇
𝜕𝐸𝛾

𝜕(𝑔𝑘
𝜁

)
𝛾;  

4)    Update 𝜇 = 𝛽𝜇;  

5)    Update 𝛾 = 𝛾 + 1. 

Experimental Results  

All experiments are implemented in MATLAB 2020b 

under Windows 7 on a PC equipped with a 3.5GHz CPU 

and 8GB RAM. We begin this section with describing the 

datasets which are used in our research. Thereafter, the 

settings and also implementation details are provided to 

accommodate the necessity of procedure replication. In 

last, we present an extensive investigation on results 

which then being compared to the most state-of-the-art 

                                                                 
1 http://www.povi.cl/ 

methods. 

A.  Datasets Specifications 

The Chinese Academy of Sciences Micro-Expressions 

(CASME) [41] and its extended version, namely CASME II 

[42] are among most widely used datasets. One of 

particular reason behind this popularity is the liable labels 

including apex frame. Specially, these pre-labelled apex 

frames lead to a concise evaluation of our proposed 

method. The earlier dataset has more than 190 samples 

each one contains of dozens consecutive facial images. 

The latter, which is bigger in size, has more than 240 

samples.  

As it is appeared in Fig. 3, the apex frame demonstrates 

relatively high degree of variations in comparison with the 

other frames. More specifically, in this figure, the emotion 

of disgust is most discernable within forehead area in the 

apex frame.  

 

 
Fig. 3: A sample of disgust expression from the CASME II 

dataset. In this sample, the forty-sixth frame shows the most 
muscle contraction within the forehead area in comparison to 
others. Thus, it is the exact apex with the most micro-changes 

information. 

Although the resolution of these datasets (1280×720 

for CASME and 280×240 for CASME II) satisfies our system 

requirements, there are still some other motions which 

should not to be regarded as micro-changes. In order to 

overcome these defects, we manually omit the samples 

with the motions that are not mainly categorized as 

micro-changes. The third dataset which we manage to 

exploit in our proposed method is named POVI1 [43]. It is 

video data which captured the activity of Villarrica 

volcano. A sample of image sequence from this dataset is 

illustrated in Fig. 4. It should be mentioned out that just 

the portion of this dataset which is in accordance with 

micro-changes of volcano activity is utilized. 

We take advantage of the last dataset that is 

corresponding to retinal blood vessels. They were 

collected from the retinal Fluorescein Angiography (FA) 

[44]. For each instance in this dataset, there are at least 

110 frames available. The main drawback with this 

dataset is the lack of apex frame labels which leaves 

researchers with no choice rather than tagging them 

manually. 

Frame 1 Frame 13 Frame 46 Frame 65 Frame 96 
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Fig. 4: A sample of consecutive images from the POVI.  

B.  Simulation Details 

Initially, image frames of one sample are clustered 

with the length of three frames. This task proceeds by 

separating triple frames starting from onset frame into 

the offset one. To be sure not to miss any micro-change, 

this process is accomplished through an overlapping 

scheme where a frame could be considered multiple 

times. Thus, the interval on the T axis (S) is set to be 1. 

Besides, for the textural analyzer like ULBP to be 

applicable, all images should be first transformed into the 

grayscale level. As discussed in section III-A, cubes are 

made from clusters of 3 consecutive frames. Afterwards, 

15 planes are extracted from each Cube to encompass 

every possible motion in multi-directions. It could be 

perceived from Fig. 5 that eight pixels including P1, P2, …, 

and P8 are located on a circumference of a circle with a 

Ra=1 radius. It means that the NuP is eight. The Ra and 

NuP have been selected according to the best 

performance. In order to apply ULBP, each pixel on the 

circle circumference is subtracted from the center C 

value. With this subtraction results, the string of binary 

codes is then created where positive and negative values 

of subtractions are exchanged with 1 and 0 respectively. 

If there are only 2 or less transition existed between zeros 

and ones within code string, this pattern is classified as 

uniform. Consequently, a separate bin is assigned for 

these uniform patterns in the ULBP histogram. The rest of 

the patterns, namely non-uniform patterns, are located 

into another single bin. 

 At last, all the histograms, which are extracted from 

15 distinct planes, are concatenated to make the single 

Cubic-ULBP histogram. This histogram is then placed into 

a matrix of 15 rows in which each row stands for a specific 

plane.  In other words, the ULBP histograms of plane 1 up 

to plane 15 are in turn the first row up to the last row of 

the matrix. Therefore, this matrix contains the entire 

textural features extracted from a sample video data by 

the means of Cubic-ULBP. 

Now, we probe variations by looking into histogram 

matrix using (16). Thus, the plane with the maximum 

micro-changes is spotted when its variation is compared 

with the rest of the frames. This plane could pave the 

significant way to locate micro-changes since it has 

relatively high amount of valuable data. For example, 

plane number 13 in Fig. 5 has the same characteristic and 

outweigh in variations over other planes. 

 

 
Fig. 5: The histograms variation using 15 planes in consecutive 

images. 

In the next step, this plane's information is fed into the 

PDE, and in this example its corresponding tag is set to be 

13. This procedure is iterated similarly for all other 

samples through the dataset. 

The PDE parameters are trained to learn from features 

of the matrix according to part B of section III. We 

minimize the loss function for determining the 

parameters. The multivariate ridge regression is then 

utilized as a classifier. Training sets include histogram 

matrix as an input and its corresponding tag vector, which 

belongs to class h, as an output. As a result, there are 15 

classes where the h1 as class 1 belongs to plane 1 and h15 

as class 15 belongs to plane 15. Fortunately, the direction 

of micro-changes is also unraveled by this class. 

For each plane, we randomly select 15 matrixes for 

training and the rest are selected for testing. In our 

method, the hyper-parameters of 𝜆 (i.e., regularization 

parameter) and 𝜇  (i.e., step size during optimization) are 

tuned to obtain the best performance. Since in most cases 

the training samples are limited, 𝜆 and 𝜇 are chosen from 

{1, 1.5, 5, 10, 50} and {0.1, 0.3, 0.5, 0.7, 0.9}, respectively 

[32]. We choose 𝜆 of 1.5 and 𝜇 of 0.5 for this purpose. We 

set them due to the best achieved spotting accuracy. Fig. 

6 shows two samples of the effects of selecting 𝜆 and 𝜇 

value on apex spotting accuracy on the used data. 
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Fig. 6: The effects of λ and μ on apex spotting accuracy. 

Therefore, the PDE pick out a single plane out of 15 

that reveals the most micro-changes. Finally, the apex 

frame is spotted by evaluating the discrepancy between 

the histogram of each frame and the first frame (i.e., 

normal frame) in that single plane.  

C.  Discussion on Experimental Results  

According to our results, the proposed method 

outperforms over other state-of-the-art researches in 

spotting the apex frame. Even more, its performance is 

found to be promising when the training samples are 

scarce. Meanwhile, the large amounts of training samples 

are often required for the well-known methods (such as 

the method presented in [21], [23], [26]). Collecting such 

enormous samples is not always easy and cost effective. 

Our proposed method not only overcomes this challenge, 

but also reaches better efficiency compared to the other 

approaches. 

Besides, in terms of optimization, our proposed 

method has a clear advantage over customary Cubic-LBP 

since it selects merely a single plane rather than 15. In 

consequence, the computation process of our method is 

slashed significantly.  

Unsurprisingly, with the characteristics of ULBP and 

PDE, our method is more robust against illumination 

variations. This robustness is mainly due to three reasons. 

First, we use a uniform pattern in ULBP that relatively 

discards effect of illumination variations. Second, the PDE 

parameters are learned with the features extracted from 

an illumination invariant histogram. Third, we add the 

term 𝑎(𝑥) on each differential invariant which ends up 

with more insensitivity to the illumination fluctuations.  

Table 1 reports the apex spotting accuracy in 

percentage on the CASME dataset with 15 training 

samples. We can see that the apex frame spotting 

accuracy is increased by more than 35% in the 

experiments on the CASME in comparison with [2], [3], 

and [16], [17]. In order to further validate out method, the 

experiments are repeated on the CASME II.  

Table 2 demonstrates micro-changes spotting 

accuracy on this dataset with just 15 training samples. 

Again, as it could be perceived from this table, the 

accuracy which is achieved by our method, in comparison 

with others, is improved noticeably.  

In addition, we also conduct the experiments to come 

up with apex spotting in the POVI and FA. Their results are 

summarized in Table 3. Furthermore, the assessment of 

wrong apex spotting is computed through the mean 

absolute error as follow: 

𝑚𝑒𝑎𝑛 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 =
1

𝑄
∑ |𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 |𝑄

1                  (29) 

Besides, we achieve the standard error as follow: 

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟 =
𝑠𝑎𝑚𝑝𝑙𝑒 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛

√𝑄
                                (30) 

Results on both mean absolute error and standard 

error which are given in Table 4 are comparatively 

negligible. In Fig. 7 we picture a clear view of the 

superiority of our proposed method comparing with 

other related methods. Moreover, the proposed method 

(combining PDE and Cubic-ULBP) efficiency is measured 

using precision (prec.), recall (rec.), and F1 metrics [45] as 

follows: 

𝑟𝑒𝑐. =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠.

𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔.+𝑇𝑟𝑢𝑒𝑃𝑜𝑠.
                                                   (31) 

𝑝𝑟𝑒𝑐. =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠.

𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠.+𝑇𝑟𝑢𝑒𝑃𝑜𝑠.
                                                 (32) 

𝐹1 = 2 × (
𝑝𝑟𝑒𝑐.×𝑟𝑒𝑐.

𝑝𝑟𝑒𝑐.+𝑟𝑒𝑐.
)                                                         (33) 

where the Pos. and Neg. are abbreviations of positive and 

negative. Table 5 illustrates the above-mentioned metrics 

result. We have obtained high precision (0.86) using our 

proposed method.  

In the last experiment that is reported in Table 6, we 

investigate the effect of different numbers of training 

samples on the accuracy. It is performed on CASME, 

CASME II, POVI, and FA which reaffirms the direct 

relationship between accuracy and numbers of training 

samples. However, our proposed method still keeps its 

performance even under severe reduction of training 

samples. 

Finally, Fig. 8 compares the time consumption results 

with existing literature. According to the results, our 
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proposed method has less elapsed time than [4] and [21] 

works. Since the proposed method, unlike [4], can 

automatically pick only one plane rather than many 

planes in [4]. Moreover, in contrast to [21], it does not 

require high learning time. 

 
 

                                      Table 1: Apex spotting accuracy (%) on CASME with 15 training samples 
 

 
 
 
 
 
 
 
 
 
 
                                      Table 2: Micro-changes spotting accuracy (%) on CASME II with 15 training samples 
 

 
 
 
 
 
 
 
                                      Table 3: Micro-changes spotting accuracy (%) using the proposed method (Combining PDE and Cubic-ULBP) 
 

 
 
 
 
 
 

                                      Table 4: The obtained mean absolute error and standard error in our work 
 

 
 
 
 
 
 
 
 
 
                                         Table 5: Productivity of our proposed method (Combining PDE and Cubic-ULBP) using other metrics 
 

 
 

 

 

 

 
 
 
                                          Table 6: Spotting accuracy (%) on CASME, CASME II, POVI, and FA with 5, 10, and 15 training samples 
 

 

 

 

 

 

 

 

 

Methods Acc. 

LBP on the 3 orthogonal planes [16] 31.2% 

Cubic-LBP [2] 38.0% 

LBP [17] 39.0% 

LBP on the 4 planes [3] 45.1% 

Combining PDE and Cubic-ULBP (ours) 81.2% 

Methods Acc. 

LBP [17] 10.3% 

Cubic-LBP [2] 20.1% 

Combining PDE and Cubic-ULBP (ours) 61.0% 

Dataset Acc. 

POVI 83.3% 

FA 85.1% 

Dataset 
mean absolute 

error 
standard error 

POVI  0.72 0.045 

CASME 0.80 0.050 

FA 0.63 0.040 

CASME II 4.46 0.52 

Dataset recall 𝑝𝑟𝑒𝑐.   F1 

FA 0.82 0.86 0.84 

CASME 0.79 0.82 0.81 

POVI 0.84 0.81 0.82 

CASME II 0.59 0.61 0.60 

Method 
 

Dataset 
# training samples 

 5 10 15 

Combining PDE 
and Cubic-ULBP 
(ours) 

 CASME 76.4 80.3 81.2 

 CASME II 54.3 59.4 61.0 

 POVI 77.8 82.1 83.3 

 FA 79.1 83.9 85.1 
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Fig. 7: Comparing error in other related methods and ours. (a) CASME (b) CASME II. 

 
Fig. 8: Comparing the elapsed time of our proposed method with the existing works. 

Conclusion 
In our planet and even in cosmos, there are plenty of 

micro-changes. They contain significant information 
which should not be underestimated. Thus, spotting such 
tiny movements could be a bottleneck in wide range of 
applications from recognizing a liar to the health care 
system. Nevertheless, micro-change characteristics, 
namely low-intensity and brief appearance, make them 
almost invisible. In order to cope with this challenge, we 
proposed the novel approach which takes advantage of 
both Cubic-ULBP and PDE. Cubic-ULBP is robust against 
noise and illumination variation and at the same time 
could spot micro-changes in any direction. PDE is then 
applied to extract most effective features. According to 
our results, micro-change within the apex frame is located 
with a satisfying accuracy. In the future, the proposed PDE 
on the Cubic-ULBP could be used in similar scenarios, 
where the micro-changes need to be spotted. The 
limitation of the current work is the scarce number of 3D 
public datasets. 
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