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Background and Objectives: From the multiview recorded video, free viewpoint 
video provides flexible viewpoint navigation. Thus, a lot of views need to be sent 
to the receivers in an encoded format. The scalable nature of the coded bitstream 
is one method of lowering the volume of data. However, adhering to the 
limitations of the free viewpoint application heavily relies on the kind of scalable 
modality chosen. The perceptual quality of the received sequences and the 
efficiency of the compression technique are significantly impacted by the scalable 
modality that was chosen.  
Methods: In order to address the primary issues with free-viewpoint video, such 
as high bandwidth requirements and computational complexity, this paper 
suggests a scalable framework. The two components of the suggested framework 
are as follows: 1) introducing appropriate scalable modality and data assignment 
to the base and enhancement layers; and 2) bit budget allocation to the base and 
enhancement layers using a rate control algorithm. In our novel scalable modality, 
termed Tile-based scalability, the idea of Region of Interest (ROI) is employed, and 
the region of interest is extracted using the tile coding concept first presented in 
the MV-HEVC. 
Results: When compared to the state-of-the-art techniques, our approach's 
computational complexity can be reduced by an average of 44% thanks to the 
concept of tile-coding with parallel processing capabilities. Furthermore, in 
comparison to standard MV-HEVC, our suggested rate control achieves an average 
17.7 reduction in bandwidth and 1.2 improvement in video quality in the 
Bjøntegaard-Bitrate and Bjøntegaard-PSNR scales. 
Conclusion: Using new tile-based scalability, a novel scalable framework for free-
viewpoint video applications is proposed. It assigns appropriate regions to the 
base and enhancement layers based on the unique features of free viewpoint 
scalability. Next, a rate control strategy is put forth to allocate a suitable bitrate to 
both the base and enhancement layers. According to experimental results, the 
suggested method can achieve a good coding efficiency with significantly less 
computational complexity than state-of-the-art techniques that used the λ-
domain rate control method. 
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Introduction 

Free viewpoint video is a system allowing the users to 

observe the scene from various view point and freely 

change the views. It can be used in multiple applications 

such as immersive teleconference, 3DTV, and sporting 
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events, enabling the viewers to move freely around the 

scene. But, to provide this capability, some main 

challenges must be overcome. 

 High Bandwidth: To provide high quality and rich 

interactive experience, the resolution of the free 

viewpoint video should be 4K or even higher. However, 

streaming numerous views at such resolution requires 

extraordinary bandwidth, which is not reachable in low 

bit rate communication channels such as the wireless 

mobile networks. Even with the compression offered 

by Multiview Video Coding (MVC), which uses Intra and 

Inter-view prediction to extract statistical 

dependencies between views, free viewpoint video is 

currently beyond the capabilities of most wireless 

networks. Intra-view prediction uses temporally 

adjacent frames, and inter-view prediction uses 

corresponding frames in adjacent views as reference 

views in the prediction process.  

 Computational Complexity: As mentioned before, an 

essential characteristic of free viewpoint video is 

increasing the control over view angle and direction, 

according to the perceptual preferences of users. A 

secondary effect of increasing the viewing 

controllability is higher computational complexity. 

Since, there are numerous numbers of views that 

should be encoded and send to the viewers, while the 

human eye can only focus on a particular area of the 

scene and small numbers of view at any time. Hence, 

the main challenge in this application is controlling the 

high computational complexity of encoder side [1]. 

Scalable Multiview Video Coding (SMVC) is one of the 

main techniques to address the high bandwidth 

requirement and reduce computational complexity by 

scaling down the video. Usually, a scalable bitstream 

consists of a “Base” layer that carries the minimum 

amount of video data necessary for all receivers. Then, 

one or more “Enhancement” layers can be built on top of 

the base layer to improve the overall video perceptual 

quality. 

In this paper, we propose an efficient scalable 

framework for free viewpoint video applications to 

overcome the mentioned challenges. Our proposed 

framework has two distinct parts:  

1) Selecting proper scalable modality and data 

assignment to base and enhancement layers: Selecting 

the proper scalable modality can help satisfying the main 

requirements of free-viewpoint application such as the 

required bandwidth. In particular, the selected scalable 

modality can affect the perceived quality and the 

compression efficiency. 

To clarify the meaning of scalable modality, suppose 

that, a mobile client has an available bandwidth that is 

less than the bitrate of the original free viewpoint video. 

A video adaption should be performed to extract base and 

enhancement layers to match the bitrate of the adapted 

video to the bandwidth of the mobile client. This type of 

video adaptation is named scalable modality. It is more 

efficient that the scalable modality is extracted according 

to the specific characteristics of the application at hand, 

such as free viewpoint application. After selecting a 

proper scalable modality, the available data should be 

assigned to various layers according to this particular 

scalable modality. In the free viewpoint application, 

usually, the receivers are more interested in specific 

regions of the scene, and the perceptual quality of those 

regions is more important to them. This concept is 

typically referred to as Region of Interest (ROI). Our 

proposed framework in this paper proposes to use the 

concept of ROI to define the appropriate scalable 

modality for free viewpoint application. The user's 

favorite regions, ROIs, are located in the base layer and 

the other areas are located in enhancement layers. 

But, extracting the ROI is not so trivial. Several 

methods are presented in the literature to extract ROI 

based on some specific features such as texture 

perceptual map and the motion perceptual map [2], visual 

attention model, and gaze tracking data [3] and so on.  

In this paper, we suggest using the idea of tile coding 

in the MV-HEVC standard to extract the ROI and data 

assignment to the base and enhancement layers. 

In MV-HEVC standard, the pictures can be divided into 

independently decodable rectangular regions with 

approximately equal numbers of CTUs that are entitled as 

tiles. The main goal of partitioning the frames into tiles is 

to increase the capability for parallel processing and 

provide error resilience [4]. 

Using this concept, we can code the tiles 

corresponding to ROI as the base layer and the remaining 

ones as the enhancement layers. The tiles can be coded 

and decoded in parallel to improve the computational 

complexity of the encoder and decodes side.  

2) Rate control algorithm for bit budget allocation to 

base and enhancement layers: For the second part of the 

proposed framework, we propose a rate control 

algorithm for scalable coding in free viewpoint 

application. We have used the λ-domain rate-distortion 

model [5] in the HEVC video coding standard as our 

reference rate-distortion model. Then we will use specific 

features of the Tile-based scalable modality to extract 

coding parameters for free viewpoint video application 

efficiently. 

The main innovations of the paper are as follows: 

1. Introduce a proper scalable modality for free-

viewpoint video application based on Region of 

Interest, named Tile-Based scalability. 

 In tile-based scalability, the concept of tile coding in 

the MV-HEVC video coding standard is used to 

extract the interested and non-interested regions 
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and allocate them to the base and enhancement 

layers, respectively. 

 In addition, using the concept of tile coding in the 

MV-HEVC video coding standard, we can benefit 

from parallel processing to reduce the complexity of 

the encoder and improve efficiency. 

2. Propose a rate control algorithm for rate assignment to 

base and enhancement layers for Tile-Based scalability 

in free-viewpoint video application. 

 The concept of inter-view disparity is used to find 

the appropriate relationship between the 

quantization parameters of various tiles  

Related Work 

In this section, the scalable coding for multiview video 

and free viewpoint application and the rate control 

algorithms for scalable coding are reviewed.  

A.  Scalable Coding in Multiview Video and Free 

Viewpoint Application 

Several scalable modalities have been mentioned in 

the literature for single view and multiview video. For 

instance, temporal, spatial, and quality scalability and 

various combinations of them [6] and Region-Of-Interest 

(ROI) and object-based scalability [7] are introduced for 

single view video coding. Besides, view scalability [8] and 

free viewpoint scalability [9] are presented for multiview 

video. In [10] an efficient scalable multiview video coding 

method is proposed in which high-quality depth maps are 

coded as a piece of scene information. Then, the view-

dependent depth map is generated from this information 

at the decoder side. So the free viewpoint scalability and 

coarse granular SNR scalability are achieved using these 

synthesized depth maps. In [11], a scalable approach is 

presented for immersive video streaming to support 

different receivers. This method limits the number of 

views in the base layer and uses view scalability and free 

viewpoint scalability in the enhancement layers to 

synthesize more views at the receiver side to improve the 

quality of free viewpoint views for the user. In [12] an 

encoding configuration for scalable multiview video 

coding is proposed that realizes higher compression 

efficiency and provides view switching for the users. In 

the proposed approach, the base layer uses inter-view 

prediction and produces a video sequence with the 

acceptable quality. Then, the enhancement layers use the 

corresponding base layer without interview prediction. 

As we mentioned before, complying the constraint of 

free viewpoint application is strongly dependent on the 

type of selected scalable modality that has a significant 

effect on the effectiveness of the compression method 

and perceptual quality of received sequences. The above 

mentioned scalable modalities are not fitted precisely to 

the particular characteristics of free viewpoint 

application. Hence, in this paper, we propose a new 

scalable modality according to the specific features of this 

application. 

B.  Rate Control Algorithms in Multiview Scalable Video 

Coding 

In this section, the most recent rate control algorithms 

for multiview scalable video coding are presented. In [13] 

a ρ-domain rate control algorithm for multiview high 

efficiency video coding is proposed. First, the prediction 

structure of MV-HEVC is optimized. Then, the ρ domain 

rate control model based on multi-objective optimization 

is used. In this study, the image similarity is considered to 

analyze the correlation between viewpoints. Then, this 

correlation and the frame complexity are used for the rate 

allocation process.  The method proposed in [14] uses the 

analysis of the characteristics of multi-view video coding 

and the requirements of its bit rate control to improve the 

traditional quadratic rate-distortion model. In [15], a bit 

allocation and rate control approach for multiview video 

coding is proposed that uses the frame complexity and 

human visual characteristics. These characteristics are 

used to improve the quadratic rate-distortion (R-D) 

model. Then, the proposed algorithm reasonably 

allocates bit-rate among views based on frame 

complexity and human visual characteristics. The bit 

allocation process among various views is done by solving 

a multi-objective optimization problem. In [16], a rate 

control algorithm for MV-HEVC based on scene detection 

is proposed. A ρ-domain rate control model based on 

multi-objective optimization that uses the image 

similarity is used. This image similarity is suggested to 

make a reasonable bit allocation among viewpoints. So, 

by switching the video scene, the image similarity is 

recalculated. In this paper, the frame layer rate control 

considers the layer B-frame and other factors in allocating 

the code rate. Then, the basic unit layer rate is done 

according to the content complexity of the CTU.  In [17], 

a three levels quadratic rate-distortion model for 

multiview video coding is proposed. A λ-domain rate 

control algorithm for the scalable extension of HEVC 

video codec is presented in [18] that includes temporal, 

spatial, and quality scalability. The proposed algorithm 

introduces an initial target bits and encoding parameters 

determination algorithm for the first frame of each layer. 

Then, considering the inter frames, a bit allocation 

method is suggested using intra and inter layer 

dependencies. In [19] a rate control method is proposed 

that takes the human visual system into account to 

allocate the bit budget to various vision perceptual 

regions. The proposed model in [20] takes the QP values 

of B frames into account since some views in the 

multiview video are consisted of B frames only. In [21] a 

rate-distortion model is introduced that considers the 

dependency between frames made by motion 

compensation and depth image-based rendering. Finally, 
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[22] proposes a method for key frames that encouraged 

R-λ model using the depth map characteristics. 

A novel method for rate assignment of free-viewpoint 

video is presented in [23] that uses the distance between 

view directions to allocate the appropriate rate for each 

view and provide a broader field of view. 

In [24] rate control algorithm for MV-HEVC based on 

scene detection is presented. The motivation is that the 

rate control algorithm for multiview in (MV-HEVC) does 

not have the capability of bit allocation efficiently at the 

CTU level. So, the video quality varies greatly for 

sequences with sudden scene changes or large motions.  

As we can see, most of the above mentioned methods 

are suggested for multiview video and cannot be 

extended to scalable multiview video easily. Also, besides 

considering the main features of scalable modality in the 

rate allocation process may lead to much better 

performance in the compression process. To the best of 

our knowledge, none of the presented rate allocation 

methods addresses this issue. 

Proposed Method 

In this section, we introduce our proposed scalable 

framework for free viewpoint application. Our proposed 

framework has two distinct steps, 1) introducing a new 

scalable modality for free viewpoint application and 2) 

presenting a rate allocation method to assign reasonable 

rate to base and enhancement layers. 

A.  Introduce A New Scalable Modality for Free Viewpoint 

Application 

Free viewpoint video often uses in situations that want 

to give the viewers the higher coverage of Field of View. 

Hence, the number of cameras and the corresponding 

setup should provide the most coverage from the scene. 

But, it is usually more important to the viewers to see the 

most interesting parts of the scene than the events 

around the boundaries. For instance, a football game 

often relies on the movement of participants within a 

specific playing area. Where the interesting events will 

take place, are more important to the viewers. Missing 

these areas will impose a harmful effect on the user’s 

quality of experience [25].  

Our proposed scalable modality for free viewpoint 

application suggests using this criterion to assign data to 

the base and enhancement layers. The most interesting 

parts of the scene that are more important to the users 

are located in the base and the other parts are located in 

one or more enhancement layers. But, the main challenge 

is how to extract the interesting parts of the scene. 

The proposed ROI selection methods are either 

feature-based or object-based. Feature-based methods 

find pixels that share significant optical features with the 

target and aggregate them to form ROIs [26], [27]. These 

methods can capture most of the target pixels based on 

the optical feature similarity. However, not all target 

pixels have strong optical features, so the detected ROI 

usually fails to encompass the entire target. In addition, 

feature-based methods cannot distinguish between 

targets, which can cause confusion in subsequent stages 

of processing. 

Object-based methods, on the other hand, detect ROIs 

at a higher level than the pixel-by-pixel approach of 

feature-based systems using information such as target 

shape and structure [28], [29]. Typical approaches include 

template matching and matched filters. Although these 

methods can assign a single ROI to one target, they are 

limited because they require many calculations, have 

difficulty detecting multiple target types, and are not 

reliable when applied to low-quality images. 

According to the above discussion, finding the ROI 

using feature-based and object-based methods is 

computationally complex. In these approaches, various 

parts of the scene should be traversed pixel-by-pixel or 

some other information such as shape and structures 

should be considered.  

The concept of tile in MV-HEVC offers an alternative 

partitioning of a picture into rectangular parts that are 

encoded and decoded independently of another tile [26]-

[30]. The main goal of using tiles coding is to enable the 

use of parallel processing for the encoding and decoding 

process [4]. In addition, tile coding facilitates video coding 

based on ROI. For instance, the tile containing the ROI can 

be extracted quickly and processed more efficiently [30].  

We have used this concept in our proposed framework 

to introduce a new scalable modality for free viewpoint 

video, named “Tile-based Scalability”. In the proposed 

scalable modality, in various views, the tiles 

corresponding to the ROI will be coded independently as 

the base layer and the other tiles of views corresponding 

to non-interesting parts are encoded as one or more 

enhancement layers. This way, selecting the tiles related 

to the region of interest is simple, since it is not required 

to detect specific objects or areas. Just finding the 

approximate coordinates of the desired area is enough. 

So, this method is much less complex than the feature-

based and object-based ROI detection methods. As 

discussed, this new scalable modality is precisely matched 

to the free viewpoint application and its requirements. 

As discussed before, in free view-point application, 

numerous numbers of views should be encoded and send 

to the viewers that increase the computational 

complexity of the encoder side. In addition, MV-HEVC has 

developed from previous standards adding some 

advanced features to increase compression ratios. This 

higher coding efficiency is obtained at the expense of 

substantial growth in computational complexity [31]. 

Besides, the motion compensation and loop filtering 

functions are the most complex functions at the decoder 
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side [32].  

The suggested method to overcome the high 

complexity is supporting parallelism at the encoders and 

the decoders using tile coding [33]. Motion vector 

prediction, intra prediction, entropy coding, and 

reconstruction dependencies are not allowed across a tile 

boundary [33].  

So the tiles can be coded end decoded independently 

from each other and the encoder or the decoder can 

process a tile in parallel with the other ones.  

In tile-based scalability, we generalize this concept to 

scalable video coding and the tiles of each layer should be 

encoded and decoded independently and without using 

the tiles of the other layers. For instance, suppose that 

our free viewpoint video has three views, each of them 

has three tiles as shown in Fig. 2. 

Assume that, considering the region of interest in this 

video, we decided to allocate three middle tiles to the 

base and the other six tiles to enhancement layers1 and 

2, respectively.  

Hence, the tiles of the base layer, Tile #12, Tile #22, and 

Tile #32 should be coded from each other using inter-view 

coding. Tile #11, Tile #21, and Tile #31 form enhancement 

layer 1 also can use inter-view prediction for much 

efficient compression. The tiles of different layers, for 

instance, the Tile #12 from the base layer and Tile #11 of 

the enhancement layer 1, cannot use for inter-view 

prediction. Coding the tiles of each layer independently 

from the other layer can lead to parallel processing of the 

tiles of each layer that can improve the computational 

complexity of the encoder and decoder side.

 

 

Fig. 2: Tiles allocation to base and enhancement layers in Tile-
based scalability in free viewpoint video. 

B.  Rate Control Algorithms for Tile-Based Scalability in 

Free Viewpoint Application 

Efficient rate allocation to the tile-based scalable video 

should consist of two steps as shown in Fig. 2. First, 

assigning the required bitrate to base and enhancement 

layers according to its importance and then, giving 

efficient rate to the corresponding tiles of each layer. Our 

proposed approach uses the main features of tile-based 

scalability to allocate the proper bitrate to various layers 

and the corresponding tiles efficiently, as explain in the 

following sub-sections. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1: The block diagram of the proposed method for rate control algorithms. 
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    I)  Rate Allocation for Each Layer  

For the first step, rate assignment is performed 

considering the main characteristic of tile-based 

scalability and free viewpoint application. 

In tile-based scalability, the base layer contains the 

minimum number of required tiles according to the 

minimum bandwidth of all receivers. Then each specific 

receiver can request one or more enhancement layers to 

increase the number of received tiles and to cover the 

required viewing angle according to its additional 

bandwidth. Hence, the total bitrate of the base layer 

should be selected according to the minimum available 

bandwidth of the receivers. Since, all the receivers should 

be able to receive this layer. For instance, when a scene is 

being captured by multiple cameras and should be sent to 

a mobile phone with limited bandwidth and also a 

portable tablet with more resources, then, the total 

bitrate of the base layer should be selected according to 

the available bandwidth of the mobile phone. Then, the 

remaining bitrate will be assigned to enhancement layers. 

    II)  Rate Allocation to Each Tiles of the Base and 

Enhancement Layers  

In order to find the bitrate of tiles in each layer, we will 

use the following steps.  

First, an initial bitrate is chosen for the first tile of each 

layer. This initial bitrate can be considered as the total 

bitrate of each layer divided by the number of tiles in that 

layer. Then, the quantization parameter (QP) of this tile is 

selected using the λ-domain rate control algorithm for 

MV-HEVC [34]. 

In λ-domain, the λ parameter is defined as the slope of 

the R-D curve, which can be expressed as [5]: 

𝜆 =  −
𝜕𝐷

𝜕𝑅
≜ 𝛼𝑅𝛽            (1) 

 Hence,  

𝑅 =  (
𝜆

𝛼
)

1

𝛽       (2) 

where α and β are parameters related to the video 

content and using some pre-encoded video, these 

parameters values can be extracted via the fitted R –λ 

curve.  

According to (2), the rate-distortion analysis can be 

carried out in the λ domain and the λ can be determined 

according to the target bitrate. We have used the initial 

bitrate for the first tile to extract the λ parameter. Then, 

the other coding parameters such as QP can be 

determined using the following equation as suggested in 

[5]. 

𝑄𝑝 = 𝑐1 × ln(𝜆) + 𝑐2      (3) 

where c1 and c2 are set to 4.2005 and 13.7122, 

respectively [34]. The extracted QP value from  (3) should 

be rounded to the nearest integer value [5]. 

The benefit of using the λ-domain model is that, λ is 

the slope of the operational convex rate-distortion curve. 

So, there is a one-to-one correspondence between rate 

value and λ. Consequently, the λ parameter can be 

determined in a specific range according to the target 

bitrate, without interference from the rest of the coding 

parameters. In addition, adjusting λ parameter can be 

precise enough since it can take any continuous positive 

value. Finally, since λ is a parameter that is not needed by 

the decoder, it shouldn’t be sent to the receiver side. 

Therefore, the higher precision of λ will not raise the 

bitrate [5]. 

After specifying the QP value using initial bitrate and 

(2) and (3), the QP value of the other tiles of each layer 

should be extracted. Since the various tiles of each layer 

are captured from a common scene from various 

viewpoints, they may be similar to each other. Our 

proposed approach uses this similarity in order to select 

the QP value of the other tiles of each layer. For this 

purpose, we generalize the approach suggested for view 

scalability in [35] to tile-based scalability as follows. As we 

explained in the features of tile-base scalability, the tiles 

inside each layer can be predicted from each other using 

inter-view prediction.  

Hence, if the disparity between the first and second 

tiles of each view, i.e., Tile #12, and Tile #22 in  Fig. 2, is 

low, the Tile #22 can be predicted better from Tile #21 

and consequently can be compressed more efficiently. So 

the bitrate of this tile can be much lower without affecting 

the overall quality. Hence, the inter-view disparities 

among various tiles of each layer have a direct impact on 

prediction efficiency and the total rate of tiles inside the 

layer. 

As such, we generalize the method proposed in [35] 

and use the concept of inter-view disparity to find the 

appropriate relationship between the quantization 

parameters of various tiles using the following equation:  

𝑄𝑃𝑇𝑛 =    𝑄𝑃𝑇0 +
1

𝑖𝑛𝑡𝑒𝑟−𝑣𝑖𝑒𝑤 𝑑𝑖𝑠𝑝𝑎𝑟𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑇𝑖𝑙𝑒#0 𝑎𝑛𝑑 𝑇𝑖𝑙𝑒#𝑛 

            (4) 

where 𝑄𝑃𝑇0 is the QP value of the first tile in each layer 

that is extracted from the previous step and 𝑄𝑃𝑇𝑛 is the 

QP value of tile #n in that layer. 

Results and Discussion 

In this section, several experiments were performed to 

show the efficiency of our proposed scalable framework. 

The results show the effectiveness of the proposed tile-

based scalability in terms of computational complexity 

and the effectiveness of our method in allocating 

reasonable rate to each base and enhancement layer and 

their corresponding tiles. Results have been obtained 

using the MV-HEVC reference software [36]. Table 1 

summarizes the properties of our test sequences [37]-

[39].  
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Table 1: Properties of the sequences 
 

Sequence 
Original 

Resolution 
Number of Views 

Lincoln 2048 × 2048 107 

Pantomime 1280 × 960 80 

Tower 1280 × 960 80 

Vassar 640 × 480 7 

 

For each sequence, we have used three views for our 

experiments. Each view is partitioned into two or three 

different tiles. Then, we have considered one base layer 

and one or two corresponding enhancement layers. Table 

2 shows the detail of layers and tiles selection for our test 

sequences.  For instance, for the Lincoln sequence, we 

have used three views for our experiments, view#00, 

view#40, and view#60. Each view partitioned to three 

different tiles, the left tile, the middle tile, and the right 

tile. Then, we have considered one base layer and two 

corresponding enhancement layers. The middle tiles are 

placed in the base layer, and the other ones are placed in 

enhancement layers, respectively.   

It should be noted that, we tried to have selected the 

views as far away as possible in each video sequence to 

cover the wide-ranging field of view at the receiver side. 

Then, the base and enhancement layers are selected 

based on the ROI parts of the video. The more attractive 

parts are considered as the base layer. 

For instance, if the important objects of the scene are 

located in the right part of the scene, the tiles of this part 

are selected as the base layer.  Fig. 3 shows the base and 

enhancement layers of the Tower sequence for more 

clarification. As we can see, the most important part of 

the scene is assigned to the base layer and the other parts 

are assigned to the enhancement layer. 

 
Table 2: Base and enhancement layers and tiles selection for our 
test sequences 
 

Seq. View# 
Number 
of layers 

Base 
layer 
tiles 

Enh. layer  
tiles 

Lincoln 3 

View#00 

View#40 

View#60 

Middle 
tiles 

Left tiles 

Right tiles 

Pantomime 3 

View#00 

View#30 

View#50 

Left  
tiles 

Right tiles 

Tower 3 

View#30 

View#35 

View#55 

Right 
tiles 

Left  tiles 

Vassar 3 

View#00 

View#04 

View#07 

Right 
tiles 

Left  tiles 

We also have used the Bjøntegaard-Delta bitrate (BD-

bitrate) and Bjøntegaard-PSNR (BD-PSNR) as the measure 

for Rate-Distortion (RD) performance [40]. BD-bitrate 

indicates the average difference in bitrate for the same 

the quality evaluation in PSNR, and BD-PSNR shows the 

average PSNR difference in dB over the whole range of 

bitrates.  

 

 
 

Fig. 3: The enhancement (left) and base (right) layers of Tower 
sequence in Tile-based scalability. 

 

In the reported results, negative BD-bitrate means 

bitrate savings, and positive BD-PSNR means the bitrate 

increase compared to the anchor case and positive BD-

PSNR means the quality improvement over the anchor 

case.  

For the anchor case, we have used the “current” 

methods that use the λ-domain rate control [5] to find the 

QP values for all layers and corresponding tiles. 

The anchor method extracts the proper QP values of 

each tile of base and enhancement layers using λ-domain 

rate control method as follows. The proper QP value for 

each tile should be extracted using (3). Hence, first, the λ 

parameter for each tile should be exploited using (2) and 

the total bitrate of each tile. As discussed before, the total 

bitrate of the base layer should be assigned according to 

the minimum bandwidth requirements of all receivers. 

Since the base layer is the most important part of the 

scene, the highest portion of the total bitrate should be 

assigned to this layer. Without loss of generality, we 

assume that the 2/3 and 1/3 of the total bitrate are 

assigned to the base and the enhancement layers, 

respectively.  

We have considered four initial QP values, 30, 25, 20, 

and 15 and encode all of our test sequences using these 

QP values. Then, 2/3 and 1/3 of the total extracted bitrate 

are assigned to base and enhancement layers, as 

suggested.  

Since, we have encoded three views of each video 

sequence, each base and enhancement layer has three 

tiles. So, the bitrate of each tile is the total bitrate of each 

layer divided by 3. 

In addition, in order to use (2), the α and β parameters 



H. Roodaki 

290  J. Electr. Comput. Eng. Innovations, 12(1): 283-293, 2024 
 

should be exploited. As we have discussed before, these 

parameters are related to the content of the video. We 

pre-encoded our test sequences with four different initial 

QP values, 30, 25, 20, and 15. Then we have used these 

initial QP values and the total extracted bitrate in (2) to 

find α and β parameters.  

Finally, using the extracted α and β parameters and the 

bitrate of each tile, the λ value of each tile can be 

extracted and this λ value can be used in (3) to find the 

proper QP of each layer. 

For our proposed approach, we have used the λ-

domain rate control method to find the proper QP value 

just for the first tile of each layer. The QP values of the 

other tiles are extracted using the concept of inter-view 

disparity as explained before. To calculate the inter-view 

disparity between two tiles, a step which is needed for QP 

value extraction in (4), we have used the full search 

approach to estimate disparity between the tiles, 

accurately. 

Table 3 shows the inter-view disparity values for our 

test sequences measured by this method. As mentioned 

before, we have considered two enhancement layers for 

Lincoln sequence and just one enhancement layer for the 

other ones. 

 
Table 3: The inter-view disparity between Tile0 and the other 
tiles of each layer for our test sequences 
 

Seq. Base layer Enh. layer1 Enh. Layer2 

Lincoln 1.61 1.022 0.60 0.55 0.55 3.06 

Pantomime 18.05 18.10 0.09 0.04   

Tower 0.61 5.22 0.48 21.29   

Vassar 0.26 0.52 1 0.65   

 

We have calculated the QP values of each tile in base 

and enhancement layers according to (4) and using the 

mentioned inter-view disparity estimation. The 

corresponding extracted QP values for the anchor and the 

proposed method for initial QP=15 is illustrated in Table 

4. As the same way, the QP are exploited for anchor and 

proposed method for initial QP, 20, 25 and 30. 

At the next step, each tile of the base and 

enhancement layers has been coded by the extracted QP 

values for the anchor and the proposed method using 

MV-HEVC.  

Table 5 provides the coding performance analysis of 

the proposed approach against the anchor method, 

where the negative BD-bitrate means bitrate savings 

compared to the anchor method. As we can see, our 

method can achieve mush better performance compared 

to the anchor method in terms of bitrate saving and 

quality.  

Table 4: The extracted QP values for anchor and proposed 
method for our test sequences for initial QP=15 
 

Seq.  Lincoln Pantomime Tower Vassar 

   QP 

A
n

ch
o

r 
M

et
h

o
d

 

Base 
Layer 

Tile 0 14 15 15 15 

Tile 1 15 15 15 15 

Tile 2 15 15 15 15 

Enh. 
Layer1 

Tile 0 16 15 15 16 

Tile 1 16 15 15 16 

Tile2 16 15 15 16 

Enh. 
Layer2 

Tile 0 16    

Tile 1 16    

Tile 2 16    

P
ro

p
o

se
d

 m
et

h
o

d
 

Base 
Layer 

Tile 0 14 15 15 15 

Tile 1 15 15 17 20 

Tile 2 15 15 15 17 

Enh. 
Layer1 

Tile 0 16 15 15 16 

Tile 1 18 26 17 51 

Tile2 18 44 15 18 

Enh. 
Layer2 

Tile 0 16    

Tile 1 18    

Tile 2 16    

 
Table 5: Coding performance comparison of the proposed 
Method against anchor method 
 

Seq. Base layer Enh. Layers 
Base + Enh. 

Layers 

 BD-
rate 

BD-
PSNR 

BD-
rate 

BD-
PSNR 

BD-
rate 

BD-
PSNR 

Lincoln -0.1 0.1 -0.3 0.1 0.2 -0.1 

Pantomime 0 0 -30.2 3.7 -26.4 2.3 

Tower -22.7 1.03 -2.7 0.2 -22.6 1.3 

Vassar -1.2 0.3 -24.3 1.83 -21.8 1.3 

Avg. -6 0.3 -14.4 1.5 -17.7 1.2 

 

The corresponding RD curves for the total base and 

enhancement layers bitrate and PSNR for the Vassar 

sequence and for the anchor and the proposed method 

are illustrated in Fig. 4 for visual clarification. As seen, the 

bitrate is reduced significantly using our proposed 

method. 

We have compared the results of the proposed 

method with papers as follows. 

In [1] a regional bit allocation and rate-distortion 

optimization method for multiview with depth video 

coding is proposed that allocate more bits color texture 

area corresponding depth region and fewer bits to the 
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color smooth area corresponding depth region.  The 

results of Table 6 compare the coding performance of our 

proposed method and the method proposed in [41] over 

the same anchor method where negative BD-bitrate 

means bitrate savings with respect to the anchor method. 

As we can see, our method can achieve much better 

performance compared to the anchor method in terms of 

bitrate saving and quality.  

 

 

 
 

Fig. 4: Rate-Distortion curves for base and enhancement layers 
for anchor and proposed method of Vassar sequence. 

 

 

Table 6: The comparison of coding performance of our proposed 
method against the method proposed in [41] 
 

 Our proposed Method 
The method proposed 

in [41] 

 BD-rate BD-PSNR BD-rate BD-PSNR 

Tower -22.58% 1.35 dB -19.78% 0.82 dB 

Pantomime -26.40% 2.29 dB -21.98% 0.19 dB 

 

In [42] a bit allocation optimization method for 

Multiview Video Coding (MVC) based on stereoscopic 

visual attention that exploits the visual redundancies 

from human perceptions. The results of Table 7 compare 

the coding performance of our proposed method and the 

method proposed in [2] over the same anchor method 

where negative BD-bitrate means bitrate savings and 

negative BD-PSNR shows the performance degradation 

with respect to the anchor method. The results show that 

our method can achieve much better performance 

compared to the anchor method in terms of bitrate saving 

and quality. 

 
Table 7: The comparison of coding performance of our proposed 
method against the method proposed in [42] 
 

 Our proposed Method 
The method proposed 

in [42] 

 BD-rate BD-PSNR BD-rate BD-PSNR 

Tower -8.58% -0.40 dB -19.78% 0.82 dB 

Pantomime -8.19% -0.14 dB -21.98% 0.19 dB 

 

The main advantage of our proposed scalable modality 

over the previous ones is the low computational 

complexity of our method. In tile-based scalability, the 

tiles of base and enhancement layers can be coded 

independently from each other in parallel. It can improve 

the total computational time of our method over the 

previous scalable modalities such as view scalability [35]. 

We have implemented view scalability for our test 

sequences and coded the data of base end enhancement 

layers in both tile-based scalability and view scalability. 

Table 8 shows the processing time of our proposed 

algorithm compared to the method proposed in [35] 

which uses view scalability that cannot benefit from 

parallel processing. Both methods are run on an Intel i7-

4790 CPU @ 3.6 GHz. As we can see, the processing time 

of our proposed that can uses parallel processing is much 

better. 

 
Table 8: Comparison between the computational complexity of 
tile-based scalability and view scalability [35] 
 

Sequences 

Processing time of 

tile-base scalability 
(sec) 

Processing time 
of view scalability 

(sec) 

Lincoln 3240.267 6007 

Pantomime 156.6 256.99 

Tower 199.93 242.14 

Vassar 50.3 103 

Average 911.77 1652.28 

 

Conclusion 

In this paper, we presented a novel scalable framework 

for free-viewpoint video application. This framework 

proposes new tile-based scalability to assign proper 

regions to base and enhancement layers according to the 

features of free viewpoint scalability.  

Then, a rate control approach is proposed to assign an 

appropriate bitrate to base and enhancement layers. 
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Besides, using tile coding may lead to reduce 

computational complexity. Experimental results showed 

that the proposed method could achieve a good coding 

efficiency over the anchor method that used the λ-

domain rate control method with much less 

computational complexity. 
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