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Background and Objectives: Vehicular Ad Hoc Networks (VANETs) face 
significant challenges due to high mobility and rapid topology changes. One of 
the most critical issues in this context is the clustering process, which directly 
impacts delay reduction, cluster stability, and overall network efficiency. 
However, traditional clustering methods such as K-Means and MFO, which 
mainly rely on simple metrics like distance or signal strength, fail to deliver 
optimal performance in dynamic environments with variable network density. 
The primary objective of this study is to design and evaluate an advanced 
clustering algorithm called AI_MCA (Artificial Intelligence Multi Clustering 
Algorithm), leveraging artificial intelligence and multi-criteria decision-making. By 
considering factors such as signal strength, relative speed, node density, and 
vehicle movement direction, the proposed algorithm forms clusters with higher 
stability and efficiency in dynamic and high-density environments. 

Methods: This study uses simulations to evaluate AI_MCA in VANETs, which 
facilitate vehicle-to-vehicle communication and are characterized by high 
mobility and rapid position changes. 

Results: Simulations in NS3 and SUMO show that AI_MCA reduces latency by 
20% (12ms vs. 15ms in MFO) and improves cluster stability by 30% (lifetime of 
45s vs. 33s in K-Means) within a 600m range. At a 1000m range with 300 nodes, 
delay increases to 14ms and PDR drops to 88%. 
Conclusion: AI_MCA outperforms traditional methods like K-Means and MFO, 
offering a scalable solution for VANET clustering. 
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Introduction 

Vehicular ad hoc networks (Vanets) enable vehicle-to-

vehicle communication, supporting applications like 

traffic management and safety alerts. however, their 

high dynamics and scalability issues pose significant 

challenges for clustering. During our initial experiments 

with NS3, we noticed that traditional methods like K-

means struggled with frequent topology changes, 

motivating us to develop ai_mca. This paper aims to 

design an AI-driven clustering algorithm that dynamically 

adapts to varying network conditions, improving stability 

and reducing latency in vanets. Building on these 

observations, we propose AI_MCA to address these 

challenges, a major challenge in V2V networks is the 

process of  [16] clustering, which involves to grouping 

network nodes into smaller clusters, which enhance 

efficiency, reduces latency, and enhances network 

stability. in dynamic environments, traditional clustering 

algorithms that only rely on simple metrics such as signal 

strength or distance are not able to provide optimal 

performance under varying network conditions. 

The primary aim of this paper is to design and assess a 

novel clustering algorithm, AI_MCA, which uses artificial 

intelligence and multiple criteria to enhance the 

performance of V2V networks in dynamic traffic 

conditions. This algorithm is designed to address the 

challenges of dynamics and scalability, outperforming 

traditional methods in dynamic VANET environments. 

Related Work 

Recent studies have explored clustering in Vehicular 

Ad Hoc Networks (VANETs) to address their unique 

challenges, such as high dynamics and rapid topology 

changes  [13],  [15]. Hameed and Mahmeud  [1] reviewed 

VANET characteristics, noting issues like scalability and 

stability. Ren et al.  [5] examined mobility-based 

clustering algorithms, while Mukhtaruzaman and 

Atiquzzaman  [12] emphasized scalability and latency 

challenges. Marzak et al. proposed an artificial neural 

network-based clustering approach for VANETs, focusing 

on adaptability but limited by computational complexity 

in a notable work, Ramlee et al.  [8] combined MFO and 

K-Means to optimize cluster heads, achieving improved 

stability but lacking adaptability to node density. 

Recently, Ali et al. (2023)  [1] introduced a hybrid PSO-

based clustering method for VANETs, emphasizing 

energy efficiency and scalability, though it overlooks 

directional factors. AI-based approaches have shown 

promise in tackling these issues, with studies 

like  [4],  [5],  [11],  [21] highlighting their potential for 

clustering in dynamic networks. Table 1 compares these 

methods with AI_MCA, highlighting our multi-criteria 

approach. 

Recent works like Kim and Lee (2023)  [3] proposed an 

AI-driven clustering method that prioritizes vehicle 

mobility, achieving high stability but with increased 

computational overhead. Similarly, Li et al. (2023)  [16] 

introduced a deep reinforcement learning approach for 

dynamic clustering, with a focus on adaptability. AI_MCA 

is compared with these state-of-the-art methods in 

Table 1 to evaluate its standing in the current research 

landscape. 

Table 1: Comparison of Clustering Algorithms 

Algorithm 
Multi-

Criteria 
Scalability Stability 

Energy 
Efficiency 

K-Means No Low Medium Medium 

MFO, K-
Means  [8] 

Partial Medium High Medium 

PSO  [1] Yes High Medium High 

Kim & 
Lee  [3] 

Yes Medium High Medium 

Li et 
al.  [16] 

Yes High High High 

AI_MCA Yes High High High 

 

MFO Algorithm 

The Moth-Flame Optimization (MFO) algorithm is a 

metaheuristic optimization technique introduced in 

2015. It is inspired by the natural behavior of 

moths,  [6],  [1],  [10],  [25] particularly their navigation 

strategy known as Transverse Orientation. This behavior 

involves moths flying at a fixed angle relative to a light 

source, creating a spiral trajectory toward the light  [24].  

MFO is designed to solve optimization problems by 

mimicking three main concepts: 

1. Moths: Represent candidate solutions in the search 

space. 

2. Flames: Represent the best solutions found so far. 

3. Spiral Motion: Moths move toward flames in a 

spiral path, improving their positions iteratively. 

Main Formula in MFO 

The movement of moths toward flames is modeled by 

the following (1): 

                                (1) 

Explanation of the Formula: 

1. M(i,j): The updated position of the i-th moth in the j-th 

iteration. This position is adjusted as the moth moves 

closer to a flame. 

2. F(j): The position of the j-th flame, representing a 

promising solution in the search space. 

3. S: The distance between the moth and the flame, 

calculated as S = |F(j) - M(i)|. It decreases randomly 

to bring the moth closer to the flame. 
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4.    : An exponential function that simulates the spiral 

trajectory of the moth. Here, b is a constant (typically 

set to 1). 

5.          : A cosine function that introduces oscillatory 

behavior, making the movement more natural and 

zigzag-like. 

6. t: A variable ranging between -1 and 1 that 

determines the position of the moth along the spiral 

path. 

Steps of the MFO Algorithm 

1. Initialization: Generate an initial population of moths 

randomly in the search space. 

2. Fitness Evaluation: Calculate the fitness (objective 

function value) for each moth. 

3. Sorting: Sort moths and flames based on their fitness 

values. 

4. Position Update: Update the position of each moth 

using the main formula, moving them closer to 

flames. 

5. Flame Reduction: Gradually reduce the number of 

flames to focus on the best solutions as the algorithm 

progresses. 

6. Termination: Repeat until the stopping criterion is met 

(e.g., a fixed number of iterations or a convergence 

threshold). 

K-Means Clustering 

K-Means is a widely used algorithm for clustering data 

into groups. In this algorithm, K (the number of clusters) 

is pre-defined. Then, K cluster centers (initial points) are 

randomly selected in the search space. Each data point 

(node) is then assigned to the cluster corresponding to 

the nearest centroid  [7],  [8],  [17],  [23]. And then the 

positions of the cluster centers are updated based on the 

average position of the data points in each cluster. This 

process is repeated until the cluster centers 

stabilize  [22]. 

Formulas Used in the K-means Algorithm (2): 

  √       
         

         (2) 

Based on the research topic and to better analyze the 

parameters of MFO and K-Means as well as the 

proposed method, it is necessary to examine a similar 

study  [8]. 

 [8] focuses on optimizing the clustering process in 

VANETs. This study proposes a hybrid approach 

combining the Moth-Flame Optimization (MFO) 

algorithm and K-Means clustering to better manage 

network communications and reduce issues caused by 

dynamic changes in network topology. 

Objective of the ‎[8]: 
The primary goal is to improve the performance of 

VANETs optimizing clusters and selecting suitable Cluster 

Heads (CHs). These CHs have a crucial role in managing 

intra- and inter-cluster communications. 

The proposed method integrates MFO and K-Means 

Clustering. Designed specifically for the clustering 

process in VANETs, it leverages the strengths of both 

algorithms to improve clustering performance in the 

dynamic and complex environment of VANETs  [14],  [16]. 

Performance of the Proposed Method  [8]: 

1. Step 1: Using MFO to Optimize Initial Cluster Positions: 

o The MFO algorithm, inspired by the natural 

behavior of moths toward flames, determine the 

optimal positions for Cluster Heads (CHs). 

o This algorithm searches the network space 

(VANET environment) and considers parameters 

such as the distance between nodes, network 

density, and vehicle speed to identify suitable CH 

locations. 
2. Step 2: Clustering with K-Means: 

o The output generated by the MFO algorithm 

serve as the input data for the K-Means 

algorithm. 

o K-Means assigns nodes into different clusters 

based on their geographic location and the 

distances between vehicles. 

o The clustering process is repeated over several 

iterations to achieve stability. 
3. Enhancing Network Stability: 

o The hybrid method leverages MFO's strength for 

initial exploration and K-Means' effectiveness in 

cluster allocation. 

o This leads to the formation of more stable 

clusters and minimizes delays in data 

transmission. 

Advantages of the Proposed Method ‎[8]: 

1. Increased Accuracy and Speed: 

MFO ensures the clusters are optimized from the 

beginning, accelerating the clustering process. 
2. Improved Cluster Stability: 

CHs chosen through MFO lead to clusters that are 

more stable and less likely to undergo changes. 
3. Reduced Energy Consumption and Delay: 

Optimized clustering ensures faster data 

transmission with lower energy usage. 

Conclusion of ‎[8]: 

This article presents an intelligent and practical 

solution to the challenges of clustering in VANETs. By 

integrating MFO and K-Means algorithms, the proposed 

method significantly improves the accuracy, stability, 

and efficiency of communications in dynamic 

environments like vehicular networks. 

The proposed AI_MCA model 

To address K-Means’ sensitivity to initial centroids, 

AI_MCA employs k-Medoid with pre-selected high-
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connectivity nodes, reducing variability by 25% in our 

tests.  

The algorithm uses multi-criteria decision-making, 

weighting factors like signal strength (40%), relative 

speed (30%), node density (20%), and movement 

direction (10%). 

The proposed approach employs multiple factors to 

improve network performance: 

A. Distance Calculation 

Various functions exist for calculating the distance 

between objects with quantitative attributes. Distance 

functions have wide applications in data mining 

techniques, ‎[18], ‎[19] particularly in clustering. Among 

them, the Euclidean distance is one of the most 

significant measures utilized in this study. 

B. Euclidean Distance 

The Euclidean distance is calculated as the shortest 

distance between two points according to the 

Pythagorean theorem ‎[13], ‎[26]. If x and y are two points 

with p components, the Euclidean distance between 

these two points can be calculated as follows (3): 

     (∑  
 
           

 )
 

    (3) 

C. Machine Learning with the k-Medoid Algorithm 

In the vast domain of unsupervised learning, the k-

Medoid algorithm is recognized as a fundamental 

technique for data clustering. The k-Medoid algorithm, 

an improvement over the k-Means algorithm, divides a 

dataset into K distinct clusters. Each cluster represents a 

group of data points with common similarities, providing 

meaningful insights and pattern discovery. Unlike k-

Means, which uses the mean of the sample points as the 

cluster representative, k-Medoid selects the most 

central point within a cluster ‎[27], ‎[29]. As a result, the k-

Medoid algorithm is less sensitive to outliers compared 

to k-Means. 

As illustrated in Fig. 1, the K-Medoids algorithm 

operates by minimizing the absolute distance between 

data points and the chosen cluster center, rather than 

minimizing the squared distance as in K-Means. 

Consequently, it is more robust to noise and outliers 

compared to K-means. As a result, the k-Medoid 

algorithm is less sensitive to outliers compared to k-

Means. 

Kohonen Network 

The Kohonen network is an unsupervised technique 

used for feature extraction and dimensionality 

reduction.  

Despite its simplicity, it exhibits remarkable 

effectiveness. In the Kohonen network, several nodes 

are initialized at random positions and arranged in a 

regular grid.  

During the training process, these nodes moving 

toward regions with higher data density, eventually 

forming the network's final structure ‎[30]. 

 

 

 

Fig. 1: The Difference Between K-medoids and K-means. 

The Kohonen Training Algorithm is as follows: 

1. All data points are sequentially fed into the 

network. 

2. The distance of all nodes from the input vector is 

calculated. 

3. The closest node to the input vector is identified 

and selected as the winner node. 

The position of the winner node is updated using the 

following (4): 

  
      

    (    
 )           (4) 

The positions of nodes within the neighborhood of 

the winner neuron are updated using the following (5): 

  
      

           
            (5) 

By repeating these five steps, the network ultimately 

achieves an optimal position for each node ‎[31]. 

The conceptual model of the paper is implemented 

based on Fig. 2. 
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Fig.2: Conceptual Model of the Paper. 

A. Algorithm Stages 

The AI_MCA algorithm consists of four main stages: 

1. Initial Cluster Selection: In this stage, the nodes with 
the highest degree of connectivity or the closest 
nodes to each other are selected as the initial 
clusters. 

2. Cluster Member Selection: The members of each 
cluster are determined based on factors such as 
signal strength, relative speed, and movement 
direction. This selection is made in a way that results 
in clusters with high stability and optimal 
performance. 

3. Cluster Head Selection: Nodes that have the highest 
efficiency in terms of criteria like processing speed 
and signal strength are chosen as cluster heads. 

4. Cluster Update: Due to the continuous movement of 
nodes, clusters are periodically updated. Nodes may 
form new clusters based on changes in their 
positions. 

Pseudocode for AI_MCA: 

Initialize: N nodes, K clusters, weights (w1=0.4, w2=0.3, 
w3=0.2, w4=0.1) 
Step 1: Select initial cluster centers with highest 
connectivity 
FOR each iteration: 
    FOR each node i: 
        Score = w1*SignalStrength + w2*RelativeSpeed + 
w3*NodeDensity + w4*Direction 
        Assign i to cluster with maximum Score using k-Medoid 
(Euclidean distance) 
    END FOR 
    Update cluster heads based on max efficiency (signal + 
processing speed) 
    IF node position changes > threshold: 
        Recompute clusters 
    END IF 
END FOR 

Output: Stable clusters 

B. Algorithm Advantages 

 Cluster Stability: The application of multi-criteria 
selection and artificial intelligence results in the 
formation of more stable clusters, making them 
more resilient to environmental and dynamic 
changes. 

 Reduced Latency: The decrease in network 
overhead and the optimization of communication 
between cluster members lead to reduced latency 
in packet transmission and reception. 

 Adaptability to Different Network Conditions: 
This algorithm can adapt to changing network 
conditions, including high density, high speed, and 
variations in node positions. 

Simulation and Performance Evaluation 

Simulations were extended to a 1000m range and 300 
nodes to test scalability. To validate the proposed 
AI_MCA algorithm, a combination of SUMO and NS3 was 
used to generate and analyze realistic vehicular ad hoc 
network (VANET) scenarios. The traffic data necessary 
for simulating vehicle mobility was produced using 
SUMO, which incorporates real-world road network 
information derived from Open Street Map (OSM). 
SUMO generated detailed vehicle mobility traces, 
including parameters such as vehicle positions, speeds, 
directions, and traffic density. These data sets simulate 
dynamic urban and highway environments, allowing for 
the creation of scenarios with different levels of node 
density and mobility patterns. 

Simulations were conducted using NS3 (version 3.36) 
with 50 iterations per scenario to ensure statistical 
reliability, alongside SUMO (version 1.9.2) for mobility 
traces. 

The generated mobility traces from SUMO were then 
integrated into the NS3 network simulator, enabling the 
modeling of inter-vehicle communication using the IEEE 
802.11p (WAVE) standard. This combination allowed the 
simulation environment to replicate real-world VANET 
conditions, such as rapid topology changes and varying 
communication ranges, as specified in Table 1. The 
datasets produced include: 

Vehicle Positions and Speeds: Used for clustering and 

evaluating dynamic topology changes. 

- Node Connectivity Information: For assessing cluster 

stability and inter-cluster communication. 

- Traffic Density Data: Critical for evaluating the 

scalability of the proposed algorithm under high-load 

scenarios.  

Chart 1 and 2 illustrate the performance of the 

proposed AI_MCA algorithm under different 

transmission ranges. Chart 1 shows the performance in a 

300-meter transmission range, while Chart 2 presents 

the performance in a 600-meter transmission range. 

By leveraging the synergy between SUMO and NS3, 

the study ensured the robustness of the simulations and 
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provided a comprehensive evaluation of the proposed 

algorithm under diverse real-world conditions. 

 

Chart 1: Performance of the Proposed Method in a 300-meter 
Transmission Range. 

 

 chart 2: Performance of the Proposed Method in a 600-meter 
Transmission Range. 

A. Evaluation Criteria 

In this paper, three main criteria were used to 

evaluate the algorithm: 

1. Cluster Stability: Evaluating the lifespan and stability 

of clusters in the network. 

2. System Performance: Assessing the impact of the 

algorithm on energy consumption, delay, and packet 

delivery rate. 

3. Quality of Service: Analyzing the effect of the 

algorithm on the performance of applications such as 

routing and traffic information sharing. 

To evaluate the performance of the proposed method 

and the main article, a scenario has been considered in 

line with the research method and the article under 

study.  

Based on the proposed research article, which 

combines the MFO and K-MEANS methods, the stability 

of the clusters and the delay in data transmission are 

examined. 

B. Main Steps for Implementation in NS-3 

Setting up the simulation environment: 

 Node definition: Define a specified number of 

vehicles with a dynamic topology. 

 Mobility Model: Use mobility models such as 

Random Waypoint or more realistic models such 

as SUMO to simulate vehicle movement. 

 Communication Model: Use 802.11p (WAVE) for 

communication between vehicles. 

C. Implementation of the Mfo-Kmeans Algorithm 

The MFO-KMeans algorithm is implemented as a 

custom module: 

 Moths are defined as a set of hypothetical cluster 

head positions. 

 The movement of moths and the selection of the 

best flame (Flame) are implemented using MFO 

formulas (based on the article). 

D. Optimization Criteria in VANET 

 Distance between nodes 

 Network density 

 Speed of vehicle movement 

The K-Means algorithm is implemented after the 

initial MFO optimization: 

 The output of MFO (cluster head positions) is 

used as input for K-Means. 

 Clustering is done based on geographic location 

and distance metrics. 

Algorithm 1 illustrates the detailed procedure of the 

proposed MFO-KMeans clustering algorithm. As shown 

in this figure, the Moth-Flame Optimization (MFO) 

algorithm is first employed to determine the optimal 

positions of cluster heads by considering vehicle mobility 

characteristics.  

Subsequently, the optimized cluster head positions 

are used as the initial centroids for the K-Means 

algorithm to form stable clusters in the VANET 

environment. 

Algorithm 2 presents a high-level overview of the 

proposed MFO-KMeans framework. The figure 

summarizes the main phases of the framework, including 

initialization, MFO-based optimization of cluster head 

positions, K-Means clustering, and performance 

evaluation. This overview facilitates a clear 

understanding of the overall workflow of the proposed 

method. 
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Algorithm 1: Proposed MFO-KMeans Clustering Framework for 

VANET 

 

Table 2 summarizes the simulation parameters 

employed in this study.  

Using these parameters, the simulations were carried 

out in the NS-3 environment, and the results are 

presented in charts 3 and 4. charts 3 depicts the 

performance of the proposed method under a 250-

meter transmission range, whereas charts 4 illustrates 

the performance under a 1000-meter transmission 

range.  

These figures highlight the effectiveness of the 

proposed approach across different transmission 

scenarios. 

Algorithm 2: Overall Procedure of the Proposed MFO-KMeans 

Framework 

 

Table 2: The simulation parameters for the scenario 

Value Parameter 

MFO-KMeans, AI_MCA Simulation Method 

60s,300s Simulation Time 

150,300 Number of Nodes 

250m,1000m squared Communication Range 

Random Waypoint Mobility Model 

NS3 Network Simulator 

E. Performance Metrics 

 Cluster Stability: The number of times the 

clustering changes over time. 

 Cluster Lifetime: The duration of time the clusters 

remain stable before needing changes. 
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 Energy Consumption: The amount of energy 

consumed in communication between nodes and 

cluster heads. 

 Delay: The time taken for data transmission 

between nodes. 

 Packet Delivery Rate (PDR): The percentage of 

sent packets that successfully reach their 

destination. 

 

Chart 3: Performance of the proposed method in a 250-meter 
transmission delay. 

** Simulations were extended to a 1000m range and 300 
nodes to test 

 

Chart 4: Performance of the Proposed Method in a 1000-meter 
Transmission Range. 

F. Effect of Parameters 

With the increase in the number of vehicles or their 

speed, the proposed method has shown better 

performance in cluster stability and delay reduction. 

The AI_MCA algorithm optimizes the cluster head 

positions and uses them as input for more precise 

clustering. 

Results and Discussion  

AI_MCA reduced delay by 20% (12 ms vs. 15 ms for 

MFO) and enhanced stability by 30% (45 s vs. 33 s for K-

Means) within a 600m range, lowering cluster changes 

from 10 to 7 per minute. At a 1000m range, delay rose to 

14 ms, and PDR fell to 88% owing to node dispersion. 

Over 300 seconds, energy consumption stabilized at 1.2 

J/node, with cluster stability averaging 6 changes per 

minute at 1000m, indicating sustained performance over 

time. Over 300s, AI_MCA’s energy consumption (1.2 

J/node) outperforms MFO (1.5 J/node) by 20% and K-

Means (1.4 J/node) by 14%, thanks to optimized cluster 

head selection. These metrics were validated across 

diverse scenarios (250m–1000m, 150–300 nodes) using 

SUMO mobility traces, ensuring robustness and real-

world relevance. Although real-world validation was not 

feasible, SUMO traces from Open Street Map provide 

realistic scenarios. Additionally, AI_MCA’s 

communication overhead is approximately 10% greater 

than that of K-Means due to multi-criteria processing, 

but this is offset by a 20% delay reduction.   

It is necessary to mention that the simulation was 

also conducted in a 600-meter environment. Due to the 

limitations present in the article, its chart was not 

included, but the results are as follows: 

The proposed AI_MCA method enhances clustering 

accuracy and speed. Accuracy was measured as the 

percentage of nodes correctly assigned to clusters, 

achieving 92% in AI_MCA compared to 85% in K-Means 

at 600m with 150 nodes. Speed was evaluated as the 

clustering execution time, with AI_MCA completing in 

0.8s versus 1.2s for MFO-KMeans in the same scenario. 

These metrics were derived from NS3 and SUMO 

simulations using realistic mobility traces from Open 

Street Map, validating their applicability to real-world 

VANET scenarios. At 1000m with 300 nodes, accuracy 

slightly dropped to 88% due to node dispersion, yet 

remained superior to baselines. 

Limitations: The 600m range performs well in open 

areas like highways but may falter in urban 

environments, where obstacles such as buildings and 

traffic signals weaken signal strength, resulting in a PDR 

reduction of up to 20%. This could limit AI_MCA’s 

effectiveness in dense, obstructed settings like city 

centers, where topology changes and interference are 

frequent. Adaptive range adjustments or enhanced 

signal processing may be needed for practical urban 

deployment. Specifically, this algorithm delivers much 

better results in high-density and dynamic conditions. 

Trade-offs in AI_MCA: Although AI_MCA boosts 

stability and cuts latency, it increases computational 

demands due to multi-criteria decision-making and 

periodic cluster updates. This trade-off is worthwhile in 

high-density scenarios but may prove less efficient in 

sparse networks with fewer nodes. 
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Conclusion 

AI_MCA offers a robust solution for VANET clustering, 

outperforming K-Means and MFO in stability and 

latency. Future work will explore urban scenarios and 

long-term optimization. By using artificial intelligence 

and diverse criteria, this algorithm significantly improves 

cluster stability and system performance. Simulation 

results also demonstrate the positive impact of this 

algorithm compared to traditional algorithms. 
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