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 Background and Objectives: The quick response time and the coverage 
range are the crucial factors by which the quality service of a wireless 
sensor network can be acknowledged. In some cases, even networks 
possess sufficient available bandwidth but due to coverage tribulations, the 
customer satisfaction gets down suddenly. The increasing number of nodes 
directly is neither a canny solution to overcome the coverage problem nor a 
cost-effective. In fact, by changing the positions of the deployed node 
sagaciously can resolve the coverage issue and seems a cost-effective 
solution. Therefore, keeping all circumstances, a Depuration based Efficient 
Coverage Mechanism (DECM) has been developed. This algorithm suggests 
the new shifting positions for previously deployed sensor nodes to fill the 
coverage gap. 
Methods: It is a redeployment process and accomplished in two rounds. 
The first round avails the Dissimilitude Enhancement Scheme (DES), which 
searches the node to be shifted at new positions. The second round 
controls the unnecessary movement of the sensor nodes by the Depuration 
mechanism thereby the distance between previous and new positions is 
reduced.  
Results: The factors like loudness, pulse emission rate, maximum 
frequency, and sensing radius are meticulously explored during simulation 
rounds conducted by MATLAB. The performance of DECM has been 
compared with superlative algorithms i.e., Fruit Fly Optimization Algorithm 
(FOA), Particle Swarm Optimization (PSO), and Ant Colony Optimization 
(ACO) in terms of mean coverage range, computation time, standard 
deviation, and network energy diminution. 
Conclusion: According to the simulation results, the DECM has achieved 
more than 98% coverage range, with a trivial computation time of nearly 
0.016 seconds as compared to FOA, PSO, and ACO.   
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Introduction 
Usually, wireless sensor networks (WSNs) are 

incorporating with small-sized self-governing wireless 

sensor device, which is generally placed in aggressive 

and vulnerable environments to monitor and collect the 

data. However, in spite of widespread adaptation, WSNs 
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are given to multiple restrictions associated with 

processing abilities, thin wireless bandwidths, random 

sensor node deployment, limited storage spaces, and 

limited battery power. The fundamental issue in 

observing such environments is the area coverage which 

reflects how well the region is monitored. Coverage is 

usually defined as a measure of how well and how long 

the sensors are able to observe the physical space [1]. 

The quality of coverage in static sensor is significantly 

affected by the initial deployment location of the 

sensors.  Unfortunately, sensor deployment cannot be 

performed manually in most applications [2], for 

instance, the deployment in disaster areas, harsh 

environments, and toxic regions. Most of the previous 

studies showed that, sensors were usually deployed by 

scattering from an aircraft; however, the actual landing 

position cannot be uniform due to the existence of 

obstacles for instance, buildings, trees and wind causing 

some areas of the sensing region to be denser than 

others. Therefore, even if a large number of redundant 

nodes are deployed, the desired level of coverage still 

cannot be achieved. Therefore, it is essential to make 

use of sensors, which can move iteratively to a better 

location that can give the required coverage [3]. 

In order to address the sensing coverage area, it is 

important to understand the mobility control attribute 

[4], of the sensor nodes. Indeed, sensor nodes have two 

type of mobility control attributes i.e., centralized and 

distributed [5]. Regarding centralized attribute, the 

bunch of nodes are centrally monitored by a sink node 

that overhears the sensing data from neighbouring 

nodes while in distributed networks, the sensors are self-

controlled.   

All sensor nodes have limited sensing and 

communication abilities [6], which make the sensor 

nodes unable to obtain the entire network information. 

Due to which sensors are deployed randomly and 

allowed to move and communicate with their 

neighbours by exchanging information between them 

[7]. The miniaturized robotics have overcome some 

hurdles regarding sensors mobility. Thereby, mobile 

sensors have the same sensing capability as static 

sensors [8], and can move freely to correct locations for 

providing the required coverage. On the other hand, it is 

not a cost-effective solution.  

Keeping all aforementioned challenges, it is 

motivated to design a sagacious sensor node 

deployment strategy which should enhance the 

coverage area by consuming just confine energy metrics. 

Considering the pattern of a hybrid sensor network [9], 

which composed of mobile and static sensors we have 

proposed a Depuration based Coverage Mechanism for 

Wireless Sensor Network (DECM). For this purpose, a 

DECM algorithm has been designed which focus how to 

redeploy the sensor nodes to improve network area 

coverage in hybrid WSNs environment. It is indeed a 

cost-effective solution towards improving coverage with 

unevenly deployed sensors.  

Initially, algorithm aims to determine where the 

sensor nodes should be moved while incurring the trivial 

moving cost. This will result only a confine moving cost 

including the accumulated moving distance, total 

number of moves, and communication rounds. The 

proposed DECM mechanism ultimately can maintain a 

balance between coverage with confine resource 

consumption during node redeployment process. 

A.  Working mechanism of proposed DECM 

Initially, the nodes are deployed with some random 

positions, with certain velocities [10], to search the 

shrewd target positions in network coverage area. The 

minimum distance value and related coordinates are 

being recorded. After getting best minimum distance 

value the intended positions are crosschecked otherwise 

process will be repeat the same step. The further 

proceedings are explained stage by stage through Flow 

chart shown as Fig. 1. 

Stage 1: Initialize all the parameters including the group 

size (𝑛), the maximum number of iterations and the 

initial positions of sensor node group (𝑋𝑖𝑛𝑖𝑡𝑖𝑎𝑙, 

𝑌𝑖𝑛𝑖𝑡𝑖𝑎𝑙), step length [11], number of area range points, 

loudness and pulse rate, minimum and maximum 

frequency, upper and lower bounds [12]. All these 

parameters are being calculated through (1), (2) , where i 

varies from 1 to n, LB and UB is lower and upper bounds, 

and n is the size of sensor node group. 

𝑋𝑖𝑛𝑖𝑡𝑖𝑎𝑙(𝑖) = 𝐿𝐵 + (𝑈𝐵 − 𝐿𝐵) ∗ 𝑅𝑎𝑛𝑑𝑜𝑚 𝑣𝑎𝑙𝑢𝑒          (1) 

𝑌𝑖𝑛𝑖𝑡𝑖𝑎𝑙(𝑖) = 𝐿𝐵 + (𝑈𝐵 − 𝐿𝐵) ∗ 𝑅𝑎𝑛𝑑𝑜𝑚 𝑣𝑎𝑙𝑢𝑒           (2) 

Stage 2: The essential parameters of the sensor nodes 

like positions (𝑥𝑖t), velocities (𝑣ti) and frequencies for 

time t are updated as expressed in (3)-(5),  

𝑓𝑖 =  𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛)𝛽                                               (3) 

𝑉𝑖
𝑡 =  𝑉𝑖

𝑡−1 + (𝑥𝑖
𝑡 − 𝑥∗)𝑓𝑖                                                     (4) 

𝑥𝑖
𝑡 =  𝑥𝑖

𝑡−1 + 𝑣𝑖
𝑡        (5) 

where 𝛽 is an arbitrary vector whose value is lies 

between 0 and 1, the 𝑓𝑚𝑎𝑥 represents maximum 

frequency and 𝑥∗ indicate the Shrewd solution. 

Stage 3: The distance of all the sensor nodes from the 

current area position (Distn*m) [13], is being computed 

by the (6) 

𝐷𝑖𝑠𝑡𝑛∗𝑚 = √(𝑋𝑛∗𝑚 − 𝑥𝑗)2 +  (𝑌𝑛∗𝑚 − 𝑦𝑗)2                              (6) 

where Xn*m and Yn*m are initial positions of n*m 

sensor nodes xj  and yj are coordinates of j area range. 
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Fig. 1: DECM information flow chart. 
 

Stage 4: Any sensor node having minimum distance 

value to the intended node positions are compared and 

this moving distance is selected. 

Stage 5: The lowest distance value and related 

coordinates are recorded in corpus Table.  

Stage 6: The lowest and shrewd distance value is 

compared with other distance value during every 

iteration. If no other shrewd distance value is found then 

this lowest and shrewd value and its coordinates are 

updated and sensor node shift its position to the 

intended target in accordance to the condition defined 

in DECM algorithm otherwise, repeats step from 2 to 5. 

Stage 7: The overall network Coverage Range (CR) [14], 

has been computed through (7).  

𝐶𝑅 =  
𝑁𝑚∗𝑛

𝑀∗𝑁
                                                                           (7) 

The M*N is the network coverage area, m*n represents 

total summation points of each sensor node.  

Further explanation is given in the third section. Our 

unique contributions have been summarized as: 

• The proposed DECM algorithm tends to overcome 

related issues with the network coverage range by 

shifting already deployed sensor nodes from previous to 

new positions.  

• In some cases, it makes substitution of nodes to adjust 

the coverage hole. 

• The unnecessary sensor movement is also being 

monitor to reduce the movement distance between 

nodes which prevents the wastage of the energy 

resource.  

• The simulation results generated through Matlab has 

vouched the succulent performance of DECM when 

compared with previous work FOA, PSO and ACO. 

• The proposed DECM algorithm accomplished the 

operation in two junctures, during first juncture the 

intended target positions of the sensor node is 

computed through Dissimilitude Enhancement Scheme 

(DES). The second juncture is referred as Depuration, 

where the moving distance between node is sagaciously 

reduced, thereby the target positions are achieved. 

The rest of the manuscript is structured as: The 

previous work has been rummaged out in the second 

section, the proposed methodology has been explained 

in the third section, while in the fourth section renders 

the output performance and the result discussion. 

Finally, overall achievements have been summarized in 

the form of conclusion in the next  section. 

Literature Review  

Usually sensor nodes are deployed to cover the area 

between distinct boundaries. However, selection of most 

suitable area is ever remained a challenge [15]. In order 

to achieve the sufficient coverage area, the distributed 

deployment strategy is commonly used to improve the 

area coverage by moving the sensor nodes from one 

location to another. For this purpose, the distributed 

movement algorithms are being used wherein the 

coverage area is allocated in multiple segments. If any 

sensor node was unable to detect the event happenings 

within the deployed segment, no other sensor node can 

detect it. Eventually, the monitoring of each segment 

area for coverage gape (hole) and calculation of new 

location is the prime liability of the deployed sensor 

node. All distributed movement algorithms are facing 

numerous tribulations regarding new position 

calculation within the segment area while relocating the 
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new location. No researcher could ever address to 

overcome the nodes position reallocation challenge in 

hybrid environment.  Therefore, no wireless network 

having coverage holes, can successfully carry out its 

monitoring operation [16]. The researcher tried to 

incorporate more iterations in their designed model to 

address the new allocation issue but it drastically 

increased the implications and causing higher energy 

consumption. To some extent, overcome these issues 

the numerous researchers have made substantial 

contributions. For example, the motion capability of 

sensor nodes with relocating ability and dealing with 

sensor failure have been identified by Qingguo et al. 

[17], They suggested a two-phase sensor relocation 

solution. The redundant sensors are first identified and 

then relocated to the target location. They proposed a 

grid-quorum solution to locate the closest redundant 

sensor, and proposed to use cascaded movement to 

relocate the redundant sensor. In fact, their suggested 

model could not control the exorbitant energy drainage 

and thereby whole network might die after few 

transmission rounds. On the other hand, Li Jun et al. 

[18], tried to address the coverage and load balancing 

issues by minimizing the moving distance and argued a 

centralized movement solution, based on the Hungarian 

method. However, the centralized movement technique 

revealed those sensor nodes having already appropriate 

positions when impelled to leave the position creating 

energy holes. Wang et al. [19], proposed three different 

distributed movement assisted sensor deployment 

algorithms, VEC, VOR, and Minimax, to improve the total 

area coverage. Thereby they used the Voronoi diagram 

to partition the monitoring area into n convex polygons 

where every polygon enclosed one sensor node only. 

This method utilizes the local polygon information to 

calculate the new position location to move sensor node. 

The VEC approach uses virtual force between two nodes 

to push them away from each other at a certain 

distance. Minimax and VOR algorithms are greedy, and 

try to fix the largest coverage hole by moving sensor 

node towards the farthest polygon vertex. The nodes 

approaching to the polygon do not need to move 

towards the farthest vertex.  

As a result, this movement may not reduce coverage 

hole, but might increases the complications. The 

identification of new node location and its relative 

computation has been calculated through four local 

displacement conditions by the H. Mahboubi et al. [20], 

taking into account the circles having centered position 

within the respective polygons. Some centers might lie 

out of the polygon and thereby sensor nodes locating 

around those circles may not have movement. 

Consequently, this issue demands more rounds to 

overcome the coverage tribulation. The more the rounds 

it demands, the more the resources are being 

consumed; As a result, the sensor nodes will cause the 

network to confine the lifespan before the specified 

time. In order to increase the coverage rate of sensor 

nodes, various researchers have proposed different 

optimization techniques. A sensing and perception-

based Fruit Fly Optimization Algorithm (FOA) was 

applied by Wen-Tsao Pan [21] , to address the position 

issue of the sensor node which aims to enhance the 

coverage matter in ideal and obstacle environment. As 

the fruit flies can reach the food source by using their 

smell and vision organs. Initially, they use osphresis 

organs to find all kinds of scents in the air. Then they fly 

toward to food. When they get close to the food, they 

use their vision organs to get closer. Similar action is 

adopted for relocating the sensors positions. Despite its 

advantages, there are critical issues for instance, the first 

pointing location remains poor. Further, the algorithm 

significantly traps into local optimum and the update 

strategy is limited.   

An Edge Based Centroid (EBC) algorithm is proposed 

by Muhammad Sirajo et al. [22], and author claims about 

enhanced area coverage of monitoring field with 

minimal energy consumption.  

In fact, this algorithm is based on Voronoi diagram 

that partitions the sensing field into polygons with one 

sensor node each to monitor any event in its respective 

subregion. The sensor node moves to new location at 

the center of each polygon from location, which 

improves area coverage. This algorithm depends on 

certain group of rules that ensures about the center of 

each polygon before the movement and thereupon the 

ratio of energy consumption can be lowered. Though 

this algorithm works smooth but no control over the 

uncouth movement of the node is addressed due to that 

sometime a node can make unusual and large 

displacement which might cause the energy wastage.  

In pursuit of a better coverage technique, a majority 

of scholars have tried to use intelligent algorithms like, 

Genetic Algorithm (GA) [23], and Particle Swarm 

Optimization (PSO) [24], to solve the issue. Though, fruit 

fly algorithm is simple and practicable than GA and PSO 

but due to unavoidable limitations the researcher is still 

exerting their efforts to develop shrewder algorithm. 

Table 1, exhibits various comparison among such 

algorithms and shows a significant improvement by the 

proposed algorithm. 
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Coverage Model 

A coverage model explains the possible coverage 

range by the sensor nodes in coverage area. 
 

All sensor nodes have various coverage range 

characterized by area where these sensors are being 

deployed, the accuracy, the environment factors and 

resolution.  The coverage area depends on various 

Table  1: Comparison of proposed DECM with in-practice algorithms 

Algorithm Working ground Expediency Impairments 
Comparison with proposed 

DECM 

Genetic Algorithm (GA) 

Stochastic search 
methodology through 

generic system, withing 
a population it impels 

the recombination and 
mutation. 

It is faster and have 
ability to find best 

quality solution in trivial 
time, possessed parallel 

capabilities. Easily 
discovers the global 

optimum. 

Never guarantee for 
optimal solution. Hard 
to choose parameters 

like number of 
generations, population 

size. It is expensive. 

It functions in hybrid 
environment, ensures 
about relocating the 

intended nodes position 
within the coverage area 

therefore energy 
consumption remains 

confined. 

Particle Swarm 
Optimization (PSO) 

Inspired by bird 
flocking and fish 

schooling. The particles 
move in a 

multidimensional 
search space and single 

intersection of all 
dimensions forms a 

particle. 

It can overcome the 
unconstrained 

minimization issue. 
Provides the derivative 
free technique, it is less 

sensitivity, less 
dependent of a set of 

initial points. It can 
generate high-quality 

solutions. 

It can easily fall into 
local optimum in high-
dimensional space and 
has a low convergence 

rate in the iterative 
process. Difficult to 

adopt the best topology. 

At the beginning it 
rummages where the 

sensor nodes should be 
moved therefore local 
minima can easily be 

avoided. 

Bacterial Foraging 
Algorithm (BFA) 

It works on search and 
optimal foraging 
decision making 

capabilities, problems, 
movement take place 
either in  clockwise or 

counter clockwise 
direction 

Used for unconstrained 
numerical optimization, 
having dual movement 

i.e., swimming and 
tumbling called 

chemotaxis, 

Having weak ability to 
perceive the 

environment and 
vulnerable to perception 
of local extreme, hard to 

deal with complex 
optimization problems 

As it operates in two 
stages, thereupon no 

vulnerabilities can slow 
down the performance, 

each stage performs 
independently. 

Ant Colony Optimization 
(ACO) 

Based on social 
behaviour of the 

insects, the 
optimization process is 
initialized by random 

solutions 

Rapid discovery of good 
solutions with 

guaranteed 
convergence, 

Dependent sequences of 
random decisions, 

having complicated 
theoretical analysis, 

uncertain time to 
convergence 

The Depuration 
technique in second 

stage reduce the moving 
distance and there exists 

no uncertainty. 

 
Artificial Bee Colony (ABC) 

Search optimization 
consists of three 

essential components: 
employed and 

unemployed foraging 
bees, and food 

sources. 

It minimizes the expense 
of deploying nodes 

inside the monitoring 
region  ,deals with local 

solution, having broad 
applicability, complex 

functions 

Slow process, higher 
number of objective 
function evaluation, 

number of dimensions 
might change 

It maintains the network 
dimension by reducing 

the moving distance 
between the nodes. 

Jenga-inspired 
optimization algorithm 

(JOA) 

Based on greedy fast 
convergence, select 
minimum cost node 
subset through the 
roulette method, 
bridge between 

optimal solution and 
short computation 

time. 

Address the Energy-
Efficient Coverage 

issues, having stochastic 
approach to conduct 

random exploration, if 
sensor node cannot 

cover an area the other 
node take avail the 

chance 

The detection 
probability decreases 
exponentially as the 
distance becomes 

greater 

Have shrewd control 
over moving distance 
therefore no uncouth 

movement can degrade 
the overall 

communication. 
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factors such as the signal strength generated from the 

source, distance between the sensor node and source 

and the rate of attenuation in propagation. For example, 

an acoustic sensor network establishing the coverage 

range to detect the mobile vehicles, the sensor nearer to 

a vehicle can detect higher acoustic signal strength than 

the one farther away from the vehicle due to signal 

attenuation, and as a result there is higher confidence of 

detecting vehicles. 

A. Problem Formulation 

For proposed coverage model, a two-dimensional 

coverage area has been considered. Further, the 

coverage area is divided into various segments each 

having unit size. When n number of sensor nodes have 

been deployed in targeted area m, thereby a full couplet 

of sensor node can be defined as given in (8), 

S = {S1, S2,…..Sn }                                                                    (8) 

the position of ith node is defined as Si = (xi , yi) where i 

= (1,2,…n). The coverage range of sensor  Si    can  be 

expressed as a circle centered at its coordinates (xi ,yi ) 

with the radius of the sensing range Rs. Let Ei, being a 

random variable for an event that a sensor node Si  

covers an area of segment A(xA, yA). The Presage factor 

for event Ei  can be written as P{Ei} which is equal to the 

coverage presage i.e., P(Si, xA, yA). Thereupon, the 

happening of an event presage can be defined by the 

discrete coverage model expressed in (9). 

P(𝑆𝑖, 𝑥𝐴, 𝑦𝐴) =  {
1, 𝑑(𝑆𝑖, 𝑥𝐴, 𝑦𝐴) ≤ 𝑅𝑠

0, 𝑜𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒
                        (9) 

The Euclidean distance [25], of ith  sensor node from 

segment area A(x,y) can be computed by (10). 

P(𝑆𝑖, 𝑥𝐴, 𝑦𝐴) = √(𝑥 − 𝑥𝑖)
2 + (𝑦 − 𝑦𝑖)2                      (10) 

All coverage pints within the coverage range are 

measured as unity covered [26], by the particular sensor 

whereas, the points outside of this coverage range is 

regarded as 0. The shrewd objective of coverage 

optimization issue is to provide sufficient Coverage 

Range (CR), by using a smaller number of sensor nodes. 

The CR is used to estimate the performance of sensor 

network. Generally, it is assumed that segment area 

point can be covered by any sensor node only once. 

B. The proposed DECM Model  

At present, among all optimization algorithms the DES 

[27], is considered as a fasted optimization scheme 

therefore we found it sagacious and motivated to take 

full advantage for our proposed DECM algorithm. Thus, 

the coverage range tribulations in WSN is being resolved 

by redeployment of sensor nodes through DES strategies 

and therefore the stages of DECM design model are 

being explained one by one.  

Stage 1. Locating intended target positions of the node:  

The depuration based efficient coverage mechanism 

(DECM) is an investigative search technique that utilizes 

the shrewd coverage mechanism. It exploits the position 

of the sensor node for potential solutions, individuals, to 

probe the search range. It initializes the parameters 

while addressing the coverage area issue as depicted in 

(11),  

𝑋𝑠 = (𝑥𝑠1, … , 𝑥𝑠2, … , 𝑥𝑠3)    (11) 

considering 1 ≤ s, as the area range and  xs2 ∈ [as , bs ], 
where “as” and “bs” denotes the lower and  upper  
bound  of  the  sth  node,  respectively. After every 
transmission round t, the corresponding re-allocation 
round presages the intended position of the bodacious 
node which is expressed as (12), 

𝑉𝑠 (𝑡 +  1)   =   𝑋𝑏𝑜𝑑𝑎𝑐𝑖𝑜𝑢𝑠   +  𝐹(𝑋𝑟2 (𝑡)  − 𝑋𝑟3 (𝑡))  +
 𝐹(𝑋𝑟4 (𝑡)  − 𝑋𝑟5 (𝑡))                                                       

 (12) 

The Xbodacious indicates the appropriate position of the 

node while r represents the transmission round and F 

points a scaling factor that is a distance control 

parameter between initial and the new node position. To 

increase the sensing range, the position parameter Vs(t + 

1) is incorporate the value of predicted node Xs(t), 

thereby yields a temporal position Qs(t + 1) as expressed 

in (13), 

The rand (0,1) represents a uniformly distributed 

random positions, while jrand exhibits randomly predicted 

positions within the range [1,D]. The FCR came up as a 

Fractional Control Parameter ∈ [0, 1], which shows the 

inherited characters of previous node position.  

Proceeding towards final position, the temporal 

position Qs(t + 1) is being compared with predicted node 

Xs(t). The newly generated position that possessed 

greater fitness metric among rest of the positions is our 

intended position of the node given in (14), 

here 𝑓(𝑋) represnets the intended target position of 

the node. In fact, the sensor network performs the 
virtual movement and as long it achieves the intended 
position of the sensor node in accordance to the (14), 
physical displacement has been performed accordingly.  

Stage 2. Depuration process: 

The depuration process is performed to reduce the 

moving distance of the node. This will reduce the 

number of sensor nodes that need to move, as well as 

𝑋𝑠 (𝑡 +  1) = 

{
𝑄𝑠(𝑡 + 1), 𝑖𝑓(𝑓(𝑄𝑠(𝑡 + 1)) ≥ 𝑓(𝑋𝑠(𝑡)))

 𝑋𝑠(𝑡), 𝑜𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒
 

 (14) 

𝑄𝑠,𝑗  (𝑡 +  1) =  {𝑉𝑠,𝑗(𝑡 + 1), 𝑖𝑓(𝑟𝑎𝑛𝑑[0,1]

< 𝐹𝐶𝑅 𝑜𝑟𝑗
= 𝐽𝑟𝑎𝑛𝑑)𝑋𝑠, 𝑗(𝑡), 𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒 

(13) 
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reduce the average moving distance; however, it does 

not affect the network coverage. The moving distance 

reduction strategy can be understood as: Consider the 

initial positions of the deployed sensor nodes illustrated 

in Fig. 2. Senosr node s1 is lying at position-1, s2 with 

position-2, s3 with position-3, s4 with position-4, and s5 

with position-5. The sensor node s1 is trying to move at 

new intended position i.e., intended-SP1. At the same 

time, another sensor node s2 also trying to capture the 

same position but DECM algorithm systematically 

controls the movement of sensor node that are needed 

to be moved. The sensing range may even be fully 

overlapped by other nodes, these nodes are called 

redundant nodes. If coverage range Rarea(S) presages no 

substantial change to position of a sensor node is 

required when a node with smaller distance has already 

accessed the intended position thereby node s2 can be 

removed from the queue which eventually decreases the 

distance. In Fig. 3, the positions of sensor node are being 

updated thereby at initial state, the moving distance of 

s1 and s2 is d1 + d2   and after the displacement, it will be 

updated to d3 + d4 as depicted in Fig. 4. It is worth 

mentioning that d1 + d2  > d3 + d4, therefore achieving 

the intended positions, the moving distance of s1 and s2 

can be confined but no change will be occurred in 

coverage area but the area coverage distance rate will 

be extended.  The sensor nodes that eager to update 

their moving position will be substitute with the moving 

position of the nodes which are stationary and does not 

require to move further. This step can prevent the nodes 

to make unnecessary and longer movement. In case the 

node does not possess sufficient energy while reaching 

at intended position, the other surrounding node will 

surrogate the liability.  Initially, the node s1 and s2 tries to 

shift their positions with Intended-SP1 and thereupon 

establishes the desired link.  

In fact, the distance between node s1 and SP1 is 

greater than that one of its neighouring node. Similarly, 

node s2 has a longer path to access the intended-SP1 

position and meanwhile there appears another node in 

its surrounding which is much closer. 

 Both sensor nodes s1 and s2 will be hiatus to shift 

their positions depicted by the Fig. 3, but will change 

their positions according to the Fig. 4, i.e., s1 will avail 

the new intended-sp1 position with distance d3, and s2 

will be shifted to surrounding node position (intended-

sp3) under distance d4.  

All this happens because d3 < d1 and d4 < d2 therefore 

the proposed DECM algorithm shrewdly decides which 

sensor node should be moved to what positions in 

accordance to the distance metric. This change will not 

affect the coverage range of the network and does not 

impel the rest of the nodes to move in the queue. 

Eventually, an average moving distance of the node 

node are reduced which enhance the coverage area 

distance range. 

C. Affective parameters 

The DECM, explains the impact of some effective 

elements such as, loudness, pulse emission rate and 

maximum frequency and wavelength which directly 

influence the performance and diversity the sensor 

coverage range.  

• Loudness: It is a relative quality of sound or the 

characteristics that characterizes noises varying from 

silent to strong [28]. The sensing coverage range of the 

nodes are directly affected by the ambient forms of 

varying loudest. The proposed DECM algorithm handles 

the loudness by adjusting radius of the sensing range in 

the coverage area. It is also called a perceptual effect of 

the intensity of the sound. There are several models for 

this parameter estimation that aim to process 

numerically a loudness degree approximation dependent 

on the sound's objective characteristics.  
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• Pulse emission rate: A pulse is a bit of disturbance 

emitted by any transmission source and travels through 

a medium [29]. The free end and fixed end pulses 

sometimes collide with other pulses which may narrow 

down the performance of the system. The DECM control  

the pulse emission rate by predicting the distance 

between sensing range of the nodes. The pulse emission 

rate for each sensor nodes is calculated as the total 

number of pulses detected divided by total duration of 

the number of individuals in the coverage area. 

• Frequency and wavelength: In order to locate the 

intended target position, the shrewd adjustment in 

frequency and wavelength is often made by the DECM. 

Sometimes, for a shorter distance the frequency level 

might be shrinker from previous level. 

•  Group size(n): The number of sensor node appears in 

a couplet are referred as group size [30]. These nodes 

leys at varying positions and communicate 

simultaneously with surrounding nodes to access the 

 

 

 

Fig. 3: Locating intended position mechansim. 
 

Fig. 4: Sensor nodes reaching at target position. 

Algorithm 1. DECM position displacement mechanism  

1: Input distance(d1, d2, d3, d4) // distance metrics 

2: Procedure InitialPositions(S1, S2, S3, S4, S5)  // sensor nodes deployed at initial positions 

3: Procedure IntendedPositions(SP1, SP2, SP3, SP4)  // sensor nodes accessing new positions 

4: for F(s) = {S1, S2, S3……..Sn}  

5: ∀ F(s), if d3 > d1 AND  d4 > d2 // distance metric computation 

6: Compute distance using Eq. (14) 

7: S1  ← sp1, S2  ← sp3, // changing positions according to the displacement criteria 

8: if (Rarea(S) reduces) S1 = Position; moved[S] = false; 

9: if (S1 ≠ SP1) and (moved[S1]) and (moved[S2]) and (d1 + d2 > d3 + d4) 

10: S1↔SP1, S2↔SP3 

11: endfor 

12: endif 

13: end Procedure  
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intended position. In fact, DECM makes shrewd decision 

in selection of the intended position from initial position 

by considering the distance metric between the sensor 

nodes at new position. 

• Maximum iteration: The number of times the 

transmission rounds take place to achieve the desired 

position is known as iterations [31]. For a denser 

network, this might possible within a few iterations the 

target position can be achieved [32], but in case a sparse 

condition [33], the DECM decides about the number of 

iterations to be needed to complete the task.   

• Step length estimation: A point indicates the initial 

position of sensor node and the number of total points 

going to record till reaching at the intended position is 

known as length of the steps [34]. The most common 

example of step length from real experience is a 

pedestrian positioning. 

Simulation Results 

In order to validate the performance of sensor nodes 

based on DECM algorithm, the simulation trials are 

conducted using MATALAB R2016a [12]. The 

performance among DECM, FOA, PSO and ACO are 

carried out using simulation setup parameters given in 

Table 2, in term of coverage range, computation time, 

standard deviation and network energy diminution. 

Continuing, nearbout 65 sensor nodes were deployed 

randomly in the monitoring area of size 60 × 60 m2.  The 

initial and final sensor node deployment is illustrated in 

Fig. 6 and 7. As the transmission begins, it can be clearly 

understanding that node deployment based on (DECM) 

has minimum redundancy and is utmost uniform as 

compared to node deployment by the FOA mechanism.   
 

Table 2:  Simulation setup 
 

Contents Setting value 

Deployment area 60 x 60 m2 

Number of sensor nodes 65 

Grid point 0.4 m*0.4 m 

Group size 20 

Sensing radius, 5 m 

Maximum iterations 25 

Loudness 0.5 

Pulse emission rate 0.5 

fmin 0 

fmax 2 

 
Table 3 signifies the influence of pulse emission rate 

(r) on coverage of sensor nodes. The value of r changes 

from 0.1 to 1 whereas value of other parameters such as  

loudness, maximum frequency and sensing radius is  
kept constant to 0.5, 2 and 5 respectively. To beat the 

effect of arbitrariness [35],  

the node mechanism is simulated 50 times and 

greatest value of coverage is picked every time. The 

maximum value of coverage after performing DECM is 

attained 93.54% at pulse emission rate of 0.9. As node 

moves towards respective target, they emit a greater 

number of pulses, therefore, the pulse emission rate will 

be high when sensor nodes move close to the range 

points [36].  

Thereupon, value of pulse emission rate is kept to 0.9. 

Further to analyze the effect of loudness of the 

mechanism on the coverage rate of sensor nodes, the 

value of loudness (Ao) is varied from 0.1 to 1 while pulse 

emission rate (r) is set to 0.9 and value of other 

parameters such as is 0.5, sensing radius (rs) is fixed to 5 

meters.   

Table 4, shows the variations of loudness, initial and 

final coverage rate of nodes after implementing DECM. 

The DECM runs 50 times and best value of initial and 

final coverage range is selected. The coverage range 

after executing DECM has obtained highest 93.1% at 0.2 

value of loudness. When sensor nodes getting near to 

the range point the intensity of emitted pulses is low, 

therefore loudness parameter should be kept low. 

Thereupon, the value of loudness parameter is fixed to 

0.2. In addition to this Table 5, demonstrates the effect 

of maximum frequency (fmax) [37], on coverage; its value 

has been changed from 0.1 to 2. The constraints of the 

mechanism for instance the pulse emission rate, 

loudness and sensing radius are kept constant to 0.9, 0.2 

and 5 respectively. For each variation of maximum 

frequency the proposed mechanism has been executed 

50 times and supreme values of coverage before and 

after execution of the mechanism has been chosen.  

The best value of coverage after implementing DECM 

is 93.31% when fmax  is 1.3. Thus, the value of fmax is set 

to 1.3. To observe the impact of range points on 

coverage rate of nodes, value of range point has varied 

from 0.1 m*0.1 m to 1 m*1 m. The various simulation 

factors such as pulse emission rate, maximum frequency, 

sensing radius and loudness are kept constant to 0.9, 

1.3, 5 and 0.2 respectively. In Table 6, for every value of 

coverage point DECM runs 50 time and uppermost 

values of coverage rate has been taken. The highest 

value of coverage rate of nodes is obtained after running 

DECM is 93.41% when range points are set to 0.6 m*0.6 

m. Consequently; the range points have been kept 

constant to 0.6 m*0.6 m. Further, the sensing radius is 

varied from 1 m to 10 m. 
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Fig. 8, signifies the variations of coverage range after 

applying DECM w.r.t. changes in the sensing radius of 

node. The parameters of DECM for example range 

points, loudness, pulse emission rate and maximum 

frequency are set as 0.6 m*0.6 m, 0.2, 0.9 and 1.3 

respectively. It is clear from Fig. 8, as the sensing radius 

has increased, thereby coverage rate of sensor nodes is 

also increased and its value is 100% when the sensing 

radius is increased beyond 7 m, but there is trade-off 

between the sensing radius and cost, while sensing 

radius of node is increased the cost of sensor nodes also 

increased. The value of various constraints of DECM such 

as loudness, maximum frequency, sensing radius, pulse 

emission rate and range points are 0.2, 1.3, 6, 

 

0.9 and 0.6 m*0.6 m respectively. To validate the 

performance  of node deployment based PSO after 

setting above constraints values, the initial and final 

node deployment after executing are shown in Fig. 9. 

Thereupon, it can obviously be seen that node 

deployment based on DECM has lowest redundancy than 

PSO and FOA. To further demonstrates the effectives of 

coverage range curve for DECM compare to FOA for 

various iterations shown in Fig. 10. The iterations are 

varied from 0 to 500. The convergence speed of DECM is 

exorbitant as compared to FOA. The PSO converged 

arounds are 150 iterations whereas FOA converges 

around reached 350 iterations due to exploitation 

characteristics of the sensor nodes.    

 

 

 

(a)  (b) 

Fig. 6: (a) Initial and (b) final FOA node deployment mechanism. 

 

 

  

 

(a)   (b) 

Fig. 7: (a) Start and (b) end of the node deployment process for DECM. 
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Table 3: Influence of pulse emission rate on coverage range 

 

Pulse Emission 

(Hz) 
Initial Coverage 

Range (%) 

Final Coverage 

Range (%) 

0.1 0.8 0.8929 

0.2 0.8124 0.905 

0.3 0.787 0.9077 

0.4 0.8281 0.9041 

0.5 0.8097 0.908 

0.6 0.8202 0.9025 

0.7 0.8208 0.9218 

0.8 0.8167 0.9108 

0.9 0.8537 0.9354 

1 0.8314 0.9153 

 

Table 4: Effect of loudness on coverage range 
 

Loudness (Ao) 

db 
Initial Coverage 

Range (%) 
Final Coverage 

Range (%) 

0.1 0.8052 0.8931 

0.2 0.8375 0.9291 

0.3 0.8491 0.9056 

0.4 0.8281 0.9107 

0.5 0.8276 0.9167 

0.6 0.828 0.9219 

0.7 0.8273 0.9048 

0.8 0.8308 0.9259 

0.9 0.8343 0.9281 

1 0.8169 0.9179 

 

Table 5: Effect of  fmax  on coverage range 
 

fma x (Hz) 

Initial Coverage 

Range (%) 

Final Coverage 

Range (%) 

0.1 0.8492 0.8698 

0.2 0.819 0.8433 

0.3 0.8135 0.8359 

0.4 0.8115 0.8327 

0.5 0.831 0.8602 

0.6 0.8186 0.8507 

0.7 0.8196 0..8414 

0.8 0.8211 0.8417 

0.9 0.8499 0.8712 

1 0.8369 0.8549 

1.1 0.8298 0.8888 

1.2 0.822 0.9053 

1.3 0.8134 0.9331 

1.4 0.7965 0.898 

1.5 0.8116 0.91 

1.6 0.8367 0.9279 

1.7 0.8145 0.9169 

1.8 0.8267 0.9132 

1.9 0.8296 0.9147 

2 0.8127 0.9078 

Table 6: The impact of range on network coverage 

 

Range points 

(m*m) 
Initial Coverage 

Range (%) 
Final Coverage 

Range (%) 

0.1*0.1 0.8306 0.9203 

0.2*0.2 0.7975 0.9006 

0.3*0.3 0.8006 0.9106 

0.4*0.4 0.8342 0.9132 

0.5*0.5 0.8012 0.9056 

0.6 *0.6 0.8451 0.9341 

0.7*0.7 0.8052 0.9125 

0.8*0.8 0.8135 0.9181 

0.9*0.9 0.8142 0.9200 

1*1 0.8240 0.9212 

 

 The DECM has achieved more coverage rate about 

99.46% as compared to 93.37%, 88.33% of PSO and FOA. 

In order to overwhelm the effect of randomness DECM, 

mechanism optimization and fruit fly algorithm runs 15 

times respectively.  

The deployment results in terms of average coverage 

rate, standard deviation, best and worst coverage values 

for DECM, PSO and FOA are presented in Fig.11 to 13.  

It can be seen that DECM has achieved the average 

coverage range about 98.29% as compared to 91.91%, 

85.16% of PSO and fruit fly algorithm. Further the 

standard deviation of DECM is lower, therefore DECM is 

more stable as compared to FOA and PSO.  

The best and worst coverage value for DECM are 

99.46% and 97.31% as compared to 94.30% and 90.02%, 

87.49% and 78.20% for PSO and FOA based on node 

deployment. 
 

 

 
 

Fig. 8: DECM coverage range at various sensing radius .
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(a) for various iterations  (b) for varying number of sensor nodes 

Fig. 10: Coverage range comparative analysis for DECM, FOA and PSO. 

 

 
Fig. 11: The coverage range statistics achieved by FOA (a) before and (b) after the execution 

 process with  significant changes in standard daviations. 

   

(a) (b) 

Fig. 9: (a) Initial deployment of sensor nodes for PSO (b) Final deployment of sensor nodes for PSO. 
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Fig. 14: The computation time statistics of FOA, PSO 
and DECM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Further the comparison of DECM, PSO and FOA in terms 

of computation time is ilustrated in Fig. 14. The 

computation time for DECM is lesser i.e. 0.016 seconds 

as compared to 0.019 seconds, 0.28 seconds for PSO  

and  FOA.  The  DECM  and  PSO   converges   at   25  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 15: Overall energy consumption by all algorithms. 

 

iterations   whereas   FOA  converged  at  500  iterations, 

therefore the speed of DECM and PSO is more and 

converges faster at earlier stage because of its 

exploitation feature as compared to fruit fly algorithm. 

During each transmission round, the overall energy 

diminution analysis is illustrated in Fig. 15. It can be seen 

 

Fig. 12: The coverage range statistics achieved by PSO (a) before and (b) after the execution process with improved standard 

daviations. 

 

Fig. 13: The coverage range statistics achieved by DECM (a) before and (b) after the execution process with trivial 
standard daviations. 
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that between 20 and 32 nodes all algorithms going to 

die. The proposed DECM has consumed only 100 to 150 

jule of energy approaching to relative position as 

compare to PSO, FOA and Ant Colony Optimization ACO. 

The consumed energy increases when 

the coverage degrees required increase, since the 

sensor nodes require more energy to cover target 

positions and therefore it takes more energy for sensing 

and communication tasks. 

Conclusion 

Wireless sensor networks are severely facing the 

coverage issues therefore a shrewd coverage mechanism 

is presented in this study. The proposed algorithm Node 

Redeployment Shrewd Mechanism (DECM) has been 

designed to overcome the tribulations occurred due to 

the uncouth deployment of the sensor node which 

ultimately has great impact over network coverage 

range. The DECM functions in two phases, in first phase 

it searches the new intended node positions through 

Dissimilitude Enhancement Scheme (DES) and moves the 

node to new position. For second phase, the distance 

measurement between moving sensor node and the 

intended position is reduced and number of sensor 

movements are also being controlled sagaciously. This 

process is called Depuration. The analysis of various 

factors of DECM such as loudness, range points, emission 

rate and radius of nodes, and frequency have also been 

identified. The performance metrics of DECM has been 

obtained by conducting simulation test through MATLAB 

and meticulously compared with previous well-known 

algorithms FOA, PSO and ACO. The simulation results 

vouched that DECM has attained mean coverage range 

about 98.29% which is higher as compared to rest of the 

algorithms. The proposed DECM algorithm has appeared 

with higher coverage range and less computation time 

compared to all.  

In future the various evolutionary optimization 

algorithms can be applied to solve the node deployment 

issues to enhance the coverage range phenomenon.  
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 Background and Objectives: Pan-sharpening algorithms integrate the 
spectral capabilities of the multispectral imagery with the spatial details of 
the panchromatic one to obtain a product with confident spectral and spatial 
resolutions. Due to the large diversities in the utilized pan-sharpening 
algorithms, occurring spatial and spectral deviations in their results should be 
recognized by performing the quantitative assessment analysis. 
Methods: In this research, the pan-sharpened images from PCA, IHS, and 
Gram-Schmidt transformation based algorithms are evaluated for the multi-
spectral and panchromatic images fusion of Landsat-8 OLI sensor (medium 
scale resolution satellite) and WorldView-2 (high-resolution satellite). 
Quantitative analysis is performed on the pan-sharpened products based on 
the Per-Pixel Deviation (PPD) measure for spectral deviation analysis and 
high-pass filter and edge extraction measures for analyzing the spatial 
correlations. Moreover, entropy and standard deviation quantitative 
evaluation measures are also utilized based on the pan-sharpened image 
content. 
Results: Quantitative analysis represents that increasing the spatial 
resolution of the utilized remote sensing data has direct impacts on the 
spectral, spatial, and content-based characteristics of the generated Pan-
sharpened products. Gram-Schmidt transformation based pan-sharpening 
method has the least spectral deviations in both WorldView-2 and Landsat-8 
satellite images. But, the amount of spectral, spatial and content-based 
quantitative measures of PCA and IHS are changing with various spatial 
resolutions. 
Conclusion: it can be said that Gram-Schmidt pan-sharpening method has 
the best performance in both medium-scale and high-resolution data sets 
based on the spectral, spatial, and content quantitative evaluation results. 
The IHS pan-sharpening method has better performance than the PCA 
method in Landsat-8 OLI data. But, by increasing the spatial resolution of the 
data, PCA generates pan-sharpened products with better spectral, spatial, 
and content based quantitative evaluation results. 
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 Introduction 
 Due to the increasing developments of the sensor 

technologies along with the modern information 

acquisition techniques, a large volume of remote sensing 

data with different spectral, spatial, and temporal 

characteristics has been provided to users. Various 

remotely sensed data has valuable information aspects 

that together can fully provide the information needed 

by researchers. Performing remotely sensed data fusion 

to generate new data that contains all the useful aspects 
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of information in each of the primary data has received 

much attention in image processing and pattern 

recognition [1]-[3]. One of the important applications of 

remote sensing data fusion is to increase the spatial 

resolution of multispectral imagery to the spatial details 

of panchromatic, which is called the pan-sharpening 

method [4], [5]. Pan-sharpening as a pixel level fusion 

has a wide variety of methods and algorithms. 

Therefore, researchers in various fields by categorizing 

the algorithms analyze the characteristics and 

advantages of them [2], [6]. Since, pan-sharpening 

algorithms are rapidly developing in some applications 

such as object recognition, image classification, and 

change detection, the efficiency of different integration 

algorithms can be considered as an essential need. The 

main necessity in pan-sharpening is that the integration 

algorithm should maintain as much information as 

possible in the input images. However, pan-sharpening 

algorithms usually cause some spatial and spectral 

distortions in the fused image. Therefore, a quantitative 

assessment is an essential process for content and 

distortion evaluation of the pan-sharpened image. 

Choosing the right pan-sharpening algorithm requires a 

quantitative evaluation of the results of different 

integration methods. The main objective of image fusion 

quantitative assessment is to obtain a quantitative 

estimate of the quality of the resulting image, which 

requires the definition of an appropriate metric. 

According to widely use and rapid developments of pan-

sharpening algorithms in the satellite image processing 

and pattern recognition contributions, quantitative 

assessment metrics are still important in open research 

topics [3]-[5], [7]-[11]. Table 1 summarizes the 

investigated literature review in this research into two 

categories; pan-sharpening performance analysis, and 

analyzing the efficiencies of quantitative assessment 

metrics. In this study, the results of Intensity-Hue-

Saturation (IHS), Principal Component Analysis (PCA), 

and Gram-Schmidt transformation based pan-sharpening 

methods are evaluated based on spectral and spatial 

reference-based quantitative assessment measures. 

Moreover, the results are compared with the 

quantitative assessment based on entropy and standard 

deviation measures that don’t need reference images. 

The reason for choosing the above-mentioned 

transformation based pan-sharpening methods is that 

these methods are available in most common image 

processing software and in most cases, researchers 

perform these pan-sharpening methods to increase the 

spatial resolution of remote sensing images in various 

applications as a pre-processing step.  

On the other hand, various types of remote sensing 

data with a high variety of spatial resolutions are utilized 

in different applications. 

Table 1: Summarizing the literature review of this paper 
 

Category Research Topic 
Publication 
Date [Ref] 

Pan-sharpening 
performance 

analysis 

PCA & Wavelet 
transformation based 

pan-sharpening 
assessment (for MRI 

images). 

2010 [3] 

Comparing four pan-
sharpening methods with 

a no-reference 
assessment (on IKONOS 

& WV2). 

2014 [8] 

Spectral and spatial 
comparison of twelve 

pan-sharpening 
algorithms. 

2020 [9] 

Quantitative analysis of a 
new pan-sharpening 

algorithm pulse coupled 
neural network. 

2019 [10] 

Quantitative analysis of a 
new pan-sharpening 

algorithm based on IHS 
and wavelet. 

2020 [11] 

Quantitative 
assessment 
efficiency 
analysis 

Introducing a new 
perceptual quality 
assessment of pan-
sharpened images. 

2019 [4] 

Performance comparison 
of pan-sharpening 

assessment measures. 
2012 [5] 

Critical review of quality 
assessment protocols in 

pan-sharpening. 
2019 [7] 

 

Therefore, in this study, the results of PCA, IHS, and 

Gram-Schmidt pan-sharpening algorithms are applied to 

two types of remote sensing data with different spatial 

resolutions. Landsat-8 satellite imagery was used as a 

representative of the medium-scale spatial resolution 

data, and WordView-2 imagery was used as a 

representative of high spatial resolution data. 

The main objective and novelty of this research with 

regard to the literature review is on performing 

assessment in dual aspects; 

1) Comparing the efficiencies of well-known and 

common transformation based pan-sharpening 

algorithms in most of the image processing software.  

2) Investigating the effects of increasing the spatial 

resolution of the commercial satellite images in pan-

sharpening results.  

The other point that can be considered as the novelty 

of this research is multi-modal conclusion based on the 

spatial, spectral and content quantitative assessment of 

the pan-sharpened products. In other words, this study 

in addition to compare the capabilities of PCA, IHS, and 

Gram-Schmidt transformation based pan-sharpening 

methods from spectral, spatial, and content points of 
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view; also analyze the effect of increasing the spatial 

resolution of remote sensing data on the generated pan-

sharpened products. 

Transformation Based Pan-sharpening Algorithms 

The use of transformation based pan-sharpening 

methods is based on the fact that after transforming 

input images to a new space, by applying the 

appropriate rules, the images are merged and finally the 

result is obtained by applying the inverse transformation 

to the image space [12]-[13]. The important point in such 

image fusion methods is that to perform pan-

sharpening, transformation is usually applied only to the 

multispectral image and then in the new space, the 

panchromatic image is replaced with one of its 

parameters. In this way, a multi-spectral image with the 

higher spatial resolution is generated, which is returned 

to the image space by applying the inverse 

transformation on it. According to the different natures 

of various transformation based pan-sharpening 

methods, Intensity-Hue-Saturation (IHS), Principal 

Component Analysis (PCA), and Gram-Schmidt are 

described in the following sections of this paper.   

A. Principal Component Analysis 

In the principal component analysis process, 

statistically correlated variables are converted to non-

correlated variables and a compressed and optimal 

description of the input data is provided. Assuming an 

input image with dimensions of M * N, PCA method 

seeks to find a basic orthonormal function W = (W1, 

W2,…, Wd) d << MN so that the desired image can be 

displayed by a linear combination of these basic vectors 

[14], [15]. If the principal components of an image are in 

descending order in the PCA transformation space, the 

first component has the highest amount of variance in 

the image and is considered as the parameter containing 

the spatial detail of the image. This feature has led to the 

potential for the use of PCA transformation to integrate 

images with the aim of pan-sharpening [16], [17]. PCA 

pan-sharpening method has the following steps: 

 Step1: Performing PCA transformation on the 

multispectral input image. 

 Step 2: Histogram matching of the panchromatic image 

with the first principal component of the multispectral 

image. 

 Step 3: Replacing the first component of the 

multispectral image in the PCA transformation space 

with the panchromatic image after histogram 

matching. 

 Step 4: Applying the inverse PCA transformation to the 

new multispectral image to transform it into the 

original primary space. 

B. HIS 

Intensity,  Hue,  Saturation  (IHS)  is  an  image  display 

Intensity, Hue, Saturation (IHS) is an image display 

system that includes the three main parameters 

intensity, shape, and saturation. Intensity as the first 

parameter of the IHS system relates to the overall 

brightness of a color. The parameter Hue corresponds to 

the color wavelength and the third parameter Saturation 

indicates the color purity. Since the display of color 

images in the IHS display system is based on the 

parameters of human color perception, the use of image 

transformation method from RGB to IHS color space in 

the preliminary stages of image processing is very 

common. The IHS color transformation method 

effectively separates the weight of the spatial 

information of the image (Intensity) from the weight of 

its spectral information (Hue, Saturation). Therefore, this 

transformation method is useful for performing pan-

sharpening by replacing the panchromatic image with 

the Intensity parameter of the multispectral image in the 

IHS color space [18], [19]. 

C. Gram-Schmidt 

Gram-Schmidt (GS) transformation is a common 

method for having orthogonal basic vectors of a space. A 

matrix or an image can also be used as input in GS 

conversion. Assuming that the set S = {v1, v2,…, vn} are 

the vectors of the orthogonal base of the interior 

multiplication space V, each vector w  V can be shown 

as the linear combination of the base vectors S.  
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Now, if we assume that {u1, u2,…, un} is the desired 

base in the interior multiplication space of V, then using 

the Gram-Schmidt algorithm we can form the orthogonal 

base {v1, v2,…, vn}: 
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The Gram-Schmidt transformation method has been 

used successfully to integrate images with the aim of 

pan-sharpening. In this method, unlike IHS color space 

transformation, there is no limitation on the number of 

spectral bands that can be processed in pan-sharpening. 

Gram-Schmidt pan-sharpening method has the following 

steps: 

 Step1: Restore a panchromatic image with the low 

spatial resolution 

 Step 2: Applying the GS conversion on the low spatial 

resolution panchromatic image and multispectral 

imagery. Here, the low spatial resolution panchromatic 

image is the first band of GS. 

 Step 3: Replacing the main panchromatic image (high 

spatial resolution) with the first band of GS 

transformation. For this purpose, it is necessary to first 

match the mean and standard deviation of the high 
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spatial resolution panchromatic image with the first 

band of GS conversion. 

Pan-sharpening quantitative assessment analysis 

As pan-sharpening quantitative assessment methods 

are based on suitable metrics, and according to the 

nature of the designed metrics, these methods can be 

categorized into one of the following two groups [20]:  
 Reference-based quantitative assessment methods. In 

these methods, the information contained in the input 

images to the fusion algorithm is used as a reference 

for quality evaluation of the pan-sharpened image. As 

the main objective of performing pan-sharping is to 

increase the spatial resolution of a multispectral image 

by combining it with the spatial detail of a 

panchromatic image, for quantitative assessment of 

pan-sharpened image, it can be spectrally compared 

with the input multi-spectral image. Moreover, the 

spatial characteristic of the pan-sharpened image is 

also evaluated by the input panchromatic image. 

 Quantitative assessment methods those metrics are 

worked without the need for a reference image and 

only based on the information contained in the pan-

sharpened image. 
In this paper, the results of applying the PCA, IHS, and 

Gram-Schmidt transformation based pan-sharpening 

methods on the panchromatic and multi-spectral 

WorldView-2 and Landsat-8 images are evaluated 

quantitatively. For this purpose, quantitative evaluation 

methods based on spectral and spatial comparison of 

the pan-sharpened image with input images to the 

algorithm are utilized. Also, no-reference based 

quantitative assessment methods are used for 

evaluating only based on the information content of the 

pan-sharpened image. In the following sections, after 

introducing the data sets used in this research, first, each 

of the utilized quantitative evaluation metrics will be 

introduced and then, the quantitative assessment results 

of the pan-sharpened products will be presented and 

discussed.  

Data Sets 

For quantitative assessment of the transformation 

based pan-sharpening methods, panchromatic and 

multispectral images of WorldView-2 and Landsat-8 OLI 

sensor are utilized. The WorldView-2 satellite has a 

panchromatic image with half a meter spatial resolution. 

Moreover, the multispectral sensor of the WorlView-2 

has 8 spectral bands with 2.4 meters spatial resolution. 

Thus, the generated pan-sharpened image from 

WorldView-2 panchromatic and multispectral sensors 

has 8 spectral bands with half a meter spatial resolution. 

Landsat-8 OLI sensor has a panchromatic image with 

15 meters spatial resolution and a multispectral image 

with 7 spectral bands and 30 meters spatial resolution. 

The generated pan-sharpened image from the Landsat-8 

OLI sensor has 7 spectral bands with 15 meters spatial 

resolution. Detail characteristics of the WorldView-2 and 

Landsat-8 OLI data are depicted in Table 2.  
 

Table 2: The characteristics of WorlView-2 and Landsat-8 OLI 
dat 
 

 

 

 

 

 

 

 

 

 

 
 
 

The main reason for performing a quantitative 

assessment on the pan-sharpened images of these two 

types of satellite data is their differences in spatial 

resolution. The WorldView-2 pan-sharpened image has a 

high spatial resolution and Landsat-8 OLI pan-sharpened 

image has a medium-scale spatial resolution. Both of the 

utilized data are taken from the same urban area in San 

Francisco. The pan-sharpened WorldView-2 satellite 

image has 9270*10140 pixels with 0.5*0.5 square 

meters and the pan-sharpened Landsat-8 satellite image 

has 348*394 pixels with 15*15 square meters. 

Spectral Metrics 

As it is mentioned in previous sections, for spectral 

quantitative assessment of the pan-sharpened image, 

spectral metrics are described those use the input 

multispectral image as a reference. Per Pixel Deviation 

(PPD) is the utilized quantitative measure in this research 

for evaluating the spectral distortions in the pan-

sharpened image.  

PPD metric: This metric is used to calculate the amount 

of spectral deviations between each pixel of the pan-

sharpened image and the initial multispectral image to 

the fusion algorithm. Quantitative assessment based on 

the PPD metric includes the following steps (see Fig.1): 

 Step 1: Decreasing the spatial resolution of the pan-

sharpened image as equal to the spatial resolution of 

the input multispectral image. 

 Step 2: Pixel by pixel differencing between the original 

multispectral image and the pan-sharpened image with 

reduced spatial resolution. 

 Step 3: Determining the average differences for each 

pixel based on the gray values. 

The results of performing the PPD metric as spectral 

quantitative assessments on the pan-sharpened images 

of Landsat-8 OLI and WorldView-2 are depicted in Table 

3. According to the results, the PPD metric shows the 

Landsat-8 OLI WorldView-2 

No Band 
Wavelength 

(μm) 
Band 

Wavelengt

h (μm) 

1 Blue 0.45-0.52 Coastal 0.40-0.45 

2 Green 0.52-0.60 Blue 0.45-0.51 

3 Red 0.63-0.69 Green 0.51-0.58 

4 NIR 0.77-0.90 Yellow 0.59-0.63 

5 SWIR1 1.55-1.75 Red 0.63-0.69 

6 TIR 10.4-12.5 Red Edge 0.70-0.74 

7 SWIR2 2.09-2.35 NIR1 0.77-0.895 

8 PAN 0.52-1.90 NIR2 0.86-0.95 
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best spectral matches (the least spectral deviations) 

between the multispectral image and the pan-sharpened 

one that is generated by the Gram-Schmidt method. For 

PCA and IHS pan-sharpening methods, there are more 

spectral deviations in the generated pan-sharpened 

images. Since the first principal component in PCA 

transformation, in addition to spatial details, contains 

some spectral information, totally replacing it with a 

panchromatic image causes the loss of some spectral 

information in the resulting pan-sharpened product.   

Table 3: Spectral quantitative assessment of pan-sharpened 
images based on PPD 
 

Methods Landsat-8 OLI WorldView-2 

PCA 28.2921 0.0663 

IHS 15.1158 0.0766 

Gram-Schmidt 0.8971 0.0313 
 

This leads to spectral distortions and variations in the 

pan-sharpening results from the PCA transformation 

based fusion method. 

IHS method has the limitation of the number of spectral 

bands to process. This method applies only to the three 

spectral bands of the generated pan-sharpened images. 

Therefore, more spectral deviations may occur. 

Spatial Metrics 

To spatial quantitative assessments of the pan-

sharpened image, some metrics are described those use 

the input panchromatic image to the fusion algorithm, as 

reference. The high-pass filter and edge extraction 

metrics are utilized in this research for the spatially 

quantitative assessment of the pan-sharpened images 

from WorldView-2 and Landsat-8 OLI satellite sensors. 

High-pass filter metric: As we know, by applying a high-

pass filter to the image, its high frequencies can be 

extracted. Thus, in pan-sharpening algorithms, it is also 

possible to apply high-pass filters to the panchromatic 

and the resulting pan-sharpened images for spatially 

quantitative evaluation of the pan-sharpened algorithm. 

In this metric, first, a suitable high-pass filter is applied to 

the input panchromatic image and the generated pan-

sharpened image to obtain the high frequencies of these 

two images. Then, the correlation coefficient between 

the filtered panchromatic image and each of the filtered 

bands of the pan-sharpened image is calculated. The 

greater correlation between the high frequencies of the 

pan-sharpened image and the high frequencies of the 

input panchromatic image means that more spatial 

details of the panchromatic image have been transferred 

to the pan-sharpened one.  

 Edge extraction metric: Another spatially quantitative 

assessment method of pan-sharpening algorithms is 

those using edge extraction operators such as Canny for 

edge extraction from the pan-sharpened image and the 

panchromatic image entering to the fusion algorithm 

(Fig. 2).  

 The more similar the edge information extracted 

from the pan-sharpened image is to the edges of the 

input panchromatic image, the more successful the pan-

sharpening algorithm has been in transmitting the 

spatial detail of the input panchromatic image to the 

pan-sharpened one. 

As it is clear in Table 4, both of the edge extraction 

and high-pass filter metrics indicate the most spatial 

correlation between Gram-Schmidt pan-sharpened 

results and the input panchromatic image of Landsat-8 

and WorldView-2. 

No-reference Metrics 

In the group of quantitative assessment methods for 

evaluating the quality of pan-sharpening algorithms, 

techniques have also been presented that do not require 

the use of a reference image in their proposed metrics. 

In this group of techniques, only using the information 

extracted from the pan-sharpened image, the 

quantitative evaluation of the pan-sharpening algorithm 

can be performed. In the following sub-sections, 

standard deviation and entropy are described as the 

well-known no-reference quantitative analysis measures. 

Standard Deviation: This criterion performs the 

quantitative evaluation of the pan-sharpened image 

without needing reference images and only by obtaining 

the difference between the pan-sharpened image pixels’ 

 

Fig. 2: Edge extraction quantitative assessment process. 
 

 
Fig. 1: Per-Pixel Deviation (PPD) quantitative assessment 

process. 
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gray values and its average value. According to this 

evaluation method, the larger the standard deviation, 

the greater the deviations of the pan-sharpened pixels’ 

gray values from the average, and as a result, the 

distortion created in the result of the pan-sharpening 

algorithm is greater. As another description of this 

criterion, it can be stated that the standard deviation 

reflects the contrast of the information in the pan-

sharpened image. 
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In (3), n is the number of spectral bands and μ is the pan-

sharpened image average value. 

 

 

 

 

 

 

 

 

 

 

 

Entropy: The entropy criterion is used to evaluate the 

information contained in the pan-sharpened image. The 

greater the information contents in the image, the 

greater the numerical entropy value. Entropy is sensitive 

to the noise of the image. In (4), hIf is the probabilities of 

the pixels’ gray values of the pan-sharpened image If. 
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 The results of entropy and standard deviation 

quantitative evaluation metrics on the pan-sharpened 

images are depicted in Table 5 for both Landsat-8 and 

WorldView-2 satellite images. As it is obvious from no-

reference based quantitative evaluation results of 

Landsat-8 OLI pan-sharpened products, Gram-Schmidt 

and PCA have fewer amounts of standard deviations, 

respectively. In WorldView-2 pan-sharpened products 

also Gram-Schmidt and PCA have the most entropy and 

the fewer amounts of standard deviations, respectively. 

Discussion and Conclusion 
In this paper, the pan-sharpened products obtained 

from PCA, IHS, and Gram-Schmidt transformation based 

methods are evaluated concerning the five specific 

spectral, spatial, and content-based measures. In 

addition to comparing the efficiencies of three different 

pan-sharpening methods, this study used satellite 

images with medium and high spatial resolutions those 

are taken from the same area to determine the impact 

of increasing the spatial resolution on the quantitative 

assessment results of pan-sharpened products. 

 

 

 

 

 

 

 

 

 

In the spectral analysis, Gram-Schmidt has the least 

spectral deviations in both WorldView-2 and Landsat-8 

OLI satellite images. The limitation on the number of 

spectral bands that can be processed in IHS pan-

sharpening algorithm (only three spectral bands) is the 

main reason for more spectral deviations in IHS based 

pan-sharpened products. Moreover, replacing the first 

component of the multispectral image in the PCA 

transformation space with the panchromatic image 

causes the loss of spectral information of this 

component. Therefore, the PCA pan-sharpened products 

have some more spectral deviations than Gram- Schmidt 

and IHS results (Fig. 3). 

 
Fig. 3: Spectral quantitative assessment comparison based on 

PPD measure. 
 

On the other hand, these results confirm the fact that 
differences in spatial resolution can’t affect the Gram-
Schmidt pan-sharpening results. However, as it is 
depicted in Fig. 3, the spectral deviations in the pan-
sharpened products of WorldView-2 are less than 
Landsat-8 pan-sharpened images. The spectral 
deviations have been reduced for about 0.8658 in Gram-
Schmidt, 15.0392 in IHS, and 28.2258 for PCA pan-
sharpened products by increasing the spatial resolution 
of the data from 15 meters to half a meter. Therefore, 
increasing the spatial resolution can decrease the 
amounts of spectral deviations in the pan-sharpened 
images. Spatial analysis of the quantitative assessment 
results indicates that the most spatial correlations 
between pan-sharpening products and panchromatic 
image belong to the Gram-Schmidt pan-sharpening 
algorithm and PCA and HIS algorithms are in the next 
grades. According to the spatial analysis results, 
increasing the spatial resolution of the WorldView-2 pan-
sharpened products regarding the Landsat-8 led to 
increase edge extraction quantitative evaluation results 
for about 24.16% for PCA, 4.69% for IHS and 12.48% for 
Gram-Schmidt pan-sharpening algorithms. Moreover, 

Table 4: Spatial quantitative assessment of pan-sharpened 
images 
 

Methods 

Landsat-8 OLI WorldView-2 

Edge 

Extractio

n (%) 

High-Pass 

Filter 

(%) 

Edge 

Extraction 

(%) 

High-Pass 

Filter 

(%)  

PCA 74.02 29.386 98.18 92.82 

IHS 84.89 73.02 89.58 92.89 

Gram-

Schmidt 
86.86 96.72 99.34 92.90 

 

Table 5: No-reference quantitative assessment of pan-
sharpened images 
 

Methods 
Landsat-8 OLI WorldView-2 

Entropy 
Standard 
Deviation 

Entropy 
Standard 
Deviation 

PCA 4.9996 61.0933  7.3725 53.8688 
IHS 6.8784 66.6764 6.6915 62.3462 

Gram-Schmidt 5.1032 56.8920 7.3749 51.2074 
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high-pass filter quantitative assessment results also 
confirm the advantage of performing pan-sharpening 
algorithms on the high spatial resolution images. 
According to the results, most changes in the high-pass 
filter measure occurred on the PCA pan-sharpening 
method with 63.43% and then, for the IHS method with 
19.96% (Fig. 4). 

 
 

Content based quantitative assessment measures 

don’t show a significant difference between the 

efficiencies of Gram-Schmidt, PCA and IHS pan-

sharpening algorithms. However,  as it is shown in Fig. 5 

(a), the amount of entropy is increased with a higher 

spatial resolution of WordView-2 in PCA (for about 

2.3729) and Gram-Schmidt (for about 2.2717) pan-

sharpening method.  

Increasing the spatial resolution almost doesn’t have 

any impact on the IHS pan-sharpening results. Moreover, 

standard deviations of the PCA, IHS, and Gram-Schmidt 

pan-sharpened products of WorldView-2 reduced for 

about 7.2245, 4.3302, and 5.6846, respectively. As a 

general conclusion, it can be said that Gram-Schmidt 

pan-sharpening method has the best performance in 

both medium-scale and high-resolution data sets based 

on the spectral, spatial, and content quantitative 

evaluation results.  

The IHS pan-sharpening method has better 

performance than the PCA method in Landsat-8 OLI 

data. But, by increasing the spatial resolution of the 

data, PCA generates pan-sharpened products with better 

spectral, spatial, and content based quantitative 

evaluation results. Therefore, it can be concluded that 

for medium-scale remote sensing data pan-sharpening, 

the IHS method can be a good choice. But, for high 

spatial resolution data such as WorldView-2, the PCA has 

better pan-sharpening results than the IHS. 

 
Since, the main objectives of this paper were 

investigating the efficiencies of transformation based 

pan-sharpening algorithms based on spectral, spatial and 

content quantitative assessment metrics, future 

researches can be conducted in utilizing wavelet 

algorithm as another transformation based pan-

sharpening method. Moreover, applying the capabilities 

of the Spectral Angle Mapper (SAM) for spectral 

deviation analysis and Cross Entropy for spatial 

correlation measurement of the pan-sharpening 

products should be investigated. Confirming the 

obtained results in this paper about the well-known pan-

sharpening algorithms can eliminate the labor intensive 

activities for selecting the optimum pan-sharpening 

algorithm in each image processing or pattern 

recognition application. 
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on a) Edge extraction metric, b) High-pass filter metric. 
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Fig. 5: Quantitative assessment comparison based on a) 
Entropy, b) Standard deviation 
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IHS Intensity-Hue-Saturation 

PCA Principal Component Analysis 

GS Gram-Schmidt 

PPD Per Pixel Deviation 
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 Background and Objectives: Cloud Computing has brought a new 
dimension to the IT world. The technology of cloud computing allows 
employing a large number of Virtual Machines to run intensive applications. 
Each failure in running applications fails system operations. To solve the 
problem, it is required to restart the systems.  
Methods: In this paper, to predict and avoid failure in HPC systems, a 
method of fault tolerance to High-Performance Computing systems (HPC) in 
the cloud is called Daemon-COA-MMT (DCM), has been proposed. In the 
proposed method, the Daemon Fault Tolerance technique has been 
enhanced, and COA-MMT has been utilized for load balancing. The method 
consists of four modules, which are used to determine the host state. 
When the system is in the alarm state, the current host may face failure. 
Then the most optimal host for migration is selected, and process-level 
migration is performed. The method causes decreased migration 
overheads, decreased system performance speed, optimal use of 
underutilized hosts instead of leasing new hosts, appropriate load 
balancing, equal use of hardware resources by all hosts, focusing on QoS 
and SLA, and the significant decrease of energy consumption.  
Results: The simulation results revealed that in terms of parameters, the 
proposed method declines average job makespan, average response time, 
and average task execution cost by 18.06%, 35.68%, and 24.6%, 
respectively. The proposed fault tolerance algorithm has improved energy 
consumption by 30% and decreased the HPC systems' failure rate. 
Conclusion: In this study, the Daemon Fault Tolerance technique has been 
enhanced, and COA-MMT has been utilized for load balancing in high 
performance computing in the cloud computing. 
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Introduction 
Cloud computing is the greatest revolution in the 

computing world, so that significant organizations and 

companies have changed their traditional data 

processing systems to cloud service to store a large 

amount of data [1]. Cloud computing advantages are 

running computation-intensive applications, decreased 

time of applying the hardware, and cost [2]. It reduces 

the time of applying the hardware and cost. There are 

two critical roles in cloud computing: cloud service 

providers and users [3]. The providers such as Amazon 

and Bare Metal Cloud offer Virtual Machines (VMs), the 

hardware, etc. to their clients in return for the 

subscription. Based on the services provided by them, 

clouds are divided into four categories: Infrastructure as

http://jecei.sru.ac.ir/
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a Service (IaaS), Software as a Service (SaaS), Platform as 

a Service (PaaS), and Hardware as a Service (HaaS) [4, 5]. 

HaaS focuses on the hardware.  

The service can be leased for research, massive 

information, and configuration of HPC systems [4]. HPC 

is a branch of software science that causes great 

scientific and computing jobs so rapidly and less costly 

by integrating the computing power of many small and 

medium computers [6]. HPC systems can process a large 

volume of data and analyze the results so rapidly. Using 

HaaS, running conventional computation-intensive 

applications on HPC systems in the cloud will be possible 

[7]. Despite different advantages such as fastness, 

resource provisioning, cost reduction, multitenant 

services, etc., cloud computing faces various challenges, 

including load balancing, security, reliability, possession, 

green technology, backing up data, and transferring data 

[8]. Some of the most critical cloud computing 

challenges are reliability and resource availability, 

especially at the HaaS level [9].  

A system will be called fault tolerance if it fulfills its 

determined duties properly, even in the presence of 

software and hardware failures [10]. In fault-tolerance 

systems, the system's restarting is refrained to decrease 

operational costs and energy consumption [11]. The 

importance of fault tolerance is to develop the 

availability of resources, reliability of cloud services, and 

running applications. To minimize the effects of a failure 

on the system and provide accurate and successful 

running of applications, failures should be predicted and 

managed [12]. If fault tolerance is not provided, the 

system will incur irreparable damage [13]. Therefore, 

fault tolerance is an essential feature of cloud computing 

systems, especially HPC systems, since it results in 

shorter running times in the presence of failure. Also, 

load balancing is one of the main challenges of cloud 

computing, which divides workload evenly between 

hosts to satisfy users and increase the rate of resource 

consumption [14]. Load balancing aims to minimize 

energy consumption and reduce carbon dioxide 

emissions in cloud computing [15]. Decreased energy 

consumption in cloud computing systems leads to less 

carbon dioxide in cloud infrastructures, which causes 

less warming and pollution of the environment. Less 

energy consumption and carbon dioxide emission are 

essential criteria for energy-efficient load balancing in 

cloud computing, which causes green computing [16]. To 

provide energy-efficient fault tolerance, increase Quality 

of Service (QoS), cause effective use of resources, lessen 

violation of Service Level Agreement (SLA), reduce 

response time, and accurately examine the system's 

state. Then the failure is predicted and refrained through 

effective use of resources. This method causes energy-

efficient fault tolerance and proper load balancing 

among hosts.  

In the proposed method, the Daemon Fault Tolerance 

technique has been enhanced, and COA-MMT has been 

utilized for load balancing. The proposed method 

consists of four modules: node monitoring with Lm 

sensors module, rule-based predictor module, migration 

policy module based on COA-MMT, and controller 

module of DCM. The method causes decreased 

migration overheads, decreased system performance 

speed, optimal use of underutilized hosts instead of 

leasing new hosts, appropriate load balancing, equal use 

of hardware resources by all hosts, focusing on QoS and 

SLA, and a significant decrease of energy consumption. 

The paper is organized as follows: Next Section 

includes related work in fault tolerance and load 

balancing.  In Next Section, the proposed method, DCM, 

and its modules for fault tolerance in HPC systems are 

discussed in detail. Next Section consists of the 

simulation and evaluation of the method. Finally, Section 

presents the conclusions. 

Related Work 
This part investigates specific algorithms in load 

balancing and fault tolerance in cloud computing and 

individually represent their advantages and 

disadvantages. 

Pan et al. [17] represented Particle Swarm 

Optimization (PSO) algorithm, an evolutionary 

computing method, originated from particles' social and 

natural behavior. Particles possess state and speed and 

move in a multidimensional search space. Each particle 

determines its speed based on its own best state and the 

state of the best particle in the society, which reduces 

response time [18-19]. 

Huang et al. [20] suggested the Genetic Algorithm. In 

this algorithm, the gene cost is first calculated through 

the current scheduling solution's ratio to the best 

scheduling solution. Then based on the gene cost, a 

scheduling strategy is decided. Finally, the least costly 

solution, which is similar to the final scheduling solution, 

is selected. The standard genetic algorithm guarantees 

the load balancing of the system more effectively 

compared with other methods. The rate of loading 

fluctuation of VMs plays an essential role in load 

balancing. 

Abdullah et al. [21] suggested that Bat Algorithm 

provides load balancing. In this method, first, each bat 

receives a primary value. The speed and location of each 

bat are randomly determined in a d-dimensional space. 

Each bat's fitness function is calculated, and the best 

state for the bat is determined based on the least value 

of the function. This method provides optimal utilization 

of all resources and is more efficient. Its convergence 

speed is superior to that of PSO. However, an increased 

number of requests causes a longer response time. Also, 
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users wait a long time to receive service. The result will 

be decreased QoS and users' satisfaction and increased 

violation of SLA and system costs. 

Ghafari et al. [22] represented the Artificial Bee 

colony Algorithm-Minimal Migration Time (Bee-MMT) to 

provide load balancing. In this method, first, the over-

utilized host is determined. Then, one or more VMs are 

determined to migrate to underutilized hosts. Then VMs 

migrate from over-utilized hosts to new hosts. On 

migrating, the previous host switches to sleep mode. In 

this algorithm, the violation of SLA is used as an essential 

metric to satisfy QoS. The method provides better 

response time than conventional methods and reduces 

energy consumption in cloud computing infrastructure. 

Also, BEE-MMT causes decreased carbon dioxide and the 

appropriate efficiency of the resources of the system. 

In [23], Daemon's fault tolerance is proposed. This 

algorithm is based on the methods of predicting failures. 

This algorithm has four modules with specific duties such 

as node monitoring module with Linux monitoring 

sensors, rule-based fault predictor module, migration 

policy module, and controller module. The first module 

is the node monitoring module Lm sensors. The 

monitoring node is an open-source using Lm sensors to 

monitor the accuracy of the computer's tasks. Modern 

CPUs are made of sensors used for monitoring CPU 

temperature, fan speed, memories, number of user's 

requests, and other parameters. Rule-based prediction is 

the second stage. At this stage, the failure is predicted 

based on the history of failures and the system's 

maximum workload. The predictor module inputs consist 

of four parameters, to which specific weight values are 

assigned to calculate the state of the operating system. 

In the third stage, the migration policy is implemented. 

The purpose of the policy is to execute computation-

intensive entirely with minimum energy consumption. At 

the fourth stage, the controller module is implemented. 

As failure is predicted, FTDaemon calls for the module. 

Occurring failure requires the system to lease an 

additional node. On migrating from an unhealthy node 

to a newly leased node, the unhealthy node is 

abandoned. When the host is not operating at a critical 

state, there is no need to keep an additional node so 

that additional nodes' cost and energy are nearly zero. In 

FTDaemon, when a host is predicted to fail, the system 

manager will lease a new host from the service provider. 

This is a main weakness of the method since other hosts, 

which may be underutilized, will not be considered by 

the manager, so load balancing is not established. 

In [24], reactive fault tolerance is suggested. In this 

method, while HPC systems are running, they send their 

results to checkpoints. In case of any failure, the system 

restarts from the point before the failure. In this 

method, due to increased system components, the 

system may not be able to restart repeatedly. The 

technique leads to decreased energy consumption. Also, 

the method does not suit the systems needing overuse 

of VMs or clusters because failures lead to a significant 

decrease in availability. 

In [25], Power-Check fault tolerance has been 

suggested, which increases the monitoring level in HPC 

systems using specific intelligent data. The method 

causes decreased CPU use, lower system performance, 

and optimized energy consumption. 

Yakhchi et al. [26] suggested Cuckoo Optimization 

Algorithm-Minimum Migration Time (COA-MMT) 

algorithm to provide load balancing. This algorithm is 

based on the life of cuckoos. COA-MMT has three steps 

for load balancing and power consumption 

management: At the first stage, an over-utilized host is 

detected. To do this, some hosts are selected randomly 

and clustered. Using profit function and according to 

equation (1), the profit value of habitat or cluster is 

determined. Applying equation (2), for each host, the 

eggs are laid in a specific range called Egg Laying Radius 

(ELR) [16]. The host with the most CPU utilization is 

selected as the overused host. 

𝑝𝑟𝑜𝑓𝑖𝑡 = 𝑓𝑝(ℎ𝑎𝑏𝑖𝑡𝑎𝑡) = 𝑓𝑝(𝑥1. 𝑥2. … . 𝑥𝑁𝑣𝑎𝑟)    (1) 

In equation (1), 𝑓𝑝 denotes the profit function. 

𝐸𝐿𝑅 = 𝛼 ∗ 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑐𝑢𝑐𝑘𝑜𝑜𝑠 𝑒𝑔𝑔𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑔𝑔𝑠
∗ (𝑣𝑎𝑟ℎ𝑖 − 𝑣𝑎𝑟𝑙𝑜𝑤) 

        (2) 

In equation (2), 𝛼 is an integer, supposed to handle 

the maximum value of ELR. 𝑣𝑎𝑟ℎ𝑖  and 𝑣𝑎𝑟𝑙𝑜𝑤  stand for 

upper bound and lower bound, respectively, which are 

used for defining ELR. At the second stage, an under-

loaded host is detected. The host experiencing the 

minimum CPU utilization is selected as the host with the 

least loading value. At the third stage, selection policy is 

implemented, and one or more VMs are selected to 

migrate to the host with minimum CPU utilization. 

Minimal Migration Policy Time (MMT) selects the VMs 

needing less time to migrate to other hosts. Migration 

time is calculated by equation (3). 

𝑣 ∈ 𝑉𝑗  | ∀ 𝑎 ∈ 𝑉𝑗, 
𝑅𝐴𝑀𝑢(𝑣)

𝑁𝐸𝑇𝑗
≤

𝑅𝐴𝑀𝑢(𝑎)

𝑁𝐸𝑇𝑗
                               (3) 

In equation (3) 𝑉𝑗  is a set of VMs currently allocated 

to host j. 𝑁𝐸𝑇𝑗  denotes the spare network bandwidth 

available for the host j; and 𝑅𝐴𝑀𝑢(𝑎) is the amount of 

RAM currently utilized by the VM 𝑎. This method 

decreased the violation of SLA compared with Bee-MMT. 

Using this method leads to increased QoS and 

satisfaction of users.  

Tamilvizhi and Parvathavarthini in [27] proposed a 

concept of fault management with the emphasis on the
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hardware and network faults handling. This proposed 

work introduces an innovative perspective on adopting 

a fault-tolerant mechanism to avoid network congestion 

and health monitoring for fault detection with migration 

techniques to handle faults adaptively. This work's 

primary goal is to develop an effective cloud 

architecture that could tolerate fault occurrences 

beforehand or after hand and then suggest appropriate 

solutions to maintain data traffic and the system's 

availability, thus making it more reliable and flexible. 

Neelima and Reddy in [28] proposed a load balancing 

task scheduling algorithm in the cloud using the 

Adaptive Dragonfly algorithm (ADA), which provides 

minimum time and cost while balancing the load. In this 

method, to attain better performance, a multi-objective 

function is developed based on three parameters: 

completion time, processing costs, and load. Based on 

the multi-objective function, we assign a task to VM. 

The proposed methodology's main objective is to assign 

the task to VM using ADA, which minimizes the total 

execution time and cost while balancing the load. 

Durga Devi et al. [29] proposed a dynamic load 

balancing in a heterogeneous environment by Modified 

Adaptive Neuro-Fuzzy Inference System (MANFIS). 

Parameters of MANFIS are optimized by introducing 

Fire-fly Algorithm. In this method, the adopted Modified 

Adaptive Neuro-Fuzzy Inference System (MANFIS) for 

VM load balancing is based on the CPU utilization and 

turnaround time. Also adopted Enhanced Elliptic Curve 

Cryptography to provide security between cloud users 

and cloud servers. There are two key implication of 

proposed methodology. First, is to optimize load 

balancing based on CPU utilization and Turnaround 

time. Second, is to provide data security using Enhanced 

Elliptic Curve Cryptography. 

Kong et al. [30] proposed a fast heuristic algorithm 

based on the zero imbalance approach as a new 

concept in the heterogeneous environment. This 

approach focuses on minimizing the completion time 

difference among heterogeneous VMs without priority 

methods and complex scheduling decision to the 

particular cloud configuration. This mechanism consists 

of combining load balancing and task allocation. To 

achieve this mechanism, this algorithm collects each 

task's size, the processing speed of each VM, the 

bandwidth of each VM, the number of VMs and tasks, 

as information to implement load balancing and task 

allocation in the balancing phase. Moreover, the 

assignment of tasks is performed on any VMs under the 

control of modified optimal completion time. The 

proposed algorithm identifies the suitable VMs for the 

appropriate unassigned tasks based on earliest finish 

time in the task allocation phase. Table 1 shows a 

comparison between the mentioned algorithms. 

Proposed Method 

As shown in the related work section, FTDaemon is 

not perfect, which results in increasing migration 

overheads, increasing system cost, increasing energy 

consumption, decreasing system performance speed, 

ignoring underutilized hosts, inappropriate load 

balancing, unequal use of hardware resources by some 

hosts, ignoring QoS, and violating SLA. An energy-

efficient fault tolerance approach has been suggested to 

predict and avoid failure occurrence in HPC systems. 

The proposed algorithm is called Daemon-COA-MMT 

(DCM). The method causes decreased migration 

overheads, decreased system performance speed, 

optimal use of underutilized hosts instead of leasing 

new hosts, appropriate load balancing, equal use of 

hardware resources by all hosts, focusing on QoS and 

SLA, and a significant decrease of energy consumption. 

Our method employs four modules. To predict and 

prevent failures, the proposed method utilizes these 

parameters:  CPU temperature, CPU utilization, number 

of users' requests, voltage, and fan speed parameters. 

The architecture of the method consisted of some 

modules, is illustrated in Fig. 1. 

 

 
 
 

Fig. 1: The architecture of the proposed method. 
 

The proposed method consists of four modules: 

 Node monitoring with Lm sensors module 

 Rule-based predictor module 

 Migration policy module based on COA-MMT 

 Controller module of DCM 

The modules are described as follows: 

A.  Host Monitoring Modules in Proposed Method 

In the proposed method, Lm sensors are used since 

most HPC systems run Linux, and Lm sensors utilize the 

Linux operating system. Lm sensors cause the 

development of the DCM method, which could easily be 

deployed on HPC systems in clouds. HPC systems, 

possessing more than 100000 CPUs, impose massive 

overhead on the networks and HPC systems. Therefore, 
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the method should check the parameters periodically to 

reduce monitoring overhead.  

The information collected at intervals of 600 

seconds, which are changeable, is sent to the host. 

Whenever the monitoring parameters inside the Lm 

sensors exceed the maximum value, the alarm will be 

triggered, which indicates that the failure is likely to 

occur.  

B.  Rule-Based Prediction Modules in Proposed Method 

DCM Fault Tolerance is executed on each node in the 

user's space, and the failure is predicted based on the 

history of failure, maximum operating values, and 

information obtained from the system.  

When the monitoring node with Lm sensors indicates 

a failure, the rule-based predictor module runs. The 

rule-based predictor module inputs are five parameters: 

temperature T, voltage V, fan speed F, CPU utilization C, 

and several user's requests R from the host.  

The reason for using number of user's requests is 

that the second module investigates hardware 

resources and the cause of creating workload for the 

host's hardware resources. To calculate the respective 

host's actual state, specific fixed weight values are 

assigned to the host. The values are 1, 1.5, 2, 2.5, and 3 

for the very good, good, normal, alarm, and critical 

areas, respectively (Table 2). 

 

 
Ref Approach  Advantage Disadvantage 

[17] An improved particle algorithm to achieve 

resource load balancing optimization in the 

cloud environment 

Improve Resource utilization, 

Good Performance 

It is valid for equal-sized 

population 

[20] a Genetic Algorithm based resource 

management algorithm for allocating cloud-

based virtual machines on physical machines 

Obtained an optimized 

distribution strategy 

High computational overhead 

[21] The comparison of load balancing 

techniques and BAT algorithm techniques 

are described 

provides optimal utilization of all 

resources 

Increased number of requests 

causes a longer response time 

[22] An algorithm to detect over utilized hosts 

and then migrate VMs based on artificial bee 

colony algorithm (ABC) 

Greater power consumption 

saving, Decreasing the CO2 

emission and operational cost  

High complexity for selecting best 

overloaded host, No prediction for 

future workload of hosts 

[23] Energy efficient fault tolerance for HPC in 

the cloud that develop a generic FT 

algorithm for HPC systems in the cloud. 

Reduced the energy consumption 

of computation-intensive 

applications 

Low accuracy of failure prediction 

mechanism that is unsuitable for 

HPC workload. 

[24] Fault Tolerance (FT) approach to HPC 

systems in the cloud to reduce the wall clock 

execution time in the presence of faults 

Improved the execution time, 

reduce energy consumption 

Does not suit the systems needing 

overuse of VMs or clusters 

[25] A power-aware check pointing framework  

Power-Check to address the problem of 

marginal energy benefits  

Reduction in the amount of 

energy consumed, improving the 

check pointing performance 

Job partitioning however not 

considered in this approach. 

[26] An approach based on Cuckoo Optimization 

Algorithm (COA) to detect over-utilized 

hosts. 

Reduced the power consumption May be cause SLA violation 

[27] Adopting a fault tolerant mechanism to 

avoid network congestion and health 

monitoring for fault detection with 

migration technique 

Reduced energy consumption and 

cost overhead 

This method no worries about how 

to cover the error 

[28] A load balancing task scheduling algorithm 

in cloud using Adaptive Dragonfly algorithm 

(ADA) 

Well-balanced load across virtual 

machines 

High computational overhead 

[29] Dynamic load balancing in a heterogeneous 

environment is handled by Modified 

Adaptive Neuro Fuzzy Inference System 

(MANFIS) 

Improving the turnaround time 

and maximizing the CPU 

utilization  

High communication  overhead 

[30] A fast heuristic algorithm based on the zero 

imbalance approach, as a new concept in 

the heterogeneous environment 

strikes the balance between the 

requirements of cloud users and 

providers 

Ignoring power consumption in the 

data center and live VM migration. 

Table 1: Comparison and summary of previous methods  
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As shown in Table 2, the host is at an excellent state 

when parameters are as follows: temperature 0-15, 

voltage 0.85-0.94, fan speed 0-500, CPU utilization 0-16, 

and the number of requests 0-50. The weight of each 

parameter is 1. The rule-based predictor module is 

shown in Fig. 2.  

As shown in Fig. 2, the main parameters 

(𝑇𝑖 , 𝐹𝑖, 𝑉𝑖 , 𝐶𝑖 , 𝑅𝑖) are inserted into a calculating module 

and 𝑎𝑐  values are obtained from equation (5). The result 

is compared with the threshold, and the output of the 

rule-based predictor module is obtained. The threshold 

is calculated based on system log, constructive 

information, current sensor values, and CPU utilization 

values. 

 
 
 

 

 

 

 

 

                     
 

 

 

In (4), 𝐾𝑐  constant is employed to improve the 

accuracy of prediction. As 𝐾𝑐  is negligible, we set 𝐾𝑐 =

0. On calculating 𝑎𝑐  based on determining ranges in (5), 

the host state is determined based on ac at the current 

state. 

𝑎𝑐 = ∏ 𝑇𝑖 ∗  𝐹𝑖 ∗ 𝑉𝑖 ∗ 𝐶𝑖 ∗ 𝑅𝑖 + 𝐾𝑐  
𝑛
𝑖=1                        (4) 

As shown in (6), five states can be assigned to each 

host. The categorization is based on these five 

parameters: temperature (T), voltage (V), fan speed (F), 

CPU utilization (C), and the number of user's requests 

(R) from the host. These five areas are used to improve  

 

 

 

 

 

 

 

 

 

 

 

 
 

 

the accuracy of prediction and detect suspicious hosts 

immediately. The method of determining the state of 

hosts is shown in Table 3. 

 

𝑎𝑐 =

{
 
 

 
 
𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑆𝑡𝑎𝑡𝑒         117.18 ≤ |𝑎𝑐| ≤ 243   

𝐴𝑙𝑎𝑟𝑚 𝑆𝑡𝑎𝑡𝑒                    40 ≤ |𝑎𝑐| ≤ 97.66

𝑁𝑜𝑟𝑚𝑎𝑙 𝑆𝑡𝑎𝑡𝑒            10.12 ≤ |𝑎𝑐| ≤ 32        

𝐺𝑜𝑜𝑑 𝑆𝑡𝑎𝑡𝑒                      1.5 ≤ |𝑎𝑐| ≤ 7.59    

𝑉𝑒𝑟𝑦 𝐺𝑜𝑜𝑑 𝑆𝑡𝑎𝑡𝑒                       |𝑎𝑐| = 1          

(5) 

 

C.  Migration Policy Based on Proposed Method 

When an alarm is triggered, the migration policy is 

activated.  

It is not needed to lease a new host to eliminate the 

alarm state since the third module examines all hosts to 

find underutilized hosts.  

The purpose of the method's migration policy is to 

complete computation-intensive computation with 

minimum energy consumption.  In the DCM algorithm, 

when a failure is predicted, COA-MMT load balancing is 

executed.  

On investigating the load balancing area, we chose 

the COA-MMT load balancing algorithm for the third 

module due to its rapid and exact detection of optimal 

point, providing appropriate load balancing and SLA, 

increasing QoS, and containing MMT policy. COA-MMT 

technique is executed in three steps to provide load 

balancing in the system.  

In the third module of the proposed method, the 

COA-MMT load-balancing algorithm is implemented in 

two steps to establish load balancing and manage 

power utilization. According to the method, the host 

monitoring and rule-based predictor modules are 

determined based on the over-utilized host's hardware 

parameters. Hence, the COA-MMT load balancing 

algorithm does not need to search for the over-utilized 

host, which causes overheads and increased energy 

consumption. Migration policy based on COA-MMT 

optimization includes two steps: detecting the under 

loaded host and selection policy. 

 

CPU 
Utilization 

Number of Users' 
Requests from 

Host 
Fan Speed Voltage Temperature 

Weight of 
Parameter 

0-16 0-50 0-500 0.94-0.85 0-15 1 

16-32 50-100 500-1000 0.94-1.03 15-30 1.5 

32-48 100-150 1000-1500 1.03-1.12 30-45 2 

48-64 150-200 1500-2000 1.12-1.21 45-60 2.5 

64-80 200-250 2000-2500 1.21-1. 30 60-75 3 

Table 2: Weight of parameters based on measured  

values 

𝑉𝑖
i 

𝐹𝑖  

𝑅𝑖
i 

Threshold 

𝑎𝑐  Cmp Output 

𝐶𝑖
i 
𝑇𝑖

i 

Computation 

Fig. 2: Rule based predictor module. 
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State aC  Amounts Threshold 

Critical 

 

3*2.5*2.5*2.5*2.5 

=117.18 

3*3*2.5*2.5*2.5 

=140.62 

3*3*3*2.5*2.5 

=168.75 

3*3*3*3*2.5 

=202.50 

3*3*3*3*3 

=243 

 

117.18 

Alarm 
2*2*2*2*2.5 

=40 

2*2*2*2.5*2.5 

=50 

2*2*2.5*2.5*2.5 

=62.50 

2*2.5*2.5*2.5*2.
5 = 78.12 

2.5*2.5*2.5*2.5*
2.5 = 97.66 

40 

Normal 
1.5*1.5*1.5*1.5*2 

=10.12 

1.5*1.5*1.5*2*2 

=13.50 

1.5*1.5*2*2*2 

=18 

1.5*2*2*2*2 

=24 

2*2*2*2*2 

=32 
10.12 

Good 
1*1*1*1*1.5 

=1.5 

1*1*1*1.5*1.5 

=2.25 

1*1*1.5*1.5*1.5 

=3.37 

1*1.5*1.5*1.5*1.
5 = 5.06 

1.5*1.5*1.5*1.5*
1.5       = 7.59 

1.5 

Very 
Good 

1*1*1*1*1 

=1 

 

_ 

 

_ 

 

_ 

 

_ 

 

1 

Table 3: Calculating ac based on the parameters of the proposed method 
 

Fig. 3: Process level migration from the host, in warning state to the proper host. 
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D.  Controller Module in Proposed Method 

The controller module is responsible for the 

implementation of three introductory modules. It is 

installed on all nodes. On predicting a failure, the 

controller module is called for, and the following steps 

are taken: 

 Several VMs installed on a host, which is in the 

alarm state, request some information about their 

current host from the information center.  

 The ID of programs running on the unhealthy VMs 

installed on the current host is obtained through 

the information center. 

 An appropriate host, determined by COA-MMT, is 

selected 

 The process level migration from a host in an alarm 

state to a host in the proper state is performed. 

 The details of the running VMs on a proper host is 

published to the head host. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
In Fig. 3, the process level migration from a host, 

which is in an alarm state to a proper host, is shown. 

Once the method detects a host, which is in an alarm 

state, the host is selected based on COA-MMT, and the 

controller module performs process level migration to a 

proper host. 

The flowchart of the proposed method is illustrated 

in Fig. 4. First, the state of the host is examined by Lm 

sensors. Second, five main parameters are selected, and 

𝑎𝑐  is calculated through equation (5). The result is 

compared with the warning threshold. If 𝑎𝑐  is lower 

than the warning threshold, the host state will be 

proper, and other steps are redundant. Otherwise, 

using the COA-MMT algorithm, the proper host is 

selected. The tasks are selected on the host, which is at 

the alarm state. Finally, process level migration is 

performed. Algorithm 1 shows the pseudo-code for 

proposed method. 

 
 

Start 

Investigating host state 

using Lm-sensors 

𝑎𝑐 =ෑ𝑇𝑖 ∗  𝐹𝑖 ∗ 𝑉𝑖 ∗ 𝐶𝑖 ∗ 𝑅𝑖 + 𝐾𝑐 

𝑛

𝑖=1

 

 𝑎𝑐 ≤ 𝑊𝑎𝑟𝑛𝑖𝑛𝑔 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

Recognizing optimal host through COA-MMT 

algorithm based on the main parameters  

Selecting tasks to migrate at the level of process 

Calling for controller module and migrating 

Yes 
No 

End 

Fig. 4: Flowchart of the proposed method. 
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Simulation and Result 

Using Cloudsim 3.0, the proposed method, DCM, has 

been simulated. The proposed method's efficiency has 

been evaluated in scenarios A, B, and C compared with 

Power-Check [15] and Tamilvizhi et al. method [27]. In 

scenario A, five users with five brokers, and two data 

centers have been created. The first data center contains 

three hosts, while the second data center contains two 

hosts. Ten VMs are also created using the Time-Shared 

policy, each with 512 MB and one CPU managed by Xen, 

as Virtual Machine Manager (VMM), on Linux operating 

system. The host's memory is 2048 MB, with a storage 

capacity of 1,000,000 MB and a bandwidth of 10,000 

Mb/sec. The number of submitted tasks (cloudlets) 

ranges between 10 and 100, each with 600 MB files. 

In scenario B, we set 10 cloud users with ten brokers 

and five data centers. Each data center contains three 

hosts, making a total of 15 hosts. A total of 25 VMs are 

also created using the Time-Shared policy, each with 512

 BM and one CPU managed by Xen, as VMM, on Linux 

operating system. 

The host memory is 2048 MB, with a storage capacity 

of 1,000,000 MB and a bandwidth of 10,000 Mb/sec. 

Moreover, the number of submitted tasks ranges 

between 50 and 500, each with 1000 MB files.   

In scenario C, fifteen cloud users with fifteen brokers 

and eight data centers have been created. Each data 

center contains three hosts, making a total of 24 hosts. 

30 VMs are also created using the Time-Shared policy, 

each with 512 BM and one CPU managed by Xen, as 

VMM, on Linux operating system. The host's memory is 

2048 MB, with a storage capacity of 1,000,000 MB and a 

bandwidth of 10,000 Mb/sec. Also, the number of 

submitted tasks ranges between 500 and 1000, each 

with a file size of 1400 MB. To improve accuracy, 

simulation is performed ten times in a row.  

Table 4 illustrates the conditions and parameters 

of the simulation. 
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The average job makespan, average response time, 

failure rate, energy consumption, and average task 

execution costs are presented compared to two other 

algorithms.  

The interval between request and completion of the 

request is called job makespan. Figure 5 shows the 

average job makespan of the proposed method in 

scenario A, B, and C compared with Power-Check and 

Tamilvizhi method. 

 

Algorithm 1: Proposed method 

 

 

 

As shown in Fig. 5, in scenario A, the average job 

makespan has improved compared with other methods. 

Also, an increased number of tasks results in improving 

the method. In scenario B, when the number of tasks 

changes from 50 to 500, which is more than that of 

scenario A, the average job makespan of the method is 

less compared with other methods. Also, in scenario C, 

when the number of tasks changes from 550 to 1000, 

the average job makespan improves substantially. 

Decreased average job makespan shows that the 

method's task execution time is lower compared with 

other methods.  

The most optimal host is chosen for migration in the 

proposed method, and load balancing is established. 

Thereby, its average job makespan is decreased by 

9.50% and 18.06%, respectively, compared with the 

Tamilvizhi method and Power-Check.  

In the proposed method, first the important 

information of the nodes is collected using sensors and 

then the status of the nodes is checked for fault by using 

the prediction module. If a node is at faulty, jobs will be 

properly transferred to the appropriate machines by 

migration policy agents. In this way, a proper load 

balance will be created on the proposed method and 

makespan is reduced. 

Fig. 6 shows the failure rate (FR), calculated by 

equation (6). Here, FR is calculated concerning the total 

failure of the system.  

In the proposed method, by using the module to 

predict the status of the node and check the status of 

the node in terms of fault, an attempt is made to 

prevent fault in machines. Also, by performing the 

migration operation properly, a stable situation is 

provided to prevent fault. As shown in Fig. 6, increased 

workload and number of tasks cause the failure rate to 

decrease in HPC systems.  

In the failure rate of the DCM method is decreased 

compared with the Tamilvizhi method and Power-Check 

by 21.03% and 10.21%, respectively.  

Therefore, there is a relationship between average 

job makespan, failure rate, and reliability in HPC systems 

since the decrease of average job makespan leads to 

increased failure rate and reliability.  

  𝐹𝑅 =
1

𝑀𝑇𝑇𝐹
                                                                 (6) 

where FR is failure rate and MTTF is min time to 

failure. Equation (6) derives the rate of failure of our 

method concerning the system's total failure. 

The interval between request and the first response is 

called response time.  

The proposed method's response time compared with  

 

 

Table 4: Conditions and simulation parameters 
 

Scenarios A B C 

Cloud users 5 10 15 

Brokers 5 10 15 

Data centers 2 5 8 

Virtual Machines 10 25 30 

Bandwidth (Mb/sec) 10000 10000 10000 

Total Host 5 15 24 

Number of Tasks 10 - 100 50 - 500 550 - 1000 

Storage Capacity 1000000 1000000 1000000 

host memory(MB) 2048 2048 2048 

 

 

Initialization: (n: number of host, T: temperature, V: 

voltage, F: fan speed, C: CPU utilization, R: several 

user's requests) 

for (i=1 ; i<= n ;i++) 

Using Lm sensors, the hosti state mode is                  

obtained (𝑇𝑖 , 𝐹𝑖 , 𝑉𝑖 , 𝐶𝑖, 𝑅𝑖); 

Determine weight of parameter for 

(𝑇𝑖 , 𝐹𝑖, 𝑉𝑖 , 𝐶𝑖 , 𝑅𝑖); 

       Calculating ac values for hosti; 

       Determine the state of hosti; 

       if (𝑎𝑐 >  𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) 

Recognizing optimal host through COA-

MMT algorithm; 

              Selecting tasks to migrate at the level of 

process 

              Calling for controller module and migrating 

The details of the running VMs on a proper 

host             is published to the head host.   

       end if 

end for 

end 
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the Tamilvizhi method and Power-Check in three 

considered scenarios is shown in Fig. 7.  

As shown in Fig. 7, the method results in proper load 

balancing   between   all  hosts.   As   mentioned,   in  the  

proposed method, by applying the appropriate 

migration method, a good load balancing is created. 

 

 
 

Fig. 6: Investigating the rate of failure in three scenarios. 
 
 

 
Fig. 7: Average Response Time. 

 
Balancing the load between the machines makes the 

jobs on the machines faster. Also, the productivity of the 

CPUs of the system is increased. Therefore, the average 

response time is decreased compared with the 

Tamilvizhi method and Power-Check by 45.83% and 

35.68%, respectively.  

The costs that the service provider incur to respond to 

users' requests are called task execution costs. The 

average task execution costs of the proposed method, in 

comparison with the Tamilvizhi method and Power-

Check, in these three considered scenarios, are shown in 

Fig. 8. 

 
Fig. 8: Average Tasks Execution Costs 

 

As shown in Fig. 8, the most proper host is selected 

for migration in the proposed method. Due to the exact 

prediction of failure, the possibility of failure and 

disturbance in tasks' performance is significantly 

reduced.  

Also, the computational overhead is minimized, and 

the speed of the system is increased. Therefore, the 

method declines the average task execution costs 

compared with the Tamilvizhi method and Power-Check 

by 44.71% and 44.16%, respectively. 

 Fig. 9 illustrates the proposed method's average 

energy consumption compared to the Tamilvizhi method 

and Power-Check in these three considered scenarios. 

The proposed method employs an exact load 

balancing method to minimize migration time (Fig. 9). In 

the method, the proper host for migration is attentively 

selected.  

Therefore, on average, the DCM fault tolerance 

algorithm's energy consumption is optimized by 30% 

compared with that of other methods. Also, the energy 

consumption of the Tamilvizhi method is higher 

compared with that of others. 

 

 
Fig. 9: Energy Consumption in HPC Systems. 
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Conclusion 

In recent years, cloud computing has become a 

popular computing technology in all industries and 

provides more benefits than other technologies. One of 

the main challenges of cloud computing is fault 

tolerance, which avoids restarting the system and 

declines operational costs and energy consumption. In 

this paper the DCM method to enhance FTDaemon is 

proposed. In the proposed method, the Daemon Fault 

Tolerance technique has been enhanced, and COA-MMT 

has been utilized for load balancing.  

The method consists of four modules, which are used 

to determine the host state. To predict and prevent 

failures, the proposed method utilizes these parameters:  

CPU temperature, CPU utilization, number of users' 

requests, voltage, and fan speed parameters. Based on 

evaluations and simulations, the proposed method is 

significantly optimized in task execution costs, job 

makespan time, and response time and declines the 

energy consumption compared with the Tamilvizhi 

method and Power-Check. 

Author Contributions  

H. Barati and A. Mehranzadeh conceptualized the 

research. H. Jahanpour designed the experiments and 

collected the data and she carried out the data analysis. 

H. barati and H. Jahanpour validated the results. H. 

Jahanpour wrote the manuscript. H. Barati and A. 

Mehranzadeh reviewed and edited the manuscript.  

Acknowledgment  

The authors would like to thank Dezful Branch, Islamic 

Azad University. 

Conflict of Interest  

The author declares that there is no conflict of 

interests regarding the publication of this manuscript. In 

addition, the ethical issues, including plagiarism, 

informed consent, misconduct, data fabrication and/or 

falsification, double publication and/or submission, and 

redundancy have been completely observed by the 

authors.  

Abbreviations  

IT Information Technology 

HPC High-Performance Computing 

DCM Daemon-COA-MMT 

QoS Quality of Service 

SLA Service Level Agreement 

VM Virtual Machine 

SaaS Software as a Service 

IaaS  Infrastructure as a Service 

HaaS Hardware as a Service 

PSO Particle Swarm Optimization 

Bee-MMT Bee colony Algorithm-Minimal Migration 

Time 

MMT Minimal Migration Policy Time 

CPU Central Processing Unit 

FTDaemon Daemon's fault tolerance 

COA-MMT Cuckoo Optimization Algorithm-Minimum 

Migration Time 

ELR Egg Laying Radius 

ADA Adaptive Dragonfly algorithm 
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 Background and Objectives: With the extensive web applications, review 
sentiment classification has attracted increasing interest among text mining 
works. Traditional approaches did not indicate multiple relationships 
connecting words while emphasizing the preprocessing phase and data 
reduction techniques, making a huge performance difference in 
classification.  
Methods: This study suggests a model as an efficient model for sentiment 
classification combining preprocessing techniques, sampling methods, 
feature selection methods, and ensemble supervised classification to 
increase the classification performance. In the feature selection phase of the 
proposed model, we applied n-grams, which is a computational method, to 
optimize the feature selection procedure by extracting features based on the 
relationships of the words. Then, the best-selected feature through the 
particle swarm optimization algorithm to optimize the feature selection 
procedure by iteratively trying to improve feature selection.  
Results: In the experimental study, a comprehensive range of comparative 
experiments conducted to assess the effectiveness of the proposed model 
using the best in the literature on Twitter datasets. The highest performance 
of the proposed model obtains 97.33, 92.61, 97.16, and 96.23% in terms of 
precision, accuracy, recall, and f-measure, respectively. 
Conclusion: The proposed model classifies the sentiment of tweets and 
online reviews through ensemble methods. Besides, two sampling 
techniques had applied in the preprocessing phase. The results confirmed 
the superiority of the proposed model over state-of-the-art systems. 
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Introduction 
Regarding the explosion of information on the Internet, 

it is difficult to make decisions based on reviews, tweets, 

etc. People purchase products on the Internet and give 

their reviews about them every second. These reviews 

affect the financial statements in companies noticeably 

[1] [2] [3] [4] [5] [6] [7] [8] [9]. The main problem is that 

reviews are in natural language. There is a big gap 

between reviews in natural language and applications 

that use structured data. Sentiment Classification is a key 

tool in this field. 

The Sentiment Classification problem is an attractive 

field in text mining. This field extracts the reviews from 

the unstructured data on the Internet to organize 

reviews into two or three classes [10] [11]. Twitter-

Sanders-Apple (TSA) generated by Sanders Analytics. 

Identifying challenges can be considered in Twitter 

Sentiment Classification consist of classification 
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accuracy, data sparsity, neutral tweets, and linguistic 

representational; also, tweets are concise. These 

problems increase the review classification error. The 

reason behind that problem is the lack of beneficial 

relationships between words and sampling techniques 

applied. Twitter Sentiment Classification is different 

from other domains in Sentiment Analysis. Almost all 

movie reviews tend predominantly to be positive or 

negative; also, no sentiment likely belongs to a feature in 

a sentence of reviews. With the growing amount of 

reviews, the effect of review quality on the 

preprocessing techniques becomes undeniable. 

Preprocessing has a principal role in Sentiment 

Classification. It showed that traditional approaches 

could not provide enough information for Natural 

Language Processing analyses. Traditional approaches 

will add unnecessary complexity; in contrast, words are 

well indicators for sentiment polarity detection. 

Traditional BOW did not record multiple relationships 

between words; hence, we add n-grams to the Bag of 

Word approach to extract features based on the 

relationships of the words. Many works combined 

Machine Learning (ML) algorithms with n-grams. The 

significant results which were more optimal rather than 

base classifiers achieved [12] [13]. Specifically, we use n-

gram features and sampling techniques in preprocessing 

steps.   

Sentiment Classification approaches can be divided 

into Lexicon-based, ML [14] [15], and Hybrid approaches. 

ML aims to optimize an algorithm to increase the system 

performance using examples and experiences in the 

past. The ML approaches exist based on three methods 

like supervised, unsupervised, and semi-supervised. The 

unavailable labeled dataset is a significant drawback for 

the supervised methods because they obtain the words 

with a certain domain. Two critical stages in this context 

are feature and classifier selection for determining the 

performance of classification. It has revealed that the ML 

algorithms like Naive Bayes (NB), support vector 

machine (SVM) [16], and maximum entropy utilized 

successfully in many types of research. The current 

author applied the supervised approaches in conjunction 

with ensemble methods as different alternatives herein. 

The acquisition of the domain for words relating to a 

domain corpus is the main benefit of the lexicon-based 

approach. A hybrid model combines the services of both 

them to improve the performance of classification. It is 

obtaining robust accuracy, and endurance of the two 

mentioned approaches.  

The supervised methods are simple and ordinary; in 

contrast, ensemble methods like bagging obtain more 

accurate results. We apply boosting, stacking, and voting 

as other alternatives in this study. A bagging method 

assigns equal weights to embedded classifiers, but a 

boosting method gives a particular importance to each 

embedded classifier. Their results were good enough; 

therefore, we add sampling techniques and n-grams to 

our model to improve more.  

In the current study, the effect of different 

combinations of preprocessing, sampling, Particle Swarm 

Optimization (PSO), and ensemble techniques 

investigated on the performance of classification. It is 

distinct from the existing studies due to employing these 

different combinations; also, both binary and multi-class 

classifications are applied. After applying a series of 

operations in preprocessing phases, we form n-gram 

features with two sampling techniques to improve the 

performance of both binary and multi-class 

classifications. Two weighting mechanisms, term 

frequency-inverse document frequency (IDF) and term 

frequency (TF) employed to form the word vector. Two 

supervised methods, and Ensemble classification 

method employed. To evaluate the proposed model, TSA 

datasets considered. However, the Twitter dataset is not 

available, except Sanders. It seems that weighting 

feature mechanisms obtained different results on the 

datasets. As shown in our study, the highest precision 

obtained through TF mechanism on the TSA2 datasets; 

whereas, the highest precision was obtained through the 

TFIDF mechanism on the TSA3 dataset. It also appears 

that bootstrapping sampling, PSO algorithm achieved 

higher results on the three datasets. The highest results 

achieved through our optimized model for the boosting 

method on the datasets. Experiments showed that our 

independent-domain approach can improve the 

classification performance and outperform the existing 

traditional techniques [4] [17] [18]  [19]. 

We used a sampling technique to emphasize that our 

model is different and significant in binary and multi-

class classifications. Also, concerning more sophisticated 

methods, this model is simple. Here, our contributions to 

this research shortened as follows: 

 Inspiring Data reduction through sampling technique 

 Choosing the best feature by the PSO algorithm 

 Improving the performance of the classification model 

relating ensemble methods 

The excess of this article organized as follows: Related 

work contains a summary of the works. Next, the 

proposed model presented and evaluated through the 

experiments explained. Conclusively, the article ended 

in this article 

Related work 
Sentiment Classification is attracting considerable 

attention due to its applications in the new year. Several 

works proposed to improve the classification 

performance on the known datasets. Those works differ 

from each other in the preprocessing, classifiers, and 

applied datasets. Here, we explain some of these works 
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from 2014 to 2020 on Twitter. 

In 2014, Da Silva et al. posed a unique approach for 

many applications in Sentiment Analysis [3]. It seems 

that the supervised ML methods obtained high accuracy 

among other methods; hence, we use the supervised 

methods. Note that supervised methods have a distinct 

drawback, an available labeled data. These methods 

have more computational complexity compared to 

unsupervised methods. Ensemble Classification methods 

are other alternatives.  

After one year, Tripathi and Naganna in [13] 

attempted to make a different preprocessing scheme for 

investigating the behavior of NB and SVM classifiers 

without sampling technique. They found that n-grams 

obtained higher results for sentiment analysis and the 

best accuracy achieved by bigrams.  

Tripathy et al. used the combination of TFIDF to 

produce a digit matrix from the text in 2016 [20]. After 

one year, Pandey et al. proposed a novel clustering 

method using a cuckoo algorithm on the TSA dataset in 

2017 [4].  

In 2018, Trupthi et al. [19] investigated the effective 

topic modeling methodology Latent Dirichlet Allocation 

to extract the keywords in a clustering manner. Next, 

they applied the keywords using the fuzzy c-means 

approach on the twitter dataset. Vashishtha and Susan 

in [21] proposed a system to classify the posts in social 

media through fuzzy rules. They offered a new system, 

which combines nine fuzzy rules with techniques for 

Word Disambiguation. They reached 58.9, 59.7, and 

68.6% of recall, precision, and f1-score values on the 

TSA3 datasets, respectively. After one year, Tripathi et 

al. [23] suggested a  novel  Map-Reduce based  K-means 

to cluster the large scale data. 

The present researchers in 2018 [22] proposed a 

model named SFT for Twitter Sentiment Classification in 

2018. The goal of our model was to investigate the role 

of weighting feature techniques in Sentiment 

Classification using supervised methods on the Twitter 

data set. The applied classifier in the current article 

based on the SFT model in our previous article. The 

previous descriptions revealed that no work combined 

the sampling technique with the ensemble method. 

Therefore, the current study proposed a novel Sentiment 

Classification model. In 2020, Abbas et al. [24] offered a 

classification model with four classifiers, and varying 

techniques to form a single ensemble classifier. They 

gained an accuracy of 82.2% on Twitter. Also, Jiang et al. 

[25] develop a novel Neural Network-based model to 

conduct the aspect-level Sentiment Classification tasks. 

Naseem et al. [26] shown a transformer-based method 

for Sentiment Analysis and applied deep learning and 

the bidirectional Long Short Term Memory network 

through omitting noise to heighten the classification 

performance. They reached an accuracy of 96.2% on 

airline datasets.  

Samad et al. [27] investigated the effect of seven 

scenarios for text processing on Twitter. Their 

experiments revealed adverse effects on Sentiment 

Classification of two common text processing steps: 1) 

stop word removal; 2) averaging word vectors to 

represent individual tweets. Word selection from 

context-driven word embedding showed that only the 

ten most essential words in Tweets cumulatively 

produce over 98% of the maximum accuracy.  

Sharma and Jain in [28] presented the usage of 

various ML techniques for collecting tweets and 

assessing sentiments. After gathering data from twitter, 

they applied preprocessing and feature extraction stages 

for the text data. Selection methods based on 

correlation used and ML classifiers to confirm which 

classifier gives better results. They obtained an accuracy 

of 88.2% on the Cambridge Analytica dataset.   

The current authors in 2020 [18] proposed a new 

model based on fuzzy analytic hierarchy on Twitter, 

namely FAHPBEP. The highest f-measure obtained 90.88 

and 90.01% for TSA2 and TSA3, respectively. Also, they 

in [17] suggested a hybrid model based on ensemble 

methods on Twitter, namely NSET. The highest f-

measure obtained 93.52 and 89.64% for TSA2 and TSA3, 

respectively. We found that using preprocessing 

techniques in conjunction with ensemble classification 

methods may enhance the performance results. We 

believe that these are unseen combinations of ensemble 

classification methods. Applying proper alternatives that 

have not considered in the literature, our obtained 

results may lead to more accurate performance. 

The proposed Model 
This article introduces a hybrid model to document-

level Sentiment Classification. This approach explores 

multi-class classifications. In multi-class types, 

sentiments classified into three classes or more. The 

model investigates the effects of sampling technique, n-

grams, and PSO algorithm using ensemble methods for 

Sentiment Classification. It seems that the combination 

of sampling methods, weighing schema, and PSO 

algorithm can improve the classification performance. 

The proposed model exploits supervised methods to 

handle the document-level multi-class Sentiment 

Classification. A set of operations considered for the 

preprocessing phase.  

After studying many classification algorithms [30], we 

applied the SVM as a baseline classifier. Ensemble 

classifiers and parameter optimization were two 

important of our model which used herein. The results 

indicate that the proposed model outperforms others' 
works in text classification. Also, the model gives a 

higher performance through sampling and PSO 
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algorithms. Our proposed model, namely NSE-PSO, 

investigates the effects of n-grams, weighting feature 

mechanisms, sampling techniques, and PSO algorithm 

using ensemble classification methods, in a stepwise 

manner. Fig. 1 exposes the phases of our proposed NSE-

PSO model. 
 

 

Fig. 1: The phases of the proposed model. 
 

First, the unimportant and worthless characters 

tokenized and then removed from the text. Next, we 

employ n-gram features and two weighting feature 

mechanisms for forming the word vector. It produces to 

the dataset reduced effectively. Attribute subset 

selection techniques used to improve classification 

performance. The PSO algorithm is applied to select the 

best features. Finally, the classification phase performed 

by supervised and ensemble classification methods. An 

extensive range of comparative experiments done on 

the datasets to investigate the effectiveness of our 

proposed model. By experiments, the state-of-the-art 

result obtained. We used the linear SVM as a base 

classifier in bagging and boosting methods. The 

comparison among the best results in the literature and 

our obtained results handled. We employed a type of 

sampling technique to emphasize that the obtained 

results are different and significant. In contrast to other 

sophisticated methods, our hybrid model outperforms 

good enough in this context. 

Here, the pseudo-code of our model expressed as: 

 

Pseudo-code for the NSE-PSO model 

Pseudo-code for the preprocessing  

1: Input: A dataset; 

2: Output: A classification model for a set of words; 

3: For each document in dataset do 

4:  Tokenizing characters, words, and useless tokens 

5:  Splitting the text into a sequence of tokens 

6:  Filtering tokens based on their length 

7:  Stemming word via Porter Algorithm 

8:  Omitting Stop words based on the stop word list 

9:  Generating unigram, bigram, and trigram 

10: End. 

Pseudo-code for the weighting schema  

1: Input: A set of words; 

2: Output: A set of word vectors; 

3: For each set of words in Input do 

4:               Constructing a word vector based on TF & IDF schemas 

5: End. 

 

Pseudo-code for the sampling techniques  

1: Input: A set of word vectors; 

2: Output: A set of word vectors; 

3: For each word vector in Input do 

4:             Applying the sampling techniques and storing the result attributes. 

5: End. 

 

Pseudo-code for the Particle Swarm Optimization and Classification 

1: Input: Training set; 

2: Output: A composite model and confusion matrix; 

3: Maximum iteration, Population size, inaction weight; 

4: Generate initial population; 

5: For each step in maximum iteration do 

6:  Perform the ensemble model for each set of parameters                           

(Classifying and calculating the fitness function); 

7:          Update the fitness function; 

8:  Stopping and obtaining the optimal parameters; 

 
 

In the following, the phases of the NSE-PSO model are 

discussed in detail. 

A. Preprocessing and Weighting Mechanism Phases 

The preprocessing stage consists of Tokenization, 

Filter-Token, Stemming, Filtering Stop Word, and N-

grams. Two weighting feature mechanisms used to 

create word vectors. The TF defined as total occurrences 

of the word t in document d divided by a total volume of 

the comments happening in document d. The TFIDF 

defined by Manning et al. in (1) as, 

(1)    / FtTFIDF TF Log N   

where, TF is the frequency of word t in document d, N is 

the volume of documents in a group, and Ft is the 

volume of documents in a collection containing word t 

[29]. 

B. Sampling and Feature Selection Phases 

Here, we describe the sampling techniques and PSO 

algorithm in our model. These techniques caused to 

select the best features through data reduction. 

Stratified and bootstrapping samplings are two of the 

sampling techniques, which used to attain better 

performance. In stratified sampling, the folds of the 

training set stratified. The class distribution for tuples in 

a fold is similar to the initial data. It enables the 

algorithm to preserve the distribution of the training set. 

Bootstrapping sampling creates a bootstrapped sample 

from the dataset. This type of sampling may not have all 

unique examples; hence it is different from other 

sampling techniques. We use both samplings in our 

model, but bootstrapping sampling with replacement 

achieves higher performance. We apply to bootstrap 

sampling in all of the experiments. The obtained results 
show that bootstrapping sampling gives a higher 

performance on the text input.  

To produce an experimental distribution of sampling, 

a sampling structure of scores was applied.  Sampling 

with or without replacement is the first portion. The size 
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of the sample is the second portion. When a full 

sampling with replacement happens, the bootstrap is 

defined as a procedure herein. This bootstrap applies the 

dimensions of the sample equal to the size of the original 

collection. In the second portion, a taxonomy 

determined by extending the sizes of the possible 

sample. Here, a distribution of the sampling with 

dimensions more extensive than the dimension of the 

original data not be applied. Nevertheless, this event did 

not consolidate for the samples without replacement. 

Therefore, this proposal only admits expansion for the 

bootstrap. The tuple likely selects and adds to the 

training set again when we choose each tuple of the 

input set. In each step of iterations, all examples have an 

equal probability of being selected. When an example 

chooses, it remains a candidate for further selection and 

determines again in the next step. It is undeniable that a 

sample with replacement can have the same examples. 

Therefore, it used to create a sample that is greater in 

size than the original one. It appears that bootstrapping 

performs better than the former one. The idea behind 

bootstrapping is using the data as an input set for 

approximating the sampling distribution. It creates an 

enormous volume of samples named bootstrap samples. 

The sample outline calculated for each sample of 

bootstrap [30] [31]. Here, some notations for utility 

described. Assume a parameter for a population   is as 

a target herein. An random sample with size n produces 

the data ( , ,..., )
1 2

X X X
n

. Assume   is  a sample created 

from the dataset. The distribution of  with large n can 

be bell-shaped with a center  and standard deviation 
a

n
 for each sample, where the positive volume 

depends on two factors like the population, and the type 

of statistic  . There exist technical complexity for 

standard deviation, when   is median or correlation of 

sample. Therefore, bootstrap assigns a bypass. Assume 

B
  is considered as a quantity for presenting the same 

statistic, which produces on a bootstrap sample of 

( , ,..., )
1 2

X X X
n

.  

With the limitation of ( )n , the distributions of 
B

  

were bell-shaped with   as the center and the 

corresponding standard deviation a
n

. Thus, the 

distribution B
   will be the distribution   . This 

distribution is named the bootstrap Central Limit 

Theorem (CLT) [32]  [33].  

It also observed that with a limiting distribution of the 

sampling for a mathematical function that does not 

include population unknowns, bootstrap distribution 

assigns a better conjecture than the CLT. If the 

procedure is ˆ ˆ( )/SE
B

  , where SE considered as a sample 

estimation of the standard error of ̂ , the limiting 

sampling distribution will be standard normal.   

Here,    is the population means, X   is the 

sample mean,   is population standard deviation, and s  

is sample standard deviation considered, which 

produced from the original dataset. Also, S
B

 is the 

sample standard deviation, which calculated on a 

bootstrap sample. Next, the sampling distribution of 

( )/X SE , with /SE n , will be estimated through the 

bootstrap distribution of ( )/X X SE
B
 , where X

B
is 

bootstrap sample means, and /SE s n . Likewise, the 

sampling distribution of ( )/X SE , where /SE s n , will be 

assessed through the bootstrap distribution of 

( )/X X SE
B B
 , where /SE s n . Here, the description of the 

approximating standard error of sample evaluation for 

utility is of concern. We assume that the information 

investigated regarding the population parameter of  , 

where   is a sample estimator of   based on a 

stochastic sample has size n. To estimate the standard 

error for ̂ , a bootstrap approach is of concern: calculate
* * *( , ,..., )
1 2 N
   , through the equivalent relation for ̂ , 

exactly with N numbers of different bootstrap samples. 

A primary recommendation for the size N could be 2N n  

, unless 2n  be too large. In that case, it could be reduced 

to an acceptable size, say lognn
e

. So, ˆ( )SE
B

  defined as 

(2), 

          (2) 
* 2ˆ( )

1ˆ( )

N

i
iSEB

N

 




  

It revealed that more instances could exploit more 

useful information about the dataset. Therefore, it may 

consider a novel example in the dataset, which is 

noticeable for classification. That is why bootstrapping 

sampling has become a useful tool in our model. 

PSO is a global technique for optimization problems, 

proposed by Kennedy et al. [34]. A group of particles 

represented by X
ij

 search of the solution space to 

obtain the best solution. Each particle has a place, 

velocity, and memory to preserve its best position. The 

rate represented by V
i
. This technique is well-known for 

ease of implementation, convergence speed, and few 

parameters to adjust, whereas a particle may converge 

on a suboptimal solution. Each candidate's answer could 

interpret as a particle with a place in the state space. 

With particle movement in that space, the optimal 

solutions emerged. Within a change, each particle 
refreshes its location and speed according to its 

neighbors. The best previous place of the particle 

registered as the individual best p-best, and the best 

location captured through the population of g-best. 

Cognitive and social scaling parameters are known as 
1

C

, and
2

C . So, the obtained optimal answers through 
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renewing the speed and place of each particle are of 

concern, (3):  

  (3) 

( ) ( )
1 1 1 1 2 2

1 1

V V C rand p best X C rand g best X
r r ij r ij rij ij ij ij

X X V
r r rij ij ij

      
 

 
 

 

Ultimately, the algorithm stopped by a predefined 

criterion like a proper fitness amount or a maximum 

number of iterations. Here, the PSO chooses particles 

randomly to explore the optimal particle. Per particle is 

represented as an m-dimensional point/node. The 

AdaBoost classifier is applied to evaluate effectiveness 

by the cross-validation technique. PSO investigates the 

determination of possible subsets to achieve the most 

significant accuracy. When the efficiency of AdaBoost 

converges, the iterations end. As mentioned before, PSO 

configured with population size, inaction weight, and 

maximum iteration to generate the initial population. 

The most useful alternative for the local and global 

parameters examined by evaluating the fitness function 

of each particle. Then, the speed and location of each 

particle updates for the values of the fitness converges. 

Finally, the global best applied for the training of the 

AdaBoost. 

C. Classification phase 

Ensemble classification methods applied to obtain 

better performance. An ensemble combined weak 

learners to produce a strong learner. It mainly requires 

more computation to evaluate the prediction; whereas, 

a single model requires fewer calculations. However, 

ensemble techniques are a tool for improving the poor 

performance of base learning algorithms. When the 

ensemble method trained, it determines a hypothesis. 

This hypothesis did not contain only the models used for 

its training; hence, ensembles are more flexible in their 

functions. However, it can end in over-fitting over them. 

These methods often tend to yield better results when 

used in diverse models. Almost all ensemble methods 

use a diversity of the models to improve the poor 

performance for each single learners. Among the 

mentioned classifiers, AdaBoost outperforms the others 

better. It found that ensemble methods, especially 

AdaBoost, employed to increase the precision and 

accuracy through combining a series of individual 

classifiers. SVM is an ML technique based on the 

statistical learning concept, which performed well in text 

classification applications. In the current study, we use a 

boosting model in conjunction with SVM as base 

learners. We focus on using sampling and ensemble 

methods as a base learner for classification. Here, 

several methods incorporated in the proposed model. In 

comparison with the literature, our model achieves 

higher results. That is because the usage of ensemble 

methods in conjunction with sampling techniques and 

PSO algorithms gives the best features. 

D. Data sets and Evaluation Phase 

There are a few available and free resources on 

Twitter. None of the existing datasets on Twitter are 

free, except the Sanders dataset. Hence, two datasets of 

TSA applied for training and testing experiments. The 

used datasets were generated by Sanders Analytics. Two 

datasets of the TSA are accessible 

at http://www.sananalytics.com. 

Here, measures for evaluating Sentiment 

Classification had introduced. P and N are the numbers 

of positive and negative tuples. TP refers to the positive 

tuples that have been labeled by the classifier correctly. 

TN refers to the number of true negatives. FP is the 

negative tuples that have labeled incorrectly as positive. 

FN is the positive tuples that have mislabeled as 

negative. Accuracy is the sum of actual tuples that 

classified TP and the number of TN relative to the total 

number of classified instances. The precision state as the 

percentage of tuples that have labeled as positive and 

actual. Recall refers to the percentage of tuples that are 

labeled positive. F-measure combines precision and 

recall into a single measure [12] [35] [29]. F-measure 

comes from a weighted harmonic mean of precision and 

recall. Also, mean absolute error (MAE) and root 

absolute error (RAE) for error evaluation employed. 

These measures computed in (4) to (9). 
 

(4) 
TP TN

Accuracy
P N
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TP

Precision
TP FP
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Results and Discussion 

In all experiments, we assume epsilon and the kernel 

type of the SVM is one and C-SVC, respectively. The 

remaining parameters for SVM optimized in all 

experiments. Also, the evaluation model of the kernel 

NB supposed greedy, with the number of kernels equals 

10. During the experiments, the 10-fold cross-validation 

utilized again, and performance evaluation parameters 

calculated. In some cases, the random seed used to have 

http://www.sananalytics.com/
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different examples. By changing the value of this 

parameter, we can change the way examples are 

randomized. Here, a maximum number of iterations for 

the PSO algorithm considered 100. Implementation of R 

programming used to conduct the experiments.  

Experiment I. Here, we investigate the effect of the 

PSO algorithm for choosing the best features on the 

TSA2 dataset. Table 1 shows the obtained results for our 

model. The highest accuracy, f-measure, and precision 

values obtained 92.61, 94.49, and 97.33%, respectively. 

It also seems that the performance of used model using 

IDF mechanism is higher than that of the TF on the TSA2 

dataset. The reason is that each example in this dataset 

has one or two sentences. It found that the highest 

performance for the proposed model obtained relating 

to PSO, IDF, sampling, and bigrams in general. It 

observed that bootstrapping sampling can improve the 

performance measure in most cases. This is due to 

bootstrapping sampling produces a dataset greater than 

the original dataset. Here, the accuracy and f-measure 

improved rather than without sampling approximately 

10 and 12%, respectively. Fig. 2 presents the highest 

performance of the experiment I.  
 

Table 1: The obtained results of the proposed method in 

experiment I 

ERA       MAE         A               F              R               P                Pre. 

The results after using Sampling and PSO 

IDF 

 

N=1 96.50 91.26 90.88 92.19 0.1334 

0rtrt 

 

0.2354 
N=2 97.33 91.82 94.49 92.61 0.1365 

 

0.2357 

N=3 96.77 90.48 93.52 91.77 0.1365 0.2312 

TF 

 

N=1 90.82 86.13 88.41 87.82 0.1312 

0rtrt 

 

0.2343 

N=2 95.91 90.81 93.29 91.99 0.1342 

 

0.2312 

N=3 95.49 88.81 92.02 91.37 0.1312 0.2343 

No-

sample 
86.51 79.27 82.73 82.80 0.1256 0.2358 

Note: Pre= Preprocessing, P=Precision, R=Recall, F=F-measure, 

A=Accuracy 
 

Experiment II. We try to investigate the effect of the 

NSE-PSO on the TSA3 dataset. The AdaBoost method 

with SVM applied. Table 2 presents the obtained results 

of this experiment. It revealed that the highest accuracy, 

precision, recall, and f-measure rates obtained using IDF 

and PSO. The achieved f-measure of our model were 

more excellent than 96%; whereas, without sampling 

were 86.60%. The best-obtained accuracy was 88.75% 

through the IDF mechanism, unigrams, PSO, and 

sampling. The highest precision relating PSO, sampling, 

and trigrams was 95.33%; whereas, the f-measure using 

sampling, PSO, and bigrams gets through 96.23%. All 

best performances of the NSE-PSO without PSO achieved 

applying the TFIDF, bigrams, and unigrams. It appears 

that the usage of n-grams and PSO increases the results 

of the usage of sampling. 

 

Fig. 2: The comparison between the obtained results using PSO 
algorithm on the TSA2 dataset. 

 

Table 2: The obtained results of the proposed method in 

experiment II 

Pre.                    P                   R             F               A            MAE           

RAE The results after using Sampling and PSO 

IDF 
N=1 95.33 97.16 96.23 88.75 0.1243 

0rtrt 

 

0.2225 
N=2 93.76 96.12 94.92 87.74 0.1263 

 

0.2234 

N=3 94.52 94.39 94.45 87.43 0.1254 0.2265 

TF 

 

N=1 89.51 88.03 88.76 82.58 0.1265 

0rtrt 

 

0.2276 

N=2 93.13 87.47 90.21 84.90 0.1222 

 

0.2243 

N=3 93.41 86.91 90.04 84.50 0.1254 0.2243 

No-

sample 
64.66 73.05 68.60 72.90 0.1256 0.2377 

Note: Pre= Preprocessing, P=Precision, R=Recall, F=F-measure, 

A=Accuracy 
 

It also shows that our model on the TSA3 dataset 

gives higher results using the IDF mechanism. The best 

general performance achieved by our optimized 

implementation for the boosting method on the TSA3. 

The highest f-measure achieved is 96.23%, which 

belongs to unigrams and PSO. The use of ensembles 

leads to additional computational costs, but the 

obtained accuracy is usually worthwhile. The 

improvement of accuracy is 15% in this experiment 

rather than the obtained results without sampling. The 

unnecessary features tokenized and filtered to apply the 

BOW technique. However, PCA applied as a data 

preprocessing, but the performance of classification 
does not improve. Fig. 3 exposes the best results of the 

NSE-PSO model before and after using sampling.  

 
Fig. 3: The comparison between the obtained results using PSO 

algorithm on the TSA3 dataset. 
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Experiment III.  Here, the best-obtained results from 

our proposed model and the best results in the literature 

on the datasets compared. Figs. 4 and 5 show the 

comparison among the NSE-PSO and three best works in 

this context.  
 

 
Fig. 4: The comprehensive comparison among our performance 
of experiment I on the TSA2 dataset. 
 

 
Fig. 5: The comprehensive comparison among our performance 
of experiment II on the TSA3 dataset. 
 

It appears that bigram features can improve 

performance. Also, sampling can aim to obtain higher 

results. The experimental results emphasize that 

AdaBoost using sampling is substantially more accurate 

than other techniques in our tests. These results 

achieved using both TF and IDF mechanisms. It can also 

found that bigrams can improve the accuracy and f-

measure for the two datasets. It seems that we decrease 

approximately the run time of ensemble methods 

through sampling. The striking comparison confirmed 

the advantage of our model over the state-of-the-art 

systems. It reveals that the proper use of sampling 

techniques and ensemble classification methods can 

improve the performance. It also seems that our model 

with using sampling, bigrams give higher results rather 

than other methods in the literature on the TSA 

datasets. According to Fig. 4, the highest accuracy of the 

proposed model obtained 92.61% on the TSA2 dataset; 

whereas, Trupthi et al. [19], the NSET in [17], and the 

FAHPBEP in [18] obtained 87, 90.61, 91.93%, 

respectively. This is due to that the ensemble method 

suggested in the NSET used only Adaboost in conjunction 

with SVM; whereas, we applied sampling and PSO 

besides boosting to select relevant word in the 

preprocessing phase. Also, the FAHPBEP and Trupthi et 

al. used fuzzy approach; whereas, we apply optimization 

algorithm. The highest f-measure of the proposed model 

obtained 94.49% on the TSA2 dataset; whereas, Trupthi 

et al. [19], the NSET in [17], and the FAHPBEP in [18] 

obtained 85.76, 93.52, 90.88%, respectively. Our 

obtained f-measure rate was approximately 1% greater 

than the best in the literature, i.e., 93.52%.  

According to Fig. 5, we obtained the accuracy rate 

using the boosting method of 88.75% on the TSA3 

dataset. Whereas Pandey et al. [4] obtained 82.20% of 

accuracy. They derived features from the k-means and 

cuckoo search, but we used a PSO algorithm. Despite 

using the bootstrap model and several classifiers, their 

framework was not more effective than our approach. It 

appears that IDF is the best weighting schema for TSA3. 

The reason for it is the few volume sentences in each 

example of the dataset. Also, the highest f-measure of 

our proposed model obtained 96.23% on the TSA3 

dataset; whereas, Pandey et al. [4] obtained 81.25%. 

Notwithstanding applying the k-means model and 

cuckoo search, their framework was good enough and 

not more effective. Also importantly and opposition to 

the other works, higher classification f-measure achieved 

by our model. The accuracy rate reported of the NSET 

model in [17] on the TSA3 dataset was 87.65%; whereas, 

our implementation obtained an accuracy of 88.75%. 

The improvement of the f-measure rate in our model 

was approximately 6% greater than the best f-measure 

rate in the literature. The highest obtained f-measure of 

our model is 96.23% for the TSA3 dataset; whereas, the 

accuracy rate of the FAHPBEP in [18] gets through 

90.01%. However, our accuracy rate obtained 88.75%, 

which was approximately 1% lower than the FAHPBEP. It 

revealed that the f-measure rate can be more significant 

rate for comparison on the TSA dataset. It revealed that 

bootstrapping gives the best results on all datasets. The 

benefit of utilizing ensemble methods is enhancing the 

classification performance; contrary to time, which it 

needs to cease the training phase of these methods is a 

disadvantage. Our concern was constructing an 

approach that has higher performance compared to the 

other works on three datasets. No work has been 

published on Sentiment Classification using the 

combination of sampling, n-grams, PSO algorithm, and 

ensemble methods. The proposed model not only 

applies the ensemble method and sampling but also 

utilizes a meta-classifier. It seems that sampling and PSO 

yield better results compared to these existing methods. 

The obtained results emphasize that AdaBoost using PSO 

algorithm is substantially more accurate than other 

applied techniques in our model. Improvement of f-

measure calculated to estimate the performance of the 

present model on the datasets. The improvement 

measures are of concern in (10):  

( )/

improvement of f measure

f measure f measure f measureNSE PSO NSE PSO

 

              (10)

 



NSE-PSO: Toward an Effective Model Using Optimization Algorithm and Sampling Methods for Text Classification 

191 

 

For the TSA2 dataset, the improvement of f-measure 

is 0.97%. For the TSA3 dataset, the progress of f-

measure is 6.22%. The benefit of utilizing PSO algorithm 

is enhancing the classification performance; in contrast, 

time that needs to cease the training phase of the 

method is a disadvantage. We used sampling techniques 

to decrease this time. Our goal was the construction of a 

model has higher performance compared to the other 

works. We show that using preprocessing techniques in 

conjunction with ensemble classification methods may 

enhance the performance results. The combination of 

our preprocessing with ensembles and applied 

optimization algorithm could receive significant 

improvement than other works. It is the reason that the 

proposed model outperforms the benchmarks. 

Conclusion 

People purchase products on the Internet and give 

their reviews about them every second. These reviews 

affect the financial statements in companies noticeably. 

With the explosion of information on the Internet, it is 

difficult for ordinary people to make decisions about 

products. Sentiment Classification is a significant field in 

text mining that can help companies. The proposed 

model investigates meta-classifiers to increase the 

performance of the classification for Sentiment 

Classification on the Twitter datasets. We investigated 

the effects of the combination of sampling technique, 

PSO algorithm, and ensemble method on the 

classification performance. We characterized two 

weighting mechanisms and n-grams. The goal of our 

article was the suggestion of the effective model to 

increase the classification performance for classification 

tasks. PSO applied as a simple technique for solving 

optimization problems, which implies well-known ease 

of implementation and its convergence speed. Sampling 

as a particular technique is the superior approach; the 

bootstrapping method used and parameters of SVM 

optimized to improve the models. Boosting ensemble 

method in conjunction with SVM employed as base 

classifiers. The main advantage of the proposed 

comprehensive model is applying sampling techniques 

and PSO algorithm in preprocessing steps. We 

demonstrated the robustness of our model on the 

datasets. It appears that the IDF mechanism, bigram 

features, and the combination of them via bootstrapping 

sampling and PSO reaches the highest performance on 

the TSA datasets. We conclude that our investigation can 

be applicable for different social media analyses in the 

proposition of using ensemble technique, PSO, and 

bootstrapping the performance for Sentiment 

Classification. As future work, we are going to study the 

effect of other optimization algorithms and sampling 

techniques in this context. 
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Abbreviations  
TFIDF Term Frequency-Inverse Document 

Frequency  
TF The frequency of word t in document d 

N  The number of documents 
Ft The number of documents including 

word t 

V
ij

 The velocity of particles 

x
ij

 A group of particles 

1
c  Cognitive parameter 

2
c  social scaling parameter 

MAE Mean Absolute Error  
RAE Absolute Error   
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 Background and Objectives: 𝑛-similarity problem defined as measuring the 
similarity among 𝑛 ≥ 3 objects and finding a group of 𝑛 objects from a 
dataset that have the most similarity to each other. This problem has been 
become an important issue in information retrieval and data mining. Theory 
of this concept is mathematically proven, but it practically has high memory 
complexity and is so time consuming. Besides, the solutions found by 
metaheuristics are not exact.  
Methods: This paper is conducted to propose an exact method to solve 𝑛-
similarity problem reducing the memory complexity and decreasing the 
execution time by parallelism using Open-MP. The experiments are 
performed on the application of text document resemblance. 
Results: It has been shown that the memory complexity of the proposed 
method is decreased to 𝑂(𝑁2), and the experimental results show that this 
method accelerates the speed of the computations about 5 times. 
Conclusion: The simulated results of the proposed method display a good 
improvement in speed, the used memory space, and scalability compared 
with the previous exact method. 
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Introduction 
The similarity is defined as the resemblance degree 

between two or more objects, phenomena or concepts. 

In various applications, designers want to build classes of 

objects based on the similarity criteria. So, it has an 

important role in automated classification, clustering 

methods, decision making, approximate reasoning, and 

diagnosis systems [1], [2], [3]. The similarity between 

two objects, known as 2-similarity, is mathematically 

defined as a function on domain 𝑈 as 𝑆2: 𝑈 × 𝑈 ⟶
[0,1] 𝑜𝑟 [−1,1]. The value of 1 shows that the objects 

are identical, whereas 0 or -1 indicates that the objects 

are completely different. Various kinds of similarity 

measures including classic and fuzzy types have been 

suggested by researchers. Some well-known classic 

similarity/dissimilarity measures are Euclidean distances, 

Jaccard, Overlap, Dice, Pearson and Cosine coefficients 

that their effects are studied in data clustering [4]. 

Kaufman and Rousseeuw [4] compared several 

similarity measures on hierarchical clustering. Also, 

different types of fuzzy similarity measures have been 

developed. As an instance, a similarity measure between 

two fuzzy sets has been proposed in [6]. Its main idea is 

that if the intersection between two fuzzy sets is high, 

their similarity is identical. Two other fuzzy similarity 

measures based on the relative sigma count have been 

suggested in [7]. Using the Intuitionistic Fuzzy Sets (IFS) 

theories a fuzzy Cosine similarity measure and its 

weighted kind are proposed in [8]. These similarity 

measurements compute the similarity degree between 

two objects. But, in some applications, computing the 

similarity value among 𝑛 ≥ 3 objects or finding the most 

similar 𝑛-group among a dataset is required. The 

concept of 𝑛-similarity is mathematically defined by 

Keshavarzi et al. [1] at first. But, this method is infeasible 

due to the high time and memory complexities.  
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Therefore it is unable to handle the large datasets. To 

decrease the execution time of the algorithm and solving 

the problem in a reasonable time, a binary genetic 

algorithm has been exploited in [9]. Since the 

performance of metaheuristics varies in different 

problems, the effect of some other metaheuristics 

including, particle swarm optimization (PSO), 

gravitational search algorithm (GSA), imperialist 

competitive algorithm (ICA) and fuzzy imperialist 

competitive algorithm (FICA) has been studied and 

compared in solving the 𝑛- similarity problem and 

finding the most similar 𝑛-group of a dataset. The 

experiments show that the FICA has the best results [10].  

Multi-core processors gain the market with increasing 

the number of cores per processor. But, the sequential 

programming model does not exploit multi-core systems 

well. Parallel programming techniques such as Open-MP 

present more effectively using of multiple processor 

cores to accelerate the speed of the algorithm [11]. 

Open-MP is utilized in various applications to reduce the 

execution time. For example, in [11], authors used Open-

MP library to accelerate finding the maximum weighted 

clique. Also, the authors in [13] parallelized genetic 

algorithm to present a scalable method to solve large 

integer linear programming models derived from high-

level synthesis of digital circuits. In [14] a new method 

for implementing the parallel breadth-first search 

algorithm for graph exploration on multi-core CPUs has 

been presented to accelerate the algorithm. In [15] the 

authors applied Open-MP to parallelize the quadrivalent 

quantum-inspired gravitational search algorithm in 

WSNs. This leads to improve the speedup faster than 4 

times. Also, authors in [16] increased the speed of 

running the ant colony algorithm using Open-MP about 

4.5 times. These researches encourage us to apply 

parallelism by multi-core CPU and Open-MP to improve 

the speed of our algorithm. Although metaheuristics [9], 

[10] can find a near optimal solution in a reasonable 

time, their results are not exact and they do not explore 

and compute the 𝑛-similarity value of all possible 𝑛-

groups. Since Keshavarzi’s method [1] is an exact 

method but suffers from high space complexity and its 

high execution time. Besides, the results of the 

metaheuristic methods [9], [10] are not exact. So, we are 

motivated to develop Keshavarzi’s method as an exact 

one and improve its space complexity and decrease its 

execution time by parallelism using Open-MP. In fact, in 

the proposed approach, we perform some changes on 

recursive 𝑛-similarity relations introduced by Keshavarzi, 

et al. [1], and by that, the space complexity decreases 

from 𝑂(𝑁𝑛) to 𝑂(𝑁2) for computing 𝑛-similarity for a 

dataset in the size of 𝑁. By this approach, it is not 

required to keep all similarity matrixes in the memory to 

be accessible in the recursive order. Moreover, since the 

proposed method involves several 𝑛𝑒𝑠𝑡𝑒𝑑 𝑓𝑜𝑟 𝑙𝑜𝑜𝑝𝑠, 

we apply the parallelism technique on the most time-

consuming part of the algorithm to reduce the execution 

time. By this way, we would have an exact and 

executable method with lower space complexity that can 

run in a more reasonable time. This proposed method is 

better than Keshavarzi’s [1] method from three aspects: 

- The space complexity is low. 

- Its execution time is less than the Keshavarzi’s 

method. 

- This method is scalable for larger datasets. 

Also, it has two advantages in comparison with 

metaheurstics [9], [10] including: 

- This method is an exact one. 

- This method computes the n-similarity values 

for all possible groups of n objects. 

The remainder of this study is organized as follows: 

the next section provides some preliminaries and related 

definitions. Then, the proposed parallel and exact 

method in solving the 𝑛-similarity problem is presented, 

and shows how this method can improve the space 

complexity. The experimental results as a case study on 

text document similarity are presented; and finally the 

paper is concluded in the last section. 

Preliminaries  
In this section some required definitions are 

presented from [1], [9]. 

Definition 1. Triangular norm (𝑇-norm) is defined as a 

function 𝑇: [0,1] × [0,1] ⟶ [0,1] which satisfies the 

following conditions for all , , , [0,1]x y w z  :  

1. Commutatively: ( , ) ( , )T x y T y x , 

2. Monotonicity: ( , ) ( , ),T x y T w z if

, ,x w and y z   

3. Associativity: ( , ( , )) ( ( , ), ),T x T y w T T x y w   

4. Boundary : ( ,0) 0,T x   ( ,1) .T x x  

The minimum 𝑇-norm is a well-known instances of 𝑇-

norms which has been applied in [1], [2] to 𝑛-similarity 

definition; 𝑇𝑚𝑖𝑛(𝑥, 𝑦) = min(𝑥, 𝑦). 

Definition 2. The 2-similarity on domain U is a function 

S: U × U ⟶ [0,1] satisfying the following conditions: 

1. Reflexivity: 𝑓𝑜𝑟 𝑎𝑛𝑦 , ( , ) 1,x U S x x    

2. Symmetry: 𝑓𝑜𝑟 𝑎𝑛𝑦
 , , ( , ) ( , ),x y U S x y S y x   

3. Transitivity: 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥, 𝑦, 𝑧 ∈ 𝑈, 𝑆(𝑥, 𝑧) ≥

𝑆(𝑥, 𝑦)⋀𝑆(𝑦, 𝑧), where ∧ is the minimum operator. 

Definition 3. The 3-similarity on domain 𝑈 is a function 

𝑆: 𝑈 × 𝑈 × 𝑈 ⟶ [0,1] satisfying the following 

conditions: 

1. Reflexivity: 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥 ∈ 𝑈, 𝑆(𝑥, 𝑥, 𝑥) = 1.  

2. Symmetry:𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥1, 𝑥2, 𝑥3 ∈ 𝑈,   𝑆(𝑥1, 𝑥2, 𝑥3) =

𝑆(𝑥𝑖1, 𝑥𝑖2 , 𝑥𝑖3)
 

where 𝑖1, 𝑖2, 𝑖3 is an arbitrary 

permutation of (1,2,3). 

3. Transitivity property: 
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𝑓𝑜𝑟 𝑎𝑛𝑦 𝑡, 𝑥1, 𝑥2, 𝑥3 ∈ 𝑈, 𝑆(𝑥1, 𝑥2, 𝑥3) ≥ 𝑆(𝑡, 𝑥2, 𝑥3) ∧
𝑆(𝑥1, 𝑡, 𝑥3) ∧ 𝑆(𝑥1, 𝑥2, 𝑡), where ∧ is the minimum 𝑇-

norm. 

The minimum 𝑇-norm is applied to generalize the 2-

similarity to 3-similarity as (1). This equation satisfies all 

conditions of Definition 3. 

𝑆3(𝑥1, 𝑥2, 𝑥3)

= min(𝑆2(𝑥1, 𝑥2), 𝑆2(𝑥1, 𝑥3), 𝑆2(𝑥2, 𝑥3))
 

(1) 

Definition 4. : ... [0,1]S U U U     
is the 

n−similarity function satisfying the following conditions: 

1. Reflexivity: , ( , ,..., ) 1,for any x U S x x x   

2. Symmetry: 𝑆(𝑥1, 𝑥2, … , 𝑥𝑛) = 𝑆(𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛)
 
for all 

permutations (𝑖1, 𝑖2, … , 𝑖𝑛) of (1,2, … , 𝑛). 

3.  Transitivity: 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥1, 𝑥2, … , 𝑥𝑛 , 𝑧 ∈

𝑈, 𝑆(𝑥1, 𝑥2, … , 𝑥𝑛) ≥

min {𝑆(𝑧, 𝑥2, … , 𝑥𝑛), … , 𝑆(𝑥1, 𝑥2, … , 𝑥𝑛−1, 𝑧)}. 

It was shown in [1] that the n-similarity can be 

achieved from the (n-1)-similarity satisfying all 

conditions of Definition 4. If 𝑆𝑛−1 is the (𝑛 − 1)-

similarity on 𝑈 and 𝑥1, 𝑥2, … , 𝑥𝑛 ∈ 𝑈, then: 

𝑆𝑛(𝑥1, 𝑥2, … , 𝑥𝑛)

= min (
𝑆𝑛−1(𝑥2, 𝑥3, … , 𝑥𝑛), 𝑆𝑛−1(𝑥1, 𝑥3, … , 𝑥𝑛)

, … , 𝑆𝑛(𝑥1, 𝑥2, … , 𝑥𝑛−1)
) 

(2

) 

The pseudo codes of 3-similarity, 4-similarity and n-

similarity are presented in Algorithms 1, 2 and 3, 

respectively [1]. In these algorithm computing the 

similarity for each value of 𝑛 is dependant on the 

previous similarities including (𝑛 − 1), (𝑛 −

2), … , 3 𝑎𝑛𝑑 2. So, these matrixes are required to save 

and this leads to increase the space complexity of this 

method and the program is unable to run for datasets 

which have more than 100 objects. In addition for 

several nested for the execution time of these algorithms 

are high and increase more by growing the size of 

dataset. In the next section, it is shown how we handle 

these problems. 
 

Algorithm 1. The pseudo codes of 3-similarity 

Input: 2-sim matrix 
Output: Max, 3-sim matrix 
Max=0; 
 for i=1 to size of dataset 
   for j=i+1 to size dataset 
       for k=j+1 to size of dataset 
           3-sim(i, j, k)=min{2-sim(i ,j),2-sim(i ,k),2-sim(j ,k)}; 
              If(3-sim(i, j, k)>Max) 
                Max=3-sim(i, j, k); 
 end of for i, j and k 
End 
Algorithm 2. The pseudo codes of 4-similarity 

Input: 3-sim matrix 
Output: Max, 3-sim matrix 
for i=1 to size of dataset 
   for j=i+1 to size dataset 
       for k=j+1 to size of dataset 
           for l=k+1 to size of dataset 
 

4-sim(i, j, k, l)=min{3-sim(i, j, k),3-sim(i, j, l),3-sim(i, k ,l),3-sim(j, 
k, l)}; 
If(4-sim(i, j, k, l)>Max) 
                Max=4-sim(i, j, k, l); 
 end of for i, j, k and l 
End 
 

Algorithm 3. The pseudo codes of 𝐧-similarity 

Input: (n-1)-sim matrix 

Output: Max, n-sim matrix  

 for i1=1 to size of dataset  

   for i2=i1+1 to size of dataset 
      . 
        . 
           . 
        for in=i(n-1) to size of dataset 

            n-sim(i1,i2,…,in)=min{(n-1)-sim(i2,i3,…,in),(n-1)-    

sim(i1,i3,…,in),…, (n-1)-sim(i1,i2,…,in-1)}; 

             If(n-sim(i, j, k)>Max) 

                 Max=n-sim(i, j, k); 

end of for i1 to in 

End 

The Proposed method 
Regarding Algorithms 1, 2 and 3 proposed in [1], it 

can be shown that their executing time and the space 

complexity are 𝑂(𝑁𝑛), and the execution time and 

required memory space are grown by increasing the size 

of dataset (𝑁) and 𝑛. Therefore, using this method for 

large datasets is practically impossible. Let 𝑁 be the size 

of dataset. For computing the 𝑛-similarity, it is needed to 

calculate and store the (𝑛 − 1)-similarity matrix in the 

size of 𝑁𝑛−1; as the same way, it is needed to calculate 

and store the (𝑛 − 2)-similarity matrix in the size of 

𝑁𝑛−2 and so on. Therefore, the space complexity for 

computing the 𝑛-similarity would be equal to 𝑁𝑛 +

𝑁𝑛−1 + 𝑁𝑛−2 + ⋯ + 𝑁3 + 𝑁2 = 𝑂(𝑁𝑛). By the 

following proposed method, the space complexity would 

be decreased to 𝑂(𝑁2). Let 𝑆2, 𝑆3, 𝑆4, 𝑆𝑛 be the 2-

similarity, 3-similarity, 4-similarity and 𝑛-similarity 

respectively. We know: 

𝑆4(𝑥1, 𝑥2, 𝑥3, 𝑥4) =

min (
𝑆3(𝑥1, 𝑥2, 𝑥3), 𝑆3(𝑥1, 𝑥2, 𝑥4), 𝑆3(𝑥1, 𝑥3, 𝑥4),

𝑆3(𝑥2, 𝑥3, 𝑥4)
)  

(3) 

By replacing 𝑆3 from (1) to 𝑆4 in (3), we have 𝑆4 in 

terms of 𝑆2 as (4). 

𝑆4(𝑥1, 𝑥2, 𝑥3, 𝑥4) =

min (
𝑆2(𝑥1, 𝑥2), 𝑆2(𝑥1, 𝑥3), 𝑆2(𝑥1, 𝑥4), 𝑆2(𝑥2, 𝑥3),

𝑆2(𝑥2, 𝑥4), 𝑆2(𝑥3, 𝑥4)
)  

(4

) 

In a similar way, 𝑆𝑛 would be achieved as (5) by 

replacing 𝑆𝑛−1 in terms of 𝑆2. So, 𝑆𝑛 can be computed 

regardless of previous (𝑛 − 1) similarity matrices and it 

just needs 2-similarity matrix as input instead of 2-

similarity, 3-similarity,…,(𝑛 − 1)-similarity matrixes. By 

this way, the space complexity is decreased from 𝑂(𝑁𝑛) 

to 𝑂(𝑁2). 

𝑆𝑛(𝑥1, 𝑥2, … , 𝑥𝑛) =

min(𝑆2(𝑥1, 𝑥2), 𝑆2(𝑥1, 𝑥3), … , 𝑆2(𝑥𝑛−1, 𝑥𝑛)).  
(5) 
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Besides, to decrease the execution time of the 

algorithms, we use parallelism technique using Open-

MP. Open-MP is a portable implementation of parallel 

programs for shared memory multiprocessors. Recently, 

many algorithms are implemented in parallel using 

Open-MP achieving good speedup in addition to its 

simple implementation compared to other parallel 

methods like CUDA applied on GPU [17]. In this problem 

we have nested for loops. Either for loop can be run in 

parallel but, we make outer loop parallel to reduce 

number of forks and joins. Also, each thread gets its own 

private copy of variables 𝑗, 𝑘, etc. Also, since the 

iteration number of inner loops gradually is decreased, 

the dynamic scheduling is exploited, in which only some 

iterations of loop are allocated to threads and remaining 

iterations allocated to threads that complete their 

assigned iterations. Algorithms 4, 5 and 6 present the 

proposed method for computing the 3-similarity, 4-

similarity and 𝑛-similarity respectively. In all these 

algorithms, we have 𝑛 nested 𝑓𝑜𝑟 loop for computing 𝑛-

similarity. Although the time complexity does not change 

compared with [1], the execution time is improved using 

parallelizing. Instruction #pragma omp parallel for 

causes to divide the index of for 𝑖 among running 

threads and each thread works on a part of outer loop. 

As an example if the size of dataset is 1000, and we have 

4 threads, 250 tasks can be assigned to each thread. 

Each thread computes the related n-similarities and finds 

their maximum and stores the related maximum in 

MaxTread[tid] cell, where tid is the index of the thread. 

Finally, the maximum of array MaxTread is computed 

and stored as output MAX. Also, it is observable that all 

these pseudo codes just need the 2-similarity matrixes 

composing of the similarity between all possible pair 

wise objects.  

This matrix is a symmetric one with the size of 𝑁 × 𝑁 

that 𝑁 is the size of dataset. The elements on the main 

diagonal are one; and to avoid producing results with 

frequent objects, the elements below the main diagonal 

are set to zero. So, each inner 𝑓𝑜𝑟 loop starts from the 

next value of previous loop index.  
 

Algorithm 4. The pseudo codes of the proposed 3-similarity 

Input: 2-sim matrix 
Output: Max, 3-sim of each group 
#pragma omp parallel for 
 for i=1 to size of dataset 
   for j=i+1 to size dataset 
       for k=j+1 to size of dataset 
           3-sim=min{2-sim(i , j),2-sim(i ,k),2-sim(j ,k)}; 
           Write:3-sim 
              If(3-sim>MaxTread[tid]) 
                MaxTread[tid]=3-sim; 
 end of for i, j and k 
MAX=maximum of MaxTread 
End 
 

 

Algorithm 5. The pseudo codes of the proposed 4-similarity 

Input: 2-sim matrix 
Output: Max; 
#pragma omp parallel for 
for i=1 to size of dataset 
   for j=i+1 to size dataset 
       for k=j+1 to size of dataset 
           for l=k+1 to size of dataset 
 begin 
4-sim=min{2-sim(i, j),2-sim(i, k),2-sim(i, l),2-sim(j, k),2-sim(j,l),2-
sim(k,l)}; 
Write:4-sim 
If(4-sim> MaxTread[tid]) 
                MaxTread[tid]=4-sim; 
 end of for i, j, k and l 
MAX=maximum of MaxTread 
End 
 

Algorithm 6. The pseudo codes of the proposed 𝐧-similarity 

Input: 2-sim matrix 

Output: Max  

#pragma omp parallel for 

 for i1=1 to size of dataset  

   for i2=i1+1 to size of dataset 
      . 
        . 
           . 
        for in=i(n-1) to size of dataset 

            n-sim=min{2-sim(i1,i2),2- sim(i1,i3),…, 2-sim(in-1,in)}; 

           Write:n-sim 

             If(n-sim> MaxTread[tid]) 

                 MaxTread[tid]=n-sim; 

end of for i1 to in 

MAX=maximum of MaxTread 

End 

Results and Discussion 
To compare the proposed method with the exact 

method suggested in [1], some experiments are 
conducted. One of the applications of n-similarity is in 
text similarity. The purpose is to find 𝑛 documents 
among 𝑁 texual documents in such away they have the 
most similarity to each other. Also the similarity among 
all possible 𝑛 permutations is computed. The Re0 
dataset from the Reuters repository [18] are used in this 
work, contained 1504 newspaper articles, 2886 key 
words and 31 classes. To work with the textual datasets 
some preprocessing steps are required to do. This 
procedure performs as follows and the output is the 2-
similarity matrix which is given as input to the 𝑛-
similarity algorithms. 
Step 1: The first is tokenization in which, all digits and 

symbols are removed and the strings occurred before 

𝑠𝑝𝑎𝑐𝑒,  .  , ∶, ; , − , ? , ! , ( , ) [ , ] etc. are extracted and 

considered as a word. 

Step 2: in this step, all stop-words like a, the, is, are, etc. 

are eliminated using a pre-supplied list named Weka 

machine learning workbench [19] included 527 stop-

words. 

Step 3: There are some words with similar theme and 

different morphological concept. These words would be 
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mapped into their stem to treat as a single word. For 

instance both words computing and computation are 

maped into the stem comput. The Porter’s suffix-

stripping algorithm [20] is applied for stemming the 

words. 

Step 4: In the weighting step, each extracted term gets a 

numerical weight. 𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑙} is all occurred words 

in the dataset and 𝑑𝑖 = {𝑤1𝑖 , 𝑤2𝑖 , … , 𝑤𝑙𝑖} is the feature 

vector of document 𝑑𝑖, where 𝑤𝑘𝑖  is the weight of word 

𝑡𝑘 in document 𝑑𝑖. The weighting process is done by the 

TFIDF as (6). 

𝑤𝑘𝑖 = 𝑇𝐹𝐼𝐷𝐹(𝑑𝑖 , 𝑡𝑘) = 𝑇𝐹(𝑑𝑖 , 𝑡𝑘) ×

log (
|𝐷|

𝐷𝐹(𝑡𝑘)
), 

(6) 

In this relation, D is the size of the dataset; 𝑇𝐹(𝑑𝑖 , 𝑡𝑘) 

is the frequency of term 𝑡𝑘 in the document 𝑑𝑖  and 

𝐷𝐹(𝑡𝑘) is the number of documents in which term 𝑡𝑘 

occurs in [21].  

Step 5: In this step, the terms with the weight less than a 

predefined threshold are removed. 

Step 6: In this step, to compose the 2-Similarity matrix, 

the similarity between all documents is computed by 

Cosine similarity measurement, which is a usual 

measurement for text document applications. Equation 

(7) shows this similarity measurement which computes 

the similarity degree between documents 𝑑𝑖  and  𝑑𝑗  

using their feature vectors as 𝑑𝑖 = {𝑤1𝑖 , 𝑤2𝑖 , … , 𝑤𝑙𝑖} [21].  

𝐶𝑜𝑠𝑖𝑛𝑒 − 𝑆𝑖𝑚(𝑑𝑖 , 𝑑𝑗) =
∑ 𝑤𝑘𝑖𝑤𝑘𝑗

𝑛
𝑘=1

√∑ 𝑤𝑘𝑖
2  ∑ 𝑤𝑘𝑗

2𝑛
𝑘=1

𝑛
𝑘=1

  (7) 

Finally, the 2-similarity matrix give as input to 

Algorithms 4, 5 or 6 to compute the 3-similarity, 4-

similarity or 𝑛-similarity respectively. The simulations are 

performed on a laptop with CPU: Intel(R) Core(TM) i7-

4702 MQ CPU @ 2.20GHz, 4 GB RAM. The results are 

averaged over 5 running of the algorithms. Fig. 1, Fig. 2 

and Fig. 3 respectively show the results for 3-similarity, 

4-similarity and 5-similarity. Each table presents the 

speedup of using the proposed method for different size 

of Re0 dataset from 200 to 1504 by changing the 

number of cores from 2 to 8 (showing by 𝑆2 to 𝑆8). In 

Fig. 1, for dataset with the size of 200, the speedup is 

enhanced from 1.45 to 4.29 by changing the number of 

cores from 2 to 8. Also, for dataset in the size of 1,504 

the speedup is enhanced from 1.89 to 5.43 in average. 

The averaged speedup for different size of dataset is 

increased from 1.66 to 5 by changing the number of 

cores. Fig. 2 shows the results in the case of 4-similarity 

problem. As an example, for dataset with 400 

documents, the speedup is gradually enhanced from 

1.47 to 5.21 for different number of threads. Also, in the 

case of dataset with the size of 1,504, the speedup is 

1.73 using 2 cores and is 5.68 for 8 cores. The averaged 

speedup for different size of dataset varies from 1.68 to 

5.38 using 2 cores and 8 cores respectively. Similarly, Fig. 

3 demonstrates the results for 5-similarity problem. The 

averaged speedup increased from 1.61 to 4.82 using 

different number of cores starting from 2 to 8. Regarding 

these figures, the speedup of 5, 5.38 and 4.82 are 

averagely achieved for 3-similariy, 4-similarity and 5-

similarity problems by 8 cores. Fig. 1, Fig. 2 and Fig. 3 

show that the speedup is generally improved by 

increasing the size of dataset and increasing the number 

of threads for 3-similarity, 4-similarity and 5-similarity 

problems. In fact, for larger datasets, increasing the 

number of threads leads to more speedup.  

Because in the case of smaller datasets dividing the 

data on more number of cores has more overhead in 

comparison with dividing large datasets on a same 

number of cores. Fig. 4 represents the efficiency using 8 

cores for 3, 4 and 5-smilarity problems for different size 

of datasets. It can be seen that for 3-similarity problem, 

the efficiency is increased from 53.6% for a dataset with 

the size of 200 to 67.8% for the dataset with the size of 

1,504. In addition, for 4-similarity problem, the efficiency 

of using 8 cores changes as 57.7% to 71.0% by changing 

the size of dataset from 200 to 1,504. Also, the efficiency 

of using 8 cores is computed as 51.3% for a dataset with 

the size of 200 and increased to 67.3% for dataset with 

1,504 documents. It is observable that by growing the 

size of dataset, the efficiency is increased. 

 
Fig. 1: The speedup of the proposed method in solving the 3-
similarity for different number of threads and different size of 

datasets. 

 
Fig. 2: The speedup of the proposed method in solving the 4-
similarity for different number of threads and different size of 

datasets. 

Table 1 presents the execution time of the Keshavarzi’s 
method [1] and our proposed method in sequential and 
parallel with 8 threads for 3-similarity, 4-similarity and 5-
similarity by changing the size of dataset. In this table “-“ 
means that the method is unable to solve the problem. 
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Fig. 3: The speedup of the proposed method in solving the 5-
similarity for different number of threads and different size of 

datasets. 

 
Fig. 4: The of efficiency using 8 threads for different size of 

dataset for 3, 4 and 5-similarity problems. 
 

The columns entitled by “[1]” shows that although the 

Keshavarzi’s method [1] is theatrically true, it is 

practically unable to solve the 𝑛-similarity problem for 

𝑛 ≥ 5. Besides, for 𝑛 = 4 the proposed method in [1] 

just can work on datasets with the size of less than 200. 

For the 3-similarity problem, the Keshavarzi’s method [1] 

is applicable for datasets which are contained less than 

1400 documents. These are due to the high memory 

space which this method needs to keep matrixes to be 

accessible in recursive order. While, our proposed 

method is applicable for all examined size of datasets. 

Because, it just needs to keep the 2-similarity matrix in 

the size of 𝑁2 to solve the 3, 4, 5 and generally 𝑛-

similarity problems. Moreover, in this table, it clearly 

illustrates the decreasing execution time using 

parallelism in comparison with sequential version of the 

proposed method. So, our proposed method is a scalable 

version of exact method proposed in [1]. Table 2 shows 

the approximate required space memory to keep the 

matrixes in Keshavarzi’s method [1] and our suggested 

approach. It can be clearly seen that the proposed 

method needs very low memory in comparison with [1].  

Besides, the used space memory of the proposed 

method is constant for 3, 4 and 5-similarity problems. 

This table truly shows why the proposed method in [1] is 

unable to work for large datasets and bigger amount of 

𝑛 as have been specified by “-“ at Table 1. 

Table 1: Comparison of the expectation time (sec.) of the 
proposed method in sequential and parallel for 3, 4 and 5-
similarity 
 

Dataset 

size 

𝒏 = 𝟑 𝒏 = 𝟒 𝒏 = 𝟓 

 [1] Seq. Par. [1] Seq. Par. [1] Seq. Par. 

200 0.032 0.025 0.005 1.76 1.669 0.320 - 211.652 51.496 

400 0.31 0.252 0.058 - 25.268 4.849 - 2899.12 664.935 

600 0.882 0.868 0.185 - 128.207 23.919 - 4576.58 945.574 

800 1.741 1.698 0.328 - 406.095 76.047 - 9543.86 2065.771 

1000 3.621 3.570 0.682 - 991.948 179.375 - 14763.76 3006.875 

1200 6.39 6.315 1.165 - 2057.19 366.048 - 18673.91 3712.506 

1400 9.024 8.773 1.612 - 3824.16 673.267 - 24983.13 4661.031 

1504 - 10.38 1.912 - 5262.34 926.468 - 26459.87 4909.066 

 
Table 2: Comparison of approximate size of required memory 

for the proposed method and Keshavarzi’s method [1] in 

solving 𝑛-similarity for 𝑛 = 3, 4 and 5 

 
Dataset 

size 

𝒏 = 𝟑 𝒏 = 𝟒 𝒏 = 𝟓 

 
[1] Proposed 

method 

[1] Proposed 

method 

[1] Proposed 

method 

200 8 MB 40 KB 1.6 GB 40 KB 320 GB 40 KB 

400 64 MB 160 KB 25.6 GB 160 KB 10.2 TB 160 KB 

600 216 MB 360 KB 129.8 GB 360 KB 77.8 TB 360 KB 

800 512 MB 640 KB 410.1 GB 640 KB 328 TB 640 KB 

1000 1 GB 1 MB 1 TB 1 MB 1 PB 1 MB 

1200 1.7 GB 1.4 MB 2 TB 1.4 MB 2.4 PB 1.4 MB 

1400 2.7 GB 2 MB 3.8 TB 2 MB 5.3 PB 2 MB 

1504 3.4 GB 2.2 MB 5.1 TB 2.2 MB 7.7 PB 2.2 MB 

 

 
Fig. 5: The speedup of proposed method for Re0 dataset in the 

size of 1504 by changing the number of cores. 

 
Fig. 6: The efficiency of the proposed method for Re0 dataset 

in the size of 1504 by changing the number of cores. 
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Fig. 5 shows the speedup by changing the number of 

cores from 2 to 8 for Re0 dataset with the size of 1,504, 

for 3-similarriy, 4-similarity and 5-similarity problems. 

For the 3-similrity, the speedup is changed from 1 to 

5.43. For 4-similarity it is reached from 1 to 5.68 and in 

the case of 5-similarity, the speedup increases from 1 to 

5.39 by changing the number of threads from 1 to 8.  

It is observable that the trend of speedup for these 

three problems is so close to each other. Also, Fig. 6 

shows the efficiency for Re0 dataset in the size of 1,504 

for different number of cores from 1 to 8, for 3-

similarity, 4-similarity and 5-similarity problems. The 

efficiency respectively reaches to 67.8%, 71.0% and 

67.3% for 3-similarity, 4-similarity and 5-similarity by an 

8-core CPU. The trend of this figure shows decreasing 

the efficiency from 100% to 68% in average. Also, as in 

Fig. 5, the efficiency trend is for the three problems is 

similar. Generally, the proposed parallel method leads to 

decreasing the execution time and increasing the 

speedup especially for larger datasets. As a consequence 

our method is able to deliver the exact result in a 

practically feasible time in comparison with the state-of-

the-art exact method. 

Conclusion 

In this study, the theory of the 𝑛-similarity problem is 

reviewed. The executing time and the space complexity 

of the previous exact method to solve this problem are 

high and increase more by growing the size of dataset. In 

addition, the metaheuristics proposed to solve this 

problem generate non-deterministic solutions and are 

unable to compute the 𝑛-similarity values for all possible 

groups of 𝑛 objects. Therefore, in this paper we 

proposed an exact method with low space complexity 

and improve its running time using parallelism by Open-

MP. The experiments performed on a textual dataset by 

varying its size and reported results show that the 

proposed parallel method averagely accelerate the 

speed of the method as 5, 5.38 and 4.82 times for 3-

similariy, 4-similarity and 5-similarity problems 

respectively. Also, it was mathematically proved that for 

each value of 𝑛, the space complexity was improved to 

𝑂(𝑁2), in which 𝑁 is the size of dataset. 
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Abbreviations 

(n-1)-sim (n-1)-similarity 

𝑑𝑖  Document 𝑖 

𝑤𝑘𝑖  the weight of word 𝑡𝑘 in document 𝑑𝑖  

2-sim 2-similarity 

3-sim 3-similarity 

Cosine_Sim Cosine similarity measurement 

MAX maximum 

MaxTread Found maximum by each thread 

min minimum 

N Size of dataset 

n-Sim n-similarity 

S similarity 

S2 2-similarity 

S3 3-similarity 

S4 4-similarity 

Sn n-similarity 

T The set of terms 

TF Term frequency 

tid Thread ID 

DF number of documents 
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 Background and Objectives: The wind turbines (WTs) with doubly fed 
induction generator (DFIG) have active and reactive power as well as 
electromagnetic torque oscillations, rotor over-current and DC-link over-
voltage problems under grid faults. Solutions for these problems presented in 
articles can be classified into three categories: hardware protection devices, 
software methods, and combination of hardware and software techniques. 
Methods: Conventional protection devices used for fault ride through (FRT) 
capability improvement of grid-connected DFIG-based WTs impose difficulty in 
rotor side converter (RSC) controlling, causing failure to comply with grid code 
requirements. Hence, the main idea in this paper is to develop a novel 
coordinated model predictive control (MPC) for the power converters without 
need to use any auxiliary hardware. Control objectives are defined to maintain 
DC-link voltage, rotor current as well as electromagnetic torque within 
permissible limits under grid fault conditions by choosing the best switching 
state so as to meet and exceed FRT requirements. Model predictive current 
and electromagnetic torque control schemes are implemented in the RSC. 
Also, model predictive current and DC-link voltage control schemes are applied 
to grid side converter (GSC). 
Results: To validate the proposed control method, simulation studies are 
compared to conventional proportional-plus-integral (PI) controllers and 
sliding mode control (SMC) with pulse-width modulation (PWM) switching 
algorithm. In different case studies comprising variable wind speeds, single-
phase fault, DFIG parameters variations, and severe voltage dip, the rotor 
current and DC-link voltage are respectively restricted to 2 pu and 1.2 times of 
DC-link rated voltage by the proposed MPC-based approach. The maximum 
peak values of DC-link voltage are 1783, 1463 and 1190 V by using PI control, 
SMC and the proposed methods, respectively. The maximum peak values of 
rotor current obtained by PI control, SMC and the proposed strategies are 
3.23, 3.3 and 1.95 pu, respectively. Also, PI control, SMC and the proposed 
MPC methods present 0.8, 0.4 and 0.14 pu, respectively as the maximum peak 
values of electromagnetic torque.  
Conclusion: The proposed control schemes are able to effectively improve the 
FRT capability of grid-connected DFIG-based WTs and keep the values of DC-
link voltage, rotor current and electromagnetic torque within the acceptable 
limits. Moreover, these schemes present fast dynamic behavior during grid 
fault conditions due to modulator-free capability of the MPC method. 

 

Keywords: 
Coordinated model predictive 
control 

DFIG-based WT 

Grid code requirements 

Grid faults 

 

 

 

*Corresponding Author’s Email 
Address:  

ataher@kashanu.ac.ir 

 

 

Introduction 

Due  to  development  in  power   electronic   technology, variable speed wind energy conversion systems (WECSs) 
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are integrated into power systems [1]. Among different 

types of WECSs, doubly fed induction generator (DFIG)-

based wind turbines (WTs) are widely used because of 

flexible operation at different speeds, high energy 

transfer capability, requirement of low cost and small 

size power electronics system, control capability of 

active and reactive powers, etc. [2].  

During faults and voltage dips occurred in a power 

grid, the stator current of DFIG-based WT increases as a 

result of the direct connection of stator windings to the 

power grid. Since there is magnetic coupling between 

stator and rotor windings, high rotor inrush currents and 

DC-link capacitor over-voltage are created [3]. In order 

to address the risk of damage to rotor side converter 

(RSC) and DC-link capacitor, and to improve the fault ride 

through (FRT) capability, researchers have proposed 

three different types of solutions: hardware protection 

techniques, software methods, and combination of 

hardware and software methods. 

Crowbar is an old hardware protection device to 

maintain power electronics and to improve FRT behavior 

of DFIG-based WTs. It suggests disconnecting WT from 

the grid during severe electrical faults. Although this 

protection device avoids high rotor inrush currents and 

leads to RSC isolation, the DFIG-based WT operates 

similar to a squirrel cage induction generator drawing a 

considerable amount of reactive power from the power 

grid [4], [5]. On the other hand, recent grid codes require 

DFIG-based WTs to stay connected to the power grid 

during and after faults, and to provide FRT capability [6]. 

Therefore, developed control strategies have been 

proposed to improve the DFIG performance during the 

voltage dip and crowbar activation [7], [8]. 

A set of thyristor controlled resistors that are 

connected to the rotor windings have been presented in 

[3] in order to limit the high current and to provide a 

bypass for it in the rotor circuit. Furthermore, 

superconducting magnetic energy storage-fault current 

limiter (SMES-FCL) [9], dynamic voltage restorer (DVR) 

[10], static synchronous compensator (STATCOM) [11] 

and static volt ampere reactive compensator (SVC) [12] 

are employed as hardware protection methods to 

improve FRT behavior of DFIG-based WTs. In [13], the 

authors used a superconducting coil (SC) in the DFIG-

based WT’s DC-link. The proposed hardware solution 

acts as a FCL during severe faults of power systems to 

reduce the rotor and stator over-currents and also the 

DC-link over-voltage, while it acts as an energy storage 

device during normal operating conditions to smooth 

out output power fluctuations. FRT requirement of 

current-based protection devices which their accurate 

operation necessitates fault current provision by 

resources for a given period of time has been discussed 

in [14]. In [15], a modified DC chopper has been 

proposed not only to keep the DC-link voltage in 

acceptable range, but also to limit the rotor transient 

over-current in a permissible level without requiring the 

high rated current antiparallel diodes in the RSC. A novel 

inductive superconducting fault current limiter (SFCL)-

based protection strategy with demagnetization 

technology has been presented in [16] to enhance the 

FRT capability of DFIG-based WTs. However, hardware 

solutions are still expensive as well as, they impose 

additional maintenance costs. 

In addition to hardware protection techniques, 

advanced control strategies have been introduced to 

limit the DC-link over-voltage and rotor over-current 

which might be categorized under software solutions 

[17]-[23], [25]-[29]. The authors in [21] implemented 

proportional-plus-integral (PI) controllers combined with 

Lyapunov-based nonlinear control method in order to 

enhance the transient behavior of DFIG-based WT. In 

this FRT method, the rotor back-EMF voltage 

compensation leads to limit inrush current of the rotor 

and electromagnetic torque oscillations. In [22] and [23], 

feed-forward transient control approach was utilized for 

RSC so as to enhance the FRT capability. 

In recent years, model predictive control (MPC) has 

attracted lots of attention because it provides a free-

modulation technique to control power converters, as 

well as simple and flexible control approach while 

constraints and nonlinearities are included. In [24], a 

model-based predictive controller has been presented 

for DFIG direct power control in RSC which the control 

law has been derived by optimization of the difference 

between the predicted active and reactive powers and 

their references. Model predictive current control has 

been proposed as FRT improvement strategy for DFIG-

based WT in [25]-[27].  

Nevertheless, none of these works utilize the benefits 

of MPC to control and limit DC-link voltage and 

electromagnetic torque during fault conditions. An 

application of fuzzy logic controller with type of Takagi–

Sugeno–Kang tuned using adaptive neuro-fuzzy 

inference system (ANFIS) and MPC theory for power 

converters was designed in [27] to limit the DC-link over-

voltage and rotor over-current under fault conditions, 

although improving transient electromagnetic torque 

has not been considered.  

As the DFIG-based WT has nonlinear dynamics, 

nonlinear controllers have been applied to power 

converters in [28], [29]. The transient behavior of DFIG 

by using sliding mode controllers and two protection 

circuits of crowbar and DC-chopper under severe grid 

faults was discussed in [28]. Even though the proposed 

nonlinear control technique can regulate DC-link voltage 

within acceptable limit, it tends to fail in limiting the 

rotor current.  
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Fig. 1:  The grid-connected WT with DFIG under study. 

 
 

Because of high cost and low system reliability of 

using hardware solutions and unsatisfactory 

performance of some software solutions, proposing a 

new control approach as a software solution in order to 

enhance FRT capability of DFIG-based WT still seems 

indispensable; a novel approach which is robust against 

changes in the system model without requiring auxiliary 

protection devices. Since the PI controllers will be easily 

saturated under severe voltage dips, these controllers 

with pulse-width modulation (PWM) switching algorithm 

in both RSC and grid side converter (GSC) are 

substituting by MPC schemes in this paper. As the main 

contribution of this paper, predictive control of 

electromagnetic torque and DC-link voltage during fault 

condition are employed in coordinated MPC schemes of 

RSC and GSC, respectively. Moreover, power converter 

switching signals are obtained by the MPC theory 

without using any additional modulation techniques to 

improve the FRT capability of DFIG-based WTs during 

extreme voltage dips. And finally, the proposed control 

structure performance in the FRT capability 

enhancement of DFIG-based WTs is compared with 

sliding mode control (SMC) and PI control by several 

simulations in the MATLAB/SIMULINK environment. 

The remaining parts of the paper are given as follows. 

The next section presents modeling and conventional 

control structure of DFIG-based WTs. Then, the SMC for 

FRT improvement, which has been proposed in [28], is 

reviewed. Next, the design of improved MPC-based 

control schemes for enhancing transient behavior of 

DFIG-based WT under grid fault condition is described. 

Simulation results are discussed and concluded in the 

next sections to validate the efficiency of the proposed 

control approach.  

Modeling and Conventional Control of DFIG-Based 

WT 

The schematic diagram of the DFIG-based WT test 

system is illustrated in Fig. 1. With respect to the 

indicated stator and rotor current directions, the DFIG-

based WT dynamics in a synchronous reference frame is 

derived. The voltages and also fluxes of stator and rotor 

circuits in a dq  reference frame rotating at angular 

speed of  , in per unit values, and referred to the stator 

side are presented as follows [21], [30]: 

1 sdq

sdq s sdq sdq

b

d
v R i j

dt
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2

1 rdq

rdq r rdq rdq
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d
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sdq s sdq m rdqL i L i  

                                                             

(3) 

rdq r rdq m sdqL i L i  

                                                             

(4) 

In accordance with (1), the stator flux state space 

equations can be written as 
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Using (2)-(4), the state space equations of rotor circuit 

are given as 

2

2

rd b r b b

rd b rq d rd

rq b r b b

rq b rd rq

r r r

q

r r r

d

L

i R

t L L L

L L

i i E v
d

di R
i i E v

dt

  
 

  
 


      


    















                  

(6) 

where rR , rL  and 
dqE   are given by 
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The electromagnetic torque directly depends on 

stator flux and rotor current as 

 m

e sq rd sd rq

s

L
T i i

L
  

                                                  

(10) 

The harmonic pollution of the output current in the GSC
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Fig. 2:  Schematic diagram of PI controllers with PWM structure for RSC and GSC. 

 
 

for an appropriate selected switching frequency is kept 

low enough by means of a filter. This filter which is 

located in the grid side is a series RL low pass filter which 

consists of gR  and gL . The state space representations 

of grid side filter are obtained as 

gd b g b b

gd b gq sd gd

g g g

gq b g b b

gq b gd sq gq

g g g

di R
i i v v

dt L L L

di R
i i v v

dt L L L

  
 

  
 


   



    





                

(11) 

Considering synchronous reference frame with the d  

axis aligned with the stator voltage space vector, the 

dynamic model of DC-link is described by the following 

instantaneous power balance. 

s

dc

dc r s losd gd

Vd
P

dt
CV P v i  

                                         

(12) 

Fig. 2 shows the conventional control system of RSC 

and GSC. In the RSC, the d  and q  components of rotor 

current reference value are generated using active and 

reactive power controllers. The difference between 

these reference components and measured values of 

rotor current are applied to the current controller. rdv
 

and rqv  are obtained from the current controller and 

converted to abc  quantities. Then, IGBT gate drive 

signals are generated using PWM switching technique. 

The control system in GSC keeps the DC-link voltage 

constant as its main purpose. Taking into consideration 

the vector control oriented with stator voltage, ,gd refi  

controls the DC-link voltage. Reactive power which is 

injected into the power grid by GSC can be stated as 

 *

g sdq gdq sq gd sd gqQ Im v i v i v i  

                                     

(13) 

Accordingly, the reactive power is controlled by ,gq refi  

and can be injected into the grid. In this study, we set 

, 0g refQ  . 

Review of SMC for Fault Ride Through 

SMC is a nonlinear control technique with several 

advantages such as simplicity, robustness against system 

uncertainties and disturbances originated from external 

source, as well as good dynamical response. The SMC 

structure consists of equivalent control vector obtained 

in regard to the system mathematical model and 

switching part of control vector. In the SMC method, 

sliding surfaces are defined and the system states are 

pushed to their desired values. In [28], the sliding 

surfaces for RSC control have been considered the error 

between the measured and reference rotor currents as 

follows: 

,

,

rd ref rd

rq q r q

d

er r

r

f

s i i

is i









                                                              

(14) 

The equivalent rotor voltages are obtained by supposing 

the sliding surface derivatives to be zero. 
 

,

,
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rq rq ref rq

dds d

dt dt dt

ds d d
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i i

i i

dt dt






 






                                                        

(15) 

The equivalent values of rotor voltages obtained by 

substituting (6) into (15) are stated as follows. 
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(16) 

The switching rotor voltages are properly designed so 

that the derivative of Lyapunov function, which is 

considered as 21
, ,

2
iV s i rd rq  , becomes negative-

definite as follows: 
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The rotor voltage consists of two parts: the equivalent 

value and the switching value given as 

eq s
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v v v
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(18) 

Fig. 3 depicts the schematic diagram of the SMC used 

in the RSC control structure which has been proposed in 

[28]. It is adjusted according to equations in per unit 

values that have been presented in this paper. 
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Fig. 3:  Schematic diagram of the SMC used in RSC control 
structure. 

 

In the GSC control structure, SMC sets the dq  

components of the GSC current by considering state 

space representations of the grid side filter, (11), and 

thus, defining sliding surfaces as follows: 
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(23) 

The block diagram of the SMC applied to the GSC, which 

has been proposed in [28], has been adjusted based on 

equations in per unit values within this paper (see Fig. 4). 
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Fig. 4:  Schematic diagram of the SMC used in GSC control 

structure. 
 

The Proposed Predictive Approach 

The MPC schemes for electromagnetic torque and 

current control in RSC and DC-link voltage and current 

control in GSC, which are on the basis of system models 

for predicting the action of state variables at the next 

sampling time and generating switching drive signals of 

power converters, are presented in this section. Firstly, 

the predicted value of a state variable is computed for all 

switching states which can exist. Then, the appropriate 

switching state which minimizes a cost function is 

chosen. Considering the discrete nature of power 

converters, the finite number of switching states, and 

the fast microprocessors, online minimization of the cost 

function is possible [31], [32]. It is essential to note that 

stability analysis of MPC controlled power converters has 

been presented in [33], [34] by considering the cost 

function of MPC as a candidate Lyapunov function. Fig. 5 

illustrates the schematic diagram of the proposed MPC-

based controllers’ design for RSC and GSC.  

A.  MPC-Based Control of RSC 

Fig. 6 shows an RSC that is assumed to be a three-

phase converter with two power switches for each 

phase. At any specific time, only one switch is permitted 

to operate. The switching signals aS , bS , and cS  can be 

defined as 

1 4

1 4

1

0
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if S on and S off
S

if S off and S on
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Fig. 5:  Schematic diagram of the improved MPC implemented in RSC and GSC control structures. 

 
 

The switching states of the three-phase two-level 

converter shown in Fig. 6 are given in Table 1. The 

converter’s output voltage vector is described as follows: 

 22

3
aN bN cNv v v  v a a

                                                 

(27) 

where 2 /3je a , and ; , ,iN i dcv S V i a b c  . 

Considering the possible combinations of switching 

signals, eight states and consequently seven different 

vectors of voltage are achieved (i.e. the switching states 

1 and 8 in Table 1 present similar voltage vector which 

have been written in red.). In order to predict the action 

of dq  components of rotor current, a discrete-time 

model in sampling time sT  is used which is obtained by a 

simple approximation of the derivatives. Forward Euler 
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approximation method is used to approximate the dq  

components of rotor current derivative as follows: 
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Fig. 6:  Three-phase power converter circuit. 
 
 

Table 1: Switching states of the three-phase two-level 

converter 
 

1S  
2S  

3S  
4S  

5S  
6S  

1 0 0 0 1 1 1 

2 0 0 1 1 1 0 

3 0 1 0 1 0 1 

4 0 1 1 1 0 0 

5 1 0 0 0 1 1 

6 1 0 1 0 1 0 

7 1 1 0 0 0 1 

8 1 1 1 0 0 0 
 

 

By replacement of (28) into (6), the dq  components 

of rotor current at the next sampling time are given by 
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The above equations are utilized for calculating a cost 

function which is given in the following paragraphs; it is 

defined so as to minimize the quadratic error between 

reference values of rotor current components and their 

predicted values. For simplicity, the reference rotor 

currents are considered not to change during each 

sampling time; thus: 

       , , 1 , , , , 1 , ,
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i i i i

 
 

                          

(30) 

Similar principle is used in predictive electromagnetic 

torque control. In other words, predictions are made for 

the future values of the stator flux and electromagnetic 

torque in this scheme. Forward Euler approximation is 

also considered to compute the dq  components of the 

stator flux as follows: 
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(31) 

The stator flux components at the next sampling time 

are calculated by substituting (31) into (5). 
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(32) 

Given the values of stator flux and rotor current 

components at the next sampling time and substituting 

them into (10), the electromagnetic torque prediction is 

obtained: 
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(33) 

Similar to reference rotor currents, the reference 

electromagnetic torque at the next sampling time is 

assumed to be equal with the present sampling time.  

The switching state is selected corresponding to 

minimum cost function for the next sampling time, and 

hence applied to RSC in order to achieve an appropriate 

electromagnetic torque and rotor current regulation. 

The cost function is defined as: 
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(34) 

where,   and   are weighting factors and in this paper 

have been assigned 0.3 and 0.7, respectively by trial and 

error to improve both transient rotor current and 

transient electromagnetic torque during fault conditions. 

Due to the dependence of the electromagnetic torque 

on the rotor current, the rotor current can be indirectly 

controlled by controlling the electromagnetic torque. 

Hence, the weighting factor of electromagnetic torque 

term is considered to be larger than the weighting factor 

of the rotor current term in the (34). Based on [32], 

weighting factors are design parameters and adjusting of 

these factors depends on terms of the cost function. In 

other words, each term in the cost function is multiplied 

by a weighting factor to allow balancing of the different 

units and magnitudes of the controlled variables and to 

control their relative importance. A systematic way to 

determine these parameters is still a challenge and an 

open topic for research. 

B.  MPC-Based Control of GSC 

Similar to RSC topology, GSC is considered to be a 

three-phase two-level converter with seven different 

vectors of voltage (Fig. 6). GSC current action is 

predicted by following approximation equations 

regarding to current derivative dq  components: 
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The predicted components of GSC current are 

obtained by substituting (35) into (11) as 
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(36) 

 

Since DC-link dynamics is nonlinear, the conventional 

PI control for DC-link voltage regulation will fail to 

operate properly considering uncertainties and voltage 

dips. Hence, during fault conditions, predictive DC-link 

voltage control is designed based on DC-link dynamics 

equation (12) regardless of GSC switching losses as 

follows: 

dc

dc r gd gd

V
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d
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t
V v i

d
  

                                                    

(37) 

Based on forward Euler approximation, the derivative 

of DC-link voltage can be written as 
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(38) 

The predicted DC-link voltage is calculated by 

substituting (38) into (37). 
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Similar to MPC scheme in RSC, changes of the 

reference values in one sampling time are ignored. 

The switching state of GSC is obtained on the basis of 

the defined cost function (40) in order to return the 

minimum value for the next sample time: 
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As shown in Fig. 5, A  and B  are obtained from a 

hysteresis controller which its output takes zero or one 

values. It should be noted that according to the nominal 

value of Vdc (i.e. 1150 V) the upper and lower bands of 

the hysteresis controller have been considered 1165 V 

and 1155 V, respectively. When the DC-link voltage 

exceeds the upper band, the output value of the 

hysteresis controller will be one. If the DC-link voltage is 

less than the lower limit, the output value of the 

hysteresis controller is zero. In fact, at normal conditions 

the cost function (40) is the quadratic error between 

reference values of GSC current components and their 

predicted values. Whereas, during fault conditions, this 

cost function becomes the summation of the quadratic 

error between q component of predicted GSC current 

and its reference, and the quadratic error between 

predicted DC-link voltage and its reference. 

Results and Discussion 

The test system shown in Fig. 1 is modeled and 

simulated in the MATLAB-SIMULINK environment to 

investigate the performance of the proposed approach 

in FRT capability of the grid-connected DFIG-based WT 

with regard to the U.S. grid code stated by the Federal 

Energy Regulatory Commission, FERC. Fig. 7 shows the 

voltage dip ride through curve as specified by the FERC 

grid code. Accordingly, WTs must provide FRT support 

and remain connected to power grid in fault conditions 

with 85% depth and 600 ms duration in the point of 

common coupling (PCC) voltage [6]. In this study, the 

proposed control objectives are to restrict the current of 

rotor winding and the DC-link voltage to the ranges of 2 

pu and 1.2 times of DC-link rated voltage value, 

respectively [35]. 
 

Beginning of voltage dip

No trip

WT may trip

Time (sec)

0 10.6 2 3

10
20

0

100

V(%)

 
 

Fig. 7:  Low voltage ride through (LVRT) requirement presented 
by FERC. 

 

Parameters of the power grid, synchronous generator 

and DFIG-based WT shown in Fig. 1 are given in Tables 2-

4. At time t=1 s, a 600 ms three-phase short-circuit fault 

has been simulated in the transmission line, which drops 

the PCC voltage to 15% of its rated value. Fig. 8 shows 

the transient response of DFIG-based WT during the 

fault.  

Simulations are performed for a constant wind speed 

equal to 12 m/s. Results are compared with PI control 

and SMC methods which utilize PWM to implement the 

desired control.  

For proper impartial comparison between 

conventional PWM and switching based on MPC theory, 

the same average of switching frequency has been 

considered in the latter one. Rotor current and DC-link 

voltage intense transients can be seen as the fault occurs 

and as it is cleared. When the conventional PI method is 

used, at the fault occurrence moment, the rotor current 

reaches 3.5 pu as a consequence of the magnetic 

coupling between stator and rotor. 
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Table 2: Parameters of electrical power grid 

 
Rated voltage 25 kV  

Rated frequency 60 Hz  

Parameters of transmission lines  

 Sequences 

 Positive Zero 

(Ω/km)R  0.1153 0.413 

(mH/ km)L  1.05 3.32 

(nF / km)C  11.33 5.01 

 # 1 # 2 # 3 # 4 

Length(km)  20 15 15 30 

Parameters of loads  

 (kW)P  (kVAr)Q  

# 1 400 120 

# 2 600 150 

 

Table 3: Parameters of synchronous generator 

 
Rated voltage 400 V  

Rated power 85 kVA  

Rated speed 1500 rpm  

dX  1.305 pu  

dX   0.296 pu  

dX   0.252 pu  

qX  0.474 pu  

qX   0.243 pu  

lX  0.18 pu  

dT   1.01 s  

dT   0.053 s  

qoT   0.1 s  

Stator resistance 3 2.8544 *10 pu  

Pole pairs 4  
Inertia coefficient 3.2 s  

 
Table 4: Parameters of WT with DFIG 

 
Rated power 1.5 MW  

Rated value of 
sv  575 V  

Rated frequency 60 Hz  

sT  65*10 s  

Nominal wind speed 12 m/s  

sR  0.00706 pu  

rR  0.005 pu  

Leakage inductance of stator 0.1716 pu  

Leakage inductance of rotor  0.156 pu  

mL  2.9 pu  

Pole pairs 3  

Inertia constant 0.685 s  

gR   0.003 pu  

Filter reactance in grid side  0.3 pu  

Nominal value of dcV  1150 V  

C  10 mF  

Furthermore, the sudden voltage drop prevents GSC 

from delivering the excess power to the power grid. 

Therefore, the excess power in RSC causes DC-link 

voltage fluctuations to exceed their permissible limit 

(around 1.4 pu in this case). Accordingly, there is the risk 

of damage to RSC and DC-link capacitor. SMC method 

can limit the DC-link over-voltage bellow 1.2 times of DC-

link rated voltage value, but it is incapable to restrict the 

rotor current within permissible limits. However, using 

the proposed method, peak oscillations of DC-link 

voltage and rotor current will be restricted to acceptable 

thresholds and ride through capability of DFIG-based WT 

will be ensured. Significant mechanical stresses are 

created due to electromagnetic torque fluctuations 

under low grid voltage conditions which consequently 

reduce the machine reliability. The performance of the 

proposed method in electromagnetic torque peak 

suppression can be observed in Fig. 8c. As shown in Figs. 

8d and 8e, output active and reactive powers of DFIG-

based WT by using the proposed method have better 

transient responses than PI control and SMC methods, 

especially at the fault clearance time. 
 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

Fig. 8:  Transient behavior of DFIG-based WT under wind speed 
of 12 m/s and an 85% three-phase fault: (a) DC-link voltage (V); 

(b) rotor current (pu); (c) electromagnetic torque (pu); (d) 
active power (pu); (e) reactive power (pu). 

 

 

A.  Operation with Variable Wind Speed 

In order to prove the effectiveness of the proposed 

MPC-based control approach considering the variability 

of wind speed, three other case studies are conducted in 

this part.  

A three-phase fault occurs such that it leads to 85% 

voltage dip.  

The simulated fault is cleared after 600 ms. Transient 

behavior of DFIG-based WT using wind speeds of 7 and 

10 m/s are shown in Figs. 9 and 10, respectively.  

Also, in order to investigate real wind turbulence in 

action, variable wind speed firstly starts with 12 m/s; 

then at time t=10 s a real turbulence term which is 

generated by Dryden velocity spectra [36] is applied.  

The wind speed variations and its effects on transient 

behavior of DFIG-based WT are illustrated in Figs. 11 and 

12, respectively. It is observed from Figs. 9, 10, and 12 

that the SMC method cannot limit the rotor current to 2 

pu, but it keeps the DC-link voltage within the 

permissible range.  

Also, the proposed FRT enhancement approach is 

capable to constrain the DC-link voltage, rotor current 

and electromagnetic torque within specified bounds, 

and thus, the FRT capability of DFIG-based WT is 

improved. 

 
(a) 

 
(b) 

 
(c) 

 
 

(d) 
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(e) 

Fig. 9:  Transient behavior of DFIG-based WT under wind speed 
of 7 m/s and an 85% three-phase fault: (a) DC-link voltage (V); 

(b) rotor current (pu); (c) electromagnetic torque (pu); (d) 
active power (pu); (e) reactive power (pu). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 10:  Transient behavior of DFIG-based WT under wind 
speed of 10 m/s and an 85% three-phase fault: (a) DC-link 

voltage (V); (b) rotor current (pu); (c) electromagnetic torque 
(pu); (d) active power (pu); (e) reactive power (pu). 

 

 
Fig. 11:  Wind profile (m/s). 

 

B.  Operation with Single-Phase Fault 

A short-circuit fault of single-phase to ground is 

tested to examine the robustness of the improved MPC 

schemes for enhancing FRT capability. Given the DFIG-

based WT operating under wind speed of 12 m/s, the 

performance of coordinated MPC approach is compared 

to PI control and SMC methods which is shown in Fig. 13. 

The proposed method improves the peak DC-link 

voltage, rotor current, and electromagnetic torque by 

5.53%, 35.33%, and 83.75%, respectively, and reduces 
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their corresponding oscillations in comparison with the 

results derived from PI and SMC applications for FRT 

capability enhancement. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 12:  Transient behavior of DFIG-based WT under variable 
wind speed and an 85% three-phase fault: (a) DC-link voltage 
(V); (b) rotor current (pu); (c) electromagnetic torque (pu); (d) 

active power (pu); (e) reactive power (pu). 
 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

Fig. 13:  Transient behavior of DFIG-based WT under wind 
speed of 12 m/s and single-phase fault: (a) DC-link voltage (V); 

(b) rotor current (pu); (c) electromagnetic torque (pu); (d) 
active power (pu); (e) reactive power (pu). 

 

C.  Operation with Variation in DFIG Parameters 

In this part, the simulation is performed when the 

magnetizing inductance, stator and rotor resistances are 

1.5 and 0.5 times of their nominal values to investigate 

robust performance of the proposed control method 

against parameter uncertainties [21]. Figs. 14 and 15 

depict the simulation results. In such cases, where DFIG 

parameters vary, the proposed MPC-based control 

scheme is more effective than both of the PI control and 

SMC methods in terms of FRT enhancement. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 14:  Transient behavior of DFIG-based WT under wind 
speed of 12 m/s, an 85% three-phase fault and DFIG parameter 

variation: 1.5 s sR R , 1.5 r rR R , 1.5 m mL L ; (a) DC-link 

voltage (V); (b) rotor current (pu); (c) electromagnetic torque 
(pu); (d) active power (pu); (e) reactive power (pu). 
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(a) 

 
(b) 

 
(c) 

 

 
(d) 

 
(e) 

Fig. 15:  Transient behavior of DFIG-based WT under wind 
speed of 12 m/s, an 85% three-phase fault and DFIG parameter 

variation: 0.5 s sR R , 0.5 r rR R , 0.5 m mL L ; (a) DC-link 

voltage (V); (b) rotor current (pu); (c) electromagnetic torque 
(pu); (d) active power (pu); (e) reactive power (pu). 

 

D.  Operation with a Severe Three-Phase Fault 

In order to study the DFIG transient behavior under a 

severe three-phase fault using the proposed method, a 

90% three-phase dip in voltage is considered. In Fig. 16, 

simulation results show that using the coordinated MPC 

approach, the peak rotor current, electromagnetic 

torque and DC-link voltage are limited significantly. 

 
(a) 

 

 
(b) 
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(c) 

 
(d) 

 
(e) 

Fig. 16:  Transient behavior of DFIG-based WT under wind 
speed of 12 m/s and a 90% three-phase fault: (a) DC-link 

voltage (V); (b) rotor current (pu); (c) electromagnetic torque 
(pu); (d) active power (pu); (e) reactive power (pu). 

 

From the above different case studies provided in this 

section, it can be observed that, using the proposed 

method, the DC-link voltage and the rotor current are 

kept within acceptable limits. Moreover, it is worth 

noticing the fast dynamic behavior of the proposed 

method. This can be explained by the fact that MPC is a 

direct strategy that does not require an inner PI control 

loop for modulators. Hence, there is no bandwidth 

limitation for the electromagnetic torque dynamics. 
Although the proposed control scheme requires lots of 

calculations compared to conventional methods, 

fortunately, the today performance of modern 

microprocessors is sufficiently high to make this 

approach practical. 

Conclusion 

This paper proposed a novel MPC-based control 

strategy to improve the FRT capability of grid-connected 

DFIG-based WTs. Simulation results illustrated that the 

proposed control scheme is able to effectively reduce 

the peak values of DC-link voltage, rotor current and 

electromagnetic torque, while maintaining their values 

within the acceptable threshold. As a consequence of 

the inherent fast dynamics of the proposed control 

method, it also reduces system oscillations during fault 

conditions. Accordingly, the DFIG-based WT successfully 

rides through grid faults and provides continuous 

active/reactive power for the grid during and post faults 

without requiring any auxiliary hardware protection 

devices, ensuring the compliance to grid code 

requirements. 

Finally, the robustness, effectiveness, and proper 

operation of the proposed control strategy over PI 

control and SMC techniques with PWM switching 

algorithm was demonstrated by conducting several 

different case study simulations including: variable wind 

speeds, severe voltage dips, single-phase faults, and 

DFIG parameters variations. It should be noted that 

maximum peak values of DC-link voltage by using PI 

control, SMC and the proposed methods in different 

case studies were 1783, 1463 and 1190 V, respectively. 

The PI control, SMC and the proposed methods provided 

3.23, 3.3 and 1.95 pu values, respectively as maximum 

peak of rotor current. Also, the maximum peak values of 

electromagnetic torque by using PI control, SMC and the 

proposed MPC strategies were 0.8, 0.4 and 0.14 pu, 

respectively. To conclude, the proposed model 

predictive approach can be considered as a fast, robust 

and effective FRT crowbarless solution for grid-

connected DFIG-based WTs. 
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Abbreviations  

 ,    Weighting factors 
  Flux 
  dq  reference frame’s speed  

b  Base value of angular frequency (in this 

study, we considered b  ) 

r  Rotor speed 

2 r    Rotor slip frequency 

A , B  Zero or one values obtained from the 
hysteresis controller 

ANFIS Adaptive neuro-fuzzy inference system 
C  DC-link capacitance 
DFIG Doubly fed induction generator 
DVR Dynamic voltage restorer 
e  Error between the measured and 

reference values of parameters 

E  Rotor back-EMF voltage 
FRT Fault ride through  

1 2,g g  Cost functions in RSC and GSC control 
structures respectively 

GSC Grid side converter 
i  Current 

k  SMCs’ parameters   

gL  Filter inductance used in grid side  

mL  Magnetizing inductance 

rL  Self-inductance of rotor  

rL  Transient inductance 

sL  Self-inductance of stator  

LVRT Low voltage ride through 
MPC Model predictive control 

P  Active power 
PCC Point of common coupling 
PI Proportional-plus-integral 

lossP  Total conducting and switching losses of 
the GSC 

rP  Rotor instantaneous input power 

PWM Pulse-width modulation 
Q  Reactive power  

gR  Filter resistance used in grid side  

rR  Resistance of rotor 

rR  Transient resistance 

sR  Resistance of stator  

RSC Rotor side converter  
s  Sliding surfaces  

aS , bS , cS  Switching signals  

SC Superconducting coil  

SFCL Superconducting fault current limiter  
SMC Sliding mode control 
SMES-FCL Superconducting magnetic energy 

storage-fault current limiter 
STATCOM Static synchronous compensator 
SVC Static volt ampere reactive 

compensator 

eT  Electromagnetic torque 

sT  Sampling time 

v  Voltage 

dcV  DC-link voltage 

WECS Wind energy conversion system 
WT Wind turbine  
Subscripts 

,d q  Synchronous dq  reference frame 
g  Quantities of grid side filter  

 k  Quantities at the thk  sampling time 

(present sampling time) 

 1k   Quantities at the 1thk   sampling time 

(next sampling time) 

nominal  Nominal quantity 

r  Quantities of rotor  

ref  Reference quantities 

s  Quantities of stator 
Superscripts 
eq  Equivalent control inputs 

s  Switching control inputs 
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 Background: Prediction of students' academic performance is essential for 

systems emphasizing students' greater success. The results can largely lead 
to increase in the quality of the educating and learning. Through the 
application of data mining, useful and innovative patterns can be extracted 
from the educational data. 
Methods: In this paper, a new metaheuristic algorithm, combination of 

simulated annealing and genetic algorithms, is proposed for predicting 

students’ academic performance in educational data mining. Although 

metaheuristic algorithms are one of the best options for discovering the 

hidden relationships between data in data science, they do not separately 

perform well in accurate prediction of students’ academic performance. 

Therefore, the proposed method integrates the advantages of both genetic 

and simulated annealing algorithms. The genetic algorithm is applied to 

explore new solutions, while simulated annealing is used to increase the 

exploitation power. By using this combination, the proposed algorithm has 

been able to predict the students’ academic performance with high accuracy. 

Results: The efficiency of the proposed algorithm is evaluated on five 

different educational data sets, including two data sets of students of Shahid 
Rajaee University of Tehran and three online educational data sets. Our 
experimental results show 1.09% − 24.39% and 0.29% − 6.57%  accuracy 
improvement of the proposed algorithm in comparison to the four similar 
metaheuristic and five popular classification methods respectively. 
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Introduction 
Educational data mining (EDM) refers to the application 

of data mining methods on data sets, obtained from 

educational centers or web sites, to extract useful and 

novel information from data. Early prediction of the 

students' academic performance at the end of a training 

course is one of the challenges in educational centers. 

Today the coronavirus has forced many educational 

centers to e-learning. It seems they continue online 

education even after the pandemic ends however some 

studies [1]-[5] demonstrate higher dropout rates in web-

based courses than traditional education ones which 

increase the importance of EDM. Usage of EDM can 

prevent financial and psychological consequences which 

are caused by failure of students, therefore various 

algorithms and methods have been used for this 

purpose. Metaheuristic algorithms, which are widely 

used to solve optimization problems, also have been 

used by researchers to analyze data and discover hidden 

patterns in a large data set [6]-[11]. 

To solve optimization problems effectively, several 

metaheuristic methods have been proposed such as: 

particle swarm optimization algorithm [12], artificial bee 

colony algorithm [13], differential evolution algorithm 

http://jecei.sru.ac.ir/
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[14], firefly algorithm [15] and earthworm optimization 

algorithm [16]. In these population-based optimization 

algorithms, the two concepts of "Exploration" and 

"Exploitation" have received much attention. Exploration 

refers to the ability to search various unknown areas in 

the space of a solution in order to find the probable 

solutions, while exploitation refers to the ability of an 

algorithm to improve existent solutions, to increase their 

quality [17]. 

Genetic algorithm (GA) as a population-based 

metaheuristic algorithm has both exploration and 

exploitation strategy and has been widely used in solving 

optimization problems [8], [18], [19]. Crossover and 

mutation operators focus more on exploring the 

problem space, while selection operator focuses on 

exploiting existing solutions. Thus, in GA algorithm the 

power of exploration is high, but the power of 

exploitation is not. In this paper, we proposed a new GA 

algorithm using simulated annealing (SA) approach to 

achieve the optimal combination of exploration and 

exploitation. SA is a single-solution based algorithm that 

starts with a solution and tries to enhance it. In other 

words, SA has only exploitation strategy and could 

strengthen the power of the genetic algorithm. By using 

this combination, the proposed algorithm has been able 

to produce high-quality solutions. Therefore, the 

algorithm can predict students' academic performance 

more accurately in comparison with other well-known 

classification methods. 

Based on the above explanations, the contributions of 

this paper could be summarized as follow: 

 Proposing an efficient algorithm for classification 

problems in educational data sets, which is based on 

combination of GA and SA. 

 Proposing a new mutation operator for GA. 

 Implementing the proposed algorithm on different 

educational data sets which leads to the highest 

prediction accuracy in comparison with the best 

classification methods. 

The rest of this paper is organized as follows. Some 

recent works on educational data mining and combining 

metaheuristic algorithms are explained briefly in related 

work section. In genetic algorithm and simulated 

annealing algorithm sections, the concept and 

definitions of the GA and SA algorithms are described 

respectively. The proposed method is discussed 

thoroughly in proposed method section. The 

implementation details and comparison of the proposed 

work and other common methods are provided in 

results and discussion section. Finally, conclusion of this 

paper is presented. 

Related Work 

In EDM, statistics, machine learning, and data mining 

techniques are utilized to analyze data collected during 

teaching and learning [20] in order to find appropriate 

solutions to educational research. Such solutions are 

used by both instructors and students to improve 

teaching and learning. Early prediction of students’ 

learning outcomes is one of the main concerns in EDM 

which can be categorized in two classes [21]: 

 Predicting students’ score in a specific course or score 

point average (GPA). 

 Predicting students’ academic performance (pass/fail) 

or dropout. 

Unlike some works such as prediction of students' 

engagement [22] or prediction of slow learners [23], 

most of the studies about prediction models fall into this 

category. Several methods have been recently utilized in 

the prediction of students' grade which is a continuous 

value [24], [25]. In addition, predicting students' 

academic performance (pass/fail) or dropout, has been 

receiving significant attention. In this case, the main goal 

is to construct a learning model that predicts whether a 

student will pass/fail or dropout/complete a course.  

Students' academic performance or grade depends on 

several factors such as background characteristics, 

previous scores, teaching and learning approaches, 

relationships between student-student, student-teacher, 

and student-content [25], [26]. Researches in EDM 

propose prediction models through some of these 

factors. For example, [27] with consideration of 

background characteristics and teaching features, 

presented a study to investigate whether the 

performance of teachers can predict students' academic 

performance. Table 1 summarizes recent researches 

proposed to predict students' outcome. Nevertheless, 

some works from each category are briefly described 

here. 

For the prediction of final grades, the authors of [28] 

applied popular algorithms such as Ordinary Least 

Squares (OLS), Support Vector Machine (SVM), 

Classification and Regression Tree (CART), k-Nearest 

Neighbor (kNN), Random Forest (RF) and AdaBoost R2 

where SVM reaches the best result. In similar work [29], 

Kostopoulos proposed a multi-scheme semi-supervised 

regression approach (MSSRA) using three different k-NN 

algorithms regressors. The prediction model is based on 

features such as background characteristics, academic 

performance and interactions within the learning 

platform where the results showed the superiority of the 

MSSRA in comparison with other regression methods. 

To achieve accurate prediction of students' dropout, 

Mubarak et al. [30] extracted significant features from 

students' weekly interaction with course content. They 

presented two models based on Logistic Regression (LR) 

and Input-Output Hidden Markov Model (IOHMM), 

which have better prediction accuracy in comparison 
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with baseline of machine learning models. Moreover, 

with offering instructors' intervention methods, they 

reduced the rate of dropout. In similar study [31], Burgos 

et al. conducted a study over the scores of 100 students 

for several distance learning courses where Logistic 

Regression models were used for students' dropout 

prediction. With the usage of this result, they designed a 

tutoring action plan reducing the dropout rate by 14%. 

With the aim of discovering patterns that motivate 

students to drop out, Sarrah et al. [25] developed the 

Bayesian Profile Regression (BPR) method to identify 

students who are more likely to drop out. Due to the 

performance, motivation and resilience of students, this 

technique draws the profile of students at high risk of 

academic failure. 

In order to predict students' academic performance, 

Chui et al. [32] proposed a reduced training vector-based 

support vector machine (RTV-SVM) algorithm. In their 

research three classes are defined, namely, pass, 

marginal, and fail.  

 

The authors showed that the RTV-SVM has reached 

accuracy of 91.2%. Moreover, in large database, the RTV-

SVM can be adopted to reduce the training time. In 

another study [33], the authors addressed high students' 

failure rates in introductory programming courses. 

Therefore, several educational data mining techniques 

were used for prediction of students' academic failure 

on two data sets including personal and educational 

information about 262 students from distance education 

and 161 students from on-campus. They also analyzed 

the impact of preprocessing and fine-tuning of input 

parameters to increase the prediction accuracy where 

the results showed that SVM reaches the best 

performance. All these studies, manipulate data sets of 

students' learning behavior, activities, and interactions 

stored in files and databases. One of the main concerns 

of such works is acquiring the highest prediction 

accuracy. Nevertheless, they applied different methods 

to obtain notable results.  

 

 

Table 1: Research on prediction of students’ learning outcomes 
 

Ref. Methods Aim Type 

[28] OLS, SVM, CART, kNN, RF , AdaBoost R2 Prediction of students’ grade Regression course grades 

[43] 
GA, Quadratic Bayesian Classifier, kNN, 

Parzen-window, Multi-Layer Perceptron, 
Decision Tree. 

Prediction of students’ grade Regression course grades 

[29] MSSRA Prediction of students’ grade Regression course grades 
[44] J48, REPTree Prediction of students’ grade Regression course grades 

[32] RTV-SVM 
Prediction of students’ academic 

performance  
Multi-class classification 

[25] BPR 
Prediction of students’ academic 

performance 
Binary classification 

[45] Gradient Boosting Machine 
Prediction of students’ academic 

performance 
Binary classification 

[33] 
Naive Bayes, Decision Tree, SVM, Neural 

Network 
Prediction of students’ academic 

performance 
Binary classification 

[46] 
Decision Tree, Naive Bayes, Neural 

Network, SVM,kNN 
Prediction of students’ academic 

performance 
Binary classification 

[47] Regression, Decision Tree 
Prediction of students’ academic 

performance 
Binary classification 

[48] 
Ensemble model of Decision Tree, 

Gradient Boost algorithm and Naive 
Bayes 

Prediction of students’ academic 
performance 

Binary classification 

[49] 
Naive Bayes, J48, RF, Naive Bayes 
Multiple Nominal, K-star and IBk 

Prediction of students’ academic 
performance 

Multi-class classification 

[31] LR Prediction of students’ dropout Binary classification 
[30] LR, IOHMM Prediction of students’ dropout Binary classification 
[50] JRip, OneR, PART and Ridor Prediction of students’ dropout Binary classification 

[51] 
Improved Decision Tree algorithm based 

on ID3 
Prediction of students’ dropout Binary classification 

[52] 
Multilayer Perception, Naive Bayes, 

SMO, J48, REPTree 
Prediction of slow learners Binary classification 

[53] 

Decision Tree, J48, Naive Bayes, CART, 

JRIP Decision Rules, Gradient Boosting 

Trees,  
Prediction of students’ engagement Binary classification 
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In this paper, we focus on two popular metaheuristic 

algorithms, namely SA and GA to obtain an accurate 

binary classifier in EDM to predict the students' 

academic performance. In recent years, the combination 

of metaheuristic algorithms has been used by numerous 

researchers in the field of optimization [6]. Moreover, 

hybrid metaheuristic algorithms have shown superior 

performance in solving many practical or academic 

problems [7]. In the following, several works on 

application of hybrid metaheuristic algorithms in 

different problems are described.  

SA is used in numerous hybrid metaheuristic 

algorithms. In [9], Martin and Otto introduced a hybrid 

algorithm between the Markov chain and SA, in which 

the Markov chain is allocated just to detect local 

optimizations. With combination of two Tabu search 

algorithms and SA, Lenin et al. [10] proposed a new way 

to solve the reaction power problem. 

In [11], similar combination proposed for symmetric 

traveling salesman problem. Wang et al. [34] proposed a 

new hybrid SA for scheduling in dual-resource cellular 

manufacturing system. In [35], to achieve an automatic 

diabetic retinopathy screening system, a new hybrid 

algorithm was proposed by using SA and ensemble 

bagging classifier. For feature selection, different hybrid 

metaheuristic algorithms were developed such as 

combination of local search operations and GA [8], 

combination of whale algorithm and SA [36]. Several 

combinations of SA and GA have been proposed in the 

literature for optimization of signal timing, navigation 

and routing in the supply chain, thermal structure 

problem, and flow shop scheduling [37]-[42]. 

Genetic Algorithm 

Genetic algorithm is a metaheuristic algorithm 

inspired by the principle of the natural selection and 

natural genetics [18]. GA represents the solutions in the 

form of chromosomes and the fitness of the 

chromosomes is evaluated by fitness function which is 

created according to the objective function of the 

optimization problem. A collection of chromosomes is 

called a population where initially a random population 

is created. Individual solutions are selected to be parents 

for generating a new population through their fitness 

values, where fitter solutions are typically more likely to 

be selected. A pair of parent solutions creates new 

children by crossover and mutation operators where 

new solutions typically share many features of their 

parents. Mutation operator is used to avoid getting stuck 

in the optimal local trap. The process of selection, 

crossover, and mutation operators improves the 

population and continues until a new population of 

appropriate size is generated. The best solution in the 

last population is returned as the best approximation of 

the global optimum. Compared to the traditional 

metaheuristic methods, GA is well converged due to the 

adaptation of the biological evolution model [54]. 

Algorithm 1 shows the pseudo code of GA. 
 

Algorithm 1:  Genetic Algorithm 

 
begin 

   Generate initial population 

   repeat 

       Evaluate the individual solutions 

       Select pairs of best-ranking individuals  

       Apply crossover operator 

       Apply mutation operator 

   until terminating condition is not met  

 end 

 

Simulated Annealing Algorithm 

SA proposed by Kirkpatrick et al. [55] is a 

metaheuristic method inspired by the annealing 

procedure used in metallurgy, suitable in solving 

complex optimization problems. SA starts with a 

randomly generated solution in high temperature. In 

each iteration, a neighbor solution is generated 

according to a predefined neighborhood structure and 

evaluated using a fitness function. If the new solution is 

better than the original one, it is accepted, otherwise it 

can still be accepted with probability 𝑒
−

𝜃

𝑘𝐵𝑇, where 𝜃 is 

the difference between the fitness of the current 

solution and the generated neighbor, 𝑘𝐵  is Boltzmann’s 

constant and 𝑇 is the current temperature [36]. By 

accepting worse solutions, SA can avoid being trapped 

on local optimum. The parameter 𝑇 is gradually 

decreased by a cooling function as SA proceeds until the 

termination condition is met [56]. Algorithm 2 shows the 

pseudo code of SA algorithm. 
 

Algorithm 2:  Simulated Annealing Algorithm 

 
begin 

   Initialize solution 𝑥, temperature 𝑇 

   repeat 

       repeat 

           Create neighborhood solution 𝑦  

           if 𝜃 ≤ 0 then accept 𝑦  

           otherwise accept 𝑦 by the probability 𝑒
−

𝜃

𝑘𝐵𝑇   

       until inner-loop terminating condition is not met 

       Decreasing 𝑇 gradually 

   until outer-loop terminating condition is not met 

 end 

 

Proposed Method 

In this paper, the G-SA algorithm, which is a new 

hybrid of GA and SA algorithms, is presented to predict 
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students' academic performance. The framework of the 

G-SA algorithm is shown in Fig. 1. As the figure shows, an 

initial population of states is generated first. After 

generating the initial population, one randomly chosen 

state, namely current state, is utilized to crossover with 

the best state of the population (i.e. Gbest) where 

offspring1 and offspring2 are produced. On the other 

hand, an offspring3 is created by the mutation 

operation. The best of these three offsprings is 

compared to the current state. If the best offspring is 

better, it would replace the current state. Otherwise it 

would replace with probability 𝑒
−

𝜃

𝑘𝐵𝑇. This process 

continues until the new population would be completed 

with 𝑛 new states where 𝑛 is the size of population. 

After that, based on the current temperature it is 

decided to generate a new population or stop generating 

new population. The best state of final population is 

added to the rule set and all the states from the training 

set that can be evaluated by this rule are removed from 

the training set. 

The algorithm runs again with the remaining states of 

the training set to obtain another rule. This continues 

until the size of the training set reaches a certain 

threshold (10% of the training set). In the end, a set of 

rules is obtained that is used for prediction. Algorithm 3 

shows how the G-SA works. 

 

 

 

Initial population and temperature 

Current state= randomly chosen a state in the current population 

offspring1 & offspring2= crossover (current state, Gbest)  

offspring3= mutation (a random state) 

 

Decrease temperature 

Yes 

No 

No 

Yes 

Start 

End 

Termination criteria met? 

 

If 𝜃 < 0 then accept the best (offspring1, offspring2, offspring3)               

Else accept  it with probability 𝑒
(−

𝜃

𝑘𝐵𝑇
)
  

Add Gbest to rule set             

Update training set 

Size of training set  < 

threshold  

 

Population size  ≤ 𝑛  

 

𝜃 = 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑠𝑡𝑎𝑡𝑒) − 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(best (offspring1, offspring2, offspring3) ) 

No 

Yes 

Fig. 1: Framework of the G-SA algorithm. 
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Algorithm 3:  G-SA Algorithm 

 
begin 

  repeat 

Initialize first population and 𝑇 

Find the best state obtained so far, which has highest fitness value (i.e.𝐺𝑏𝑒𝑠𝑡) 

repeat 

     repeat 

           (Crossover) 

              Select random state 𝑢 as 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑠𝑡𝑎𝑡𝑒 

              for each feature index 𝑗 in 𝑢 

                   Select randomly bit 𝑅𝑁 between [0, 1] 

                   if 𝑅𝑁 >  0.6 then 

                       𝑂𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔1𝑗 = 𝐺𝑏𝑒𝑠𝑡𝑗  

                       𝑂𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔2𝑗= 𝑢𝑗  

                   else 

                      𝑂𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔1𝑗= 𝑢𝑗  

                      𝑂𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔2𝑗= 𝐺𝑏𝑒𝑠𝑡𝑗  

           (Mutation) 

              Select random state 𝑣 

              𝑂𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔3 = 𝑣 

              for each feature index 𝑗 in 𝑣 

                   Select randomly bit 𝑅𝑁 between [0, 1] 

                   if 𝑅𝑁 <=  0.1 then 

                      Update 𝑂𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔3𝑗 value using Equation 1 

           𝑛𝑒𝑤 𝑠𝑡𝑎𝑡𝑒 = best (𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔1, 𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔2, 𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔3)  

           𝜃 = 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑢) − 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑛𝑒𝑤 𝑠𝑡𝑎𝑡𝑒) 
           if 𝜃 ≤ 0 then Accept 𝑛𝑒𝑤 𝑠𝑡𝑎𝑡𝑒 

           otherwise Accept it by the probability 𝑒
(−

𝜃

𝑘𝐵𝑇
)
    

           (Update Gbest) 

              Find the best state obtained so far, which has highest fitness value 

       until population size reaches 𝑛 

       Decrease 𝑇 gradually 

   until outer-loop terminating condition is not met 

  Add 𝐺𝑏𝑒𝑠𝑡 as a rule to rule set 

  Update training set  

until the size of the training set reaches threshold  

end 

 

A.  Problem formulation and initial population 

The aim of the G-SA algorithm is to predict the 

students’ academic performance (pass/fail) using some 

background characteristics and previous scores.  

Let 𝑋 =  [𝑥1, 𝑥2, … , 𝑥𝑛] be pattern of the initial 

population where 𝑥𝑖  is a chromosome that represents a 

candidate solution which is modeled as an array of 

genes. In educational data sets, genes of a chromosome 

are dependent on a given data set and may contain 

background characteristics, previous scores, teaching 

and learning approaches, relationships between student-

student, student-teacher, and student-content. Last 

gene in each chromosome indicates academic 

performance. Operators of GA in the proposed method 

are applied to these chromosomes. Here, since the 

proposed algorithm is a combination of SA and GA, these 

chromosomes are called states. 

For more clarification, Fig. 2 shows an example of a 

state in our problem modeling for Math dataset 

explained in Section 6-A. In this figure, the first 10 

features are background characteristics of student such 

as age, sex, parents’ jobs and educations. Next 3 

features are scores of three exams and last feature 

represents the success or failure of student and must be 

predicted. 
 

 
Fig. 2:  An example of a state. 

 

B.  Crossover and Mutation 

One of the important points that can directly affect 

the accuracy and convergence speed of the algorithm is 

the neighborhood selection strategy. In basic SA, some 

operators such as insertion, reversion and swap are used 
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to produce a neighborhood state, which sometimes does 

not result in a global optimal solution. Crossover and 

mutation operators in GA can be good options for 

generating new neighborhood states. The quality of the 

new states generated by crossover and mutation 

operators depends on the fitness of the parents. In this 

study, the best state in the population named Gbest is 

used in crossover operator.  

Gbest and a randomly chosen state (i.e. current state) 

are combined under crossover operation to generate 

offspring1 and offspring2. The G-SA uses the crossover 

operation [57] implemented by generating a vector of 

random numbers in the range [0, 1] having the same 

length as the parents. In each feature of a current state, 

if the value of the random vector is below 0.6, offspring1 

takes this feature from Gbest, otherwise from a current 

state. If the value of the random vector is above 0.6, 

offspring2 takes this feature from a current state, 

otherwise from Gbest. 

 One-point or two-point uniform crossover operators 

are usually used in GA where parents are randomly 

selected based on their fitness from a large search space. 

The crossover operator of [57] by deciding for each 

feature independently led to accurate classifier [57]. In 

addition, one of the parents in the crossover operator of 

[57] is Gbest, increasing the fitness of the produced 

offsprings and convergence speed. 

After performing the crossover and producing two 

offsprings, offspring3 is generated by the mutation 

operator. In mutation operator, another random state is 

selected and a random vector is generated in the range 

[0, 1] having the same length as the random state. If the 

value of each feature of random vector is less than or 

equal to 0.1 then the corresponding feature of random 

state would change according to (1), where 𝑖 is a number 

of feature, ∅𝑖  is a random number from a normal 

distribution with mean 0 and standard deviation 𝑠𝑖𝑔𝑚𝑎. 

For each feature, 𝑠𝑖𝑔𝑚𝑎 is obtained according to (2), 

where 𝑉𝑎𝑟𝑚𝑎𝑥𝑖  and 𝑉𝑎𝑟𝑚𝑖𝑛𝑖  are the upper and lower 

bounds of the i-th feature respectively. 

𝑣𝑖 = 𝑥𝑖 + ∅𝑖 ∗ 𝑠𝑖𝑔𝑚𝑎
𝑖
                                                          (1) 

𝑠𝑖𝑔𝑚𝑎𝑖 = 0.1 ∗ (𝑉𝑎𝑟𝑚𝑎𝑥𝑖 − 𝑉𝑎𝑟𝑚𝑖𝑛𝑖)           (2) 

Fig. 3, shows an example of how a mutation operator 

works. As can be seen in this example, only the fourth 

feature of the random vector is less than 0.1. Therefore, 

by changing it in random state according to (1), a new 

offspring is produced that differs from the random state 

only in one feature. 

In the conventional mutation operator, a new 

offspring is generated by changing only one feature of 

parent state which leads to the offspring different from 

the parent in only one feature. To avoid getting stuck in 

local optimum, the proposed mutation operator in this 

study, can change more than one features increasing the 

mutation power. Therefore, the proposed mutation 

operator by creating offspring with more distance from 

the parent state, prevents the algorithm trapping into 

local optimum. 

C.  Fitness function 

In this paper, (3), is used to evaluate the states in 

population. Each state in the training set is considered as 

a rule for prediction. All the states in the training set are 

compared to this rule, and the values of the two TP and 

TN criteria are specified. 

𝑓(𝑥𝑖) =
𝑇𝑃 + 𝑇𝑁

𝑠𝑖𝑧𝑒(𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑆𝑒𝑡)
                                        

The TP criterion contains the number of samples that 

are correctly predicted as positive and TN contains the 

number of samples that are correctly predicted as 

negative. 

Results and Discussion 

To indicate the superiority of the G-SA algorithm, this 

section presents and analyzes the results of the 

proposed algorithm and other state-of-the-art 

classification methods. The G-SA algorithm has been 

compared to five well-known classification algorithms in 

data mining, including Decision Tree J48, Naive Bayes 

(NB), Multilayer Perceptron (MP), LR, and SVM. 

Furthermore, it has been compared to the four following 

metaheuristic methods. 

 Basic ABC algorithm [58]. 

 GBC algorithm [57]. 

 Basic SA algorithm [55]. 

 SA-GA algorithm [41]. 

In the following, datasets which are used for 

evaluation are described and then parameters of 

algorithms are estimated. Finally, the G-SA algorithm 

results are compared with other classification methods. 

Fig. 3: Mutation operator in G-SA algorithm. 

(3) 
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A.  Data Sets 

In order to evaluate the proposed algorithm for 

prediction of student performance, five different 

educational data sets including S5f, E-circ, Math, Port, 

and Deeds have been used.  

The detailed descriptions of these five data sets are 

presented in Table 2 with respect to the number of 

classes, samples, and features. 

S5f and E-circ data sets have been obtained from the 

database of computer engineering students at Shahid 

Rajaee University of Tehran during the years of 2011-14. 

S5f data set includes the students' average grades in the 

first five semesters.  

The purpose is to predict the performance of students 

in the fifth semester using the average grades of the first 

four semesters. E-circ data set is compiled to predict 

students' performance in Electric Circuits course which is 

one of the most challenging courses using the scores of 

Discrete Structures, Physics, Mathematics, Differential 

Equations and Logic Circuits. 

The other three data sets were compiled by 

researchers in the field of educational data mining to 

predict the educational academic status of students and 

can be accessed online on the UCI1 site. Math and Port 

data sets related to the students of Portuguese school, 

whose data were gained in two courses of Mathematics 

and Portuguese Language respectively and have 33 

identical features [59].  

Since the large number of features increases the 

execution time of the algorithm greatly, first feature 

selection operation was applied to these two data sets. 

For this purpose, with the Information Gain method in 

WEKA, data mining tool, these data sets were analyzed 

and among the 33 features, top 10 features were 

selected for each of the Math and Port data sets. 

Deeds data set is related to Logic Circuits course at 

the University of Genoa, Italy, and includes scores of 16 

tests out of 100 samples, with the final test score being 

considered as a class [60]. In Deeds data set, among its 

features, six characteristics were selected to predict the 

class. 

 
Table 2: Statistics of educational data sets 

 
Data 
sets 

Number of 
features 

number of 
samples 

Class 
Fail 

Class 
Pass 

S5f 5 128 10 118 

E-circ 8 255 105 150 

Math 11 395 130 265 

Port 10 649 100 549 

Deeds 6 114 63 51 

                                                           
1 https://archive.ics.uci.edu/ml/index.php 

 

The features of S5f, E-circ and Deeds data sets are 

some exam scores in different courses. In the Math and 

Port data sets, in addition to the three test scores, they 

also include some personal characteristics of students. 

Table 3 shows the features of the Math and Port data 

sets. Some of these features are used in the math and 

some in the port data set. 
 

Table 3: Features of the math and Port database 

 

Attribute Description (Domain) 

age student’s age (numeric: from 15 to 22) 

school 
student’s school (binary: Gabriel Pereira or 

Mousinho da Silveira) 

Pstatus 
parent’s cohabitation status (binary: living 

together or apart) 

Medu mother’s education (numeric: from 0 to 4) 

famsize family size (binary: < 3 or > 3) 

famrel 
quality of family relationships (numeric: from 1 : 

very bad to 5 : excellent) 

reason 
reason to choose this school (nominal: close to 
home, school reputation, course preference or 

other) 

studytime 
weekly study time (numeric: 1 : < 2 hours, 2 : 2 to 

5 hours, 3 : 5 to 10 hours or 4  : > 10 hours) 

failures 
number of past class failures (numeric: n if 1 : n < 

3, else 4) 

schoolsup 
extra educational school support (binary: yes or 

no) 

famsup family educational support (binary: yes or no) 

higher wants to take higher education (binary: yes or no) 

freetime 
free time after school (numeric: from 1 : very low 

to 5 : very high) 

goout 
going out with friends (numeric: from 1 : very low 

to 5 : very high) 

G1 first period grade (numeric: from 0 to 20) 

G2 second period grade (numeric: from 0 to 20) 

G3 final grade (Class – Fail or Pass) 

 

B.  Parameter settings for the algorithms 

In this paper, MATLAB has been used for 

implementation of the algorithms with 10-fold cross 

validation method for all of the algorithms. To attain a 

fair comparison, we ran each algorithm with different 

parameters several times to find appropriate 

initialization values for the best results. 

In ABC-based algorithms (i.e. ABC and GBC) the best 

results in five data sets are obtained by setting the 

maximum number of iterations to 400 and the colony 

size to 40 and both the number of food source and the 

rate of food source abandonment to 20.  

https://archive.ics.uci.edu/ml/index.php
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                (4) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
       

 

In the implementation of SA-based algorithms (i.e. SA 

and SA-GA) the iteration of the main and sub loop set to 

1000 and 10 respectively. Also, the initial population, 

temperature and the rate of temperature reduction, set 

to 20, 10 and 0.95 respectively. Due to the random 

nature of the initial population selection, each of the 

algorithms runs 50 times, and the average of accuracy 

was considered as the accuracy of the algorithm.

     Population size of the G-SA algorithm set to 1000. 

Accuracy of the proposed method with different values 

for temperature reduction (𝐴𝑙𝑝ℎ𝑎) and initial 

temperature (𝑇0) on the educational data sets are 

shown in Table 4. As can be seen, in the four data sets, 

the G-SA algorithm with 𝑇0 = 10 and 𝐴𝑙𝑝ℎ𝑎 = 0.95 has 

achieved the highest accuracy, so it is considered as the 

initial settings for G-SA algorithm. 

 
Table 4: The classification accuracy performance of the G-SA algorithm with different 𝑇0 and 𝐴𝑙𝑝ℎ𝑎 

 

parameters S5f E-circ Port Math Deeds 

 =0.99Alpha=10 ; 0T  95.62 79.43 94.13 93.60 93.62 

             Alpha=0.95 96.30 80.29 94.84 93.46 94.49 

           Alpha=0.9                  95.18 79.22 94.35 93.32 93.21 

          Alpha=0.8 95.11 78.17 93.75 92.77 92.31 

             Alpha=0.75 94.43 78.38 93.63 92.41 93.15 

 =0.99Alpha=20 ; 0T  94.26 78.35 93.56 93.29 92.99 

             Alpha=0.95 95.33 79.91 93.80 93.14 93.82 

           Alpha=0.9                  93.85 77.69 92.62 93.10 91.53 

          Alpha=0.8 94.27 77.33 93.32 91.33 90.23 

             Alpha=0.75 92.51 76.79 92.17 92.11 89.22 

 

 

C.  Experimental results of comparisons with other 
classification methods 

The evaluation criterion for comparing the G-SA and 

other algorithms are accuracy and F-measure. Accuracy 

is computed by dividing the set of correct predictions by 

the sum of all predictions according to the (4). 

 

 
 

The variables used in the Equation 4 are as follow:  

TP: The number of true positive samples that are 

correctly predicted as positive. 

TN: The number of true negative samples that are 

correctly predicted as negative. 

FP: The number of true negative samples that are 

incorrectly predicted as positive. 

FN: The number of true positive samples that are 

incorrectly predicted as negative. 

In F-measure criterion, the incorrect prediction rate 

along with the correct prediction rate, are used to 

evaluate the efficiency of the algorithms. Equation (5) 

shows the F-measure criterion, in which the two criteria 

Precision and Recall are obtained according to (6) and 

(7), respectively. 

        (5) 

 

 

                      (6) 

 

 

       (7) 

 

Table 5 shows the accuracy of the G-SA algorithm 

along with other relevant metaheuristic algorithms.  

The numbers marked in blue are the highest accuracy 

in each data set related to the G-SA method.  

The G-SA algorithm has improved accuracy compared 

to the basic ABC algorithm in the data set of Math and 

Deeds by 19.01% and 24.39%, respectively.  

The minimum improvement in accuracy by the 

proposed method compared to the basic ABC algorithm 

has occurred in the data set of the Port which is 4.69%. 

Maximum and minimum accuracy improvements 

compared to the GBC are 19.69% in the data set of E-circ 

and 5.15% in the data set of Port.  

In addition, the maximum accuracy improvement of 

the G-SA algorithm compared to the SA and SA-GA 

methods are related to the data set of Deeds, which are 

6.61% and 3.15%, respectively and the minimum 

accuracy improvement over the SA and SA-GA methods 

are 1.62% and 1.09% in the data set of Port. 

 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
               

 
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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Table 5: Accuracy performance of the proposed method, ABC, 
GBC, SA, and SA-GA 

 

Data 
Sets 

ABC GBC SA SA-GA G-SA 

S5f 91.33 86.05 93.81 94.22 96.30 

E-circ 61.28 60.60 77.13 78.48 80.29 

Port 90.15 89.69 93.22 93.75 94.84 

Math 76.75 77.34 89.00 92.10 93.52 

Deeds 70.10 74.39 87.88 91.34 94.49 

 

The accuracy of the G-SA algorithm, along with other 

popular classification methods, can be seen in Table 6. 

The proposed algorithm has the highest accuracy which 

marked in blue in each data set. The G-SA algorithm in 

different data sets, compared to the J48, has improved 

the accuracy from 1.12% to 6.57%. The highest and 

lowest accuracy improvements of the G-SA algorithm in 

comparison with NB are 5.68% and 0.64% in the Math 

and Deeds data sets respectively. The maximum 

accuracy improvement compared to SVM and MP are 

4.66% and 5.68% in Math data set. The minimum 

accuracy improvement of the G-SA in Table 6 is 0.29% 

and related to LR in the data set of E-circ. 
 

Table 6: Accuracy performance of the G-SA and five well-

known classification methods 

 

Data 
Sets 

J48 NB LR SVM MP G-SA 

S5f 94.53 93.75 94.53 92.97 93.75 96.30 

E-circ 73.72 75.68 80.00 79.60 75.29 80.29 

Port 93.62 91.83 92.91 91.52 90.91 94.84 

Math 92.40 87.84 91.49 88.86 87.84 93.52 

Deeds 88.59 93.85 92.98 93.85 93.85 94.49 

 

The results of the proposed method with F-measure 

criterion in comparison with metaheuristic algorithms 

and conventional classification methods are shown in 

Tables 7 and 8, respectively. As can be seen, the results 

of the F-measure criterion also show better performance 

in comparison with other methods. 

For better representation, Fig. 4, and Fig. 5, show the 

accuracy and F-measure results of the G-SA algorithm 

respectively, along with relevant metaheuristic 

algorithms and conventional classification methods. The 

results show that combination of two metaheuristic 

algorithms in G-SA leads to more accurate results.  

Table 7: F-measure criterion of the proposed method, ABC, 

GBC, SA, and SA-GA 

 

Data 
Sets 

ABC GBC SA SA-GA G-SA 

S5f 0.92 0.88 0.93 0.95 0.96 

E-circ 0.63 0.61 0.77 0.78 0.81 

Port 0.90 0.90 0.93 0.94 0.97 

Math 0.78 0.79 0.90 0.92 0.94 

Deeds 0.71 0.74 0.88 0.93 0.95 

 

It can be noted that in most cases, the accuracy of 

each of the metaheuristic algorithms (i.e. ABC, GBC, SA, 

and SA-GA) is lower than the conventional classification 

methods, however, in G-SA algorithm after combining SA 

and GA properly, accuracy improved significantly. 

 
Table 8: F-measure criterion of the proposed method and five 

well-known methods in classification 

 

Data 
Sets 

J48 NB LR SVM MP G-SA 

S5f 0.94 0.93 0.94 0.90 0.93 0.96 

E-circ 0.73 0.76 0.80 0.79 0.75 0.81 

Port 0.93 0.92 0.92 0.90 0.91 0.97 

Math 0.92 0.88 0.91 0.88 0.87 0.94 

Deeds 0.89 0.94 0.93 0.94 0.94 0.95 

 
Experimental results confirm the good balance 

between the power of exploration and exploitation of 

the proposed algorithm.  

The crossover operator in the proposed algorithm 

utilized from the best global state generates high fitness 

states.  

Such crossover operator sometimes may cause to 

trap the algorithm in local optimum.  

The proposed method by introducing the new 

mutation operator prevents trapping in local optimum.  

In the new mutation operator, instead of changing 

only one feature, more than one features may be 

changed, which increases the mutation power.  

Due to the methaheuristic strategy and random 

nature of the initial population selection from the 

training set, increasing the volume of data not only 

would not limit the algorithm, but also can probably 

increase the accuracy as can be seen in the experimental 

results. 
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(a) (b) 

Fig. 4:  Diagram of the accuracy performance of the proposed method and nine other classifiers. 

 

 

  

(a) (b) 

 

Fig. 5:  Diagram of the F-measure criterion of the proposed method and nine other classifiers. 

 

 

Conclusion 
In this paper, a new method called G-SA, is 

presented for prediction of students' academic 

performance during educational courses, which can be 

used to prevent possible failures of students. The G-SA 

algorithm uses the advantages of both simulated 

annealing and genetic algorithms by combining them.  

By relying on the best global solution in the proposed 

algorithm, crossover and mutation operators produce 

stronger neighbors and ultimately lead to better 

solutions. The combination of the two algorithms also 

balances the power of exploration and exploitation in 

the proposed algorithm, which has not only helped to 

speed convergence, but has also been able to get rid of 

local optimum. Experimental results from the 

implementation of the G-SA algorithm show that the 

proposed algorithm improves accuracy performance 

from 1.09% to 24.39% compared to other 

metaheuristic comparison methods and from 0.29% to 

6.57% compared to well-known conventional 

classification methods. 
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Abbreviations  

GA Genetic Algorithm 
SA Simulated Annealing 
G-SA Genetic Simulated Annealing Algorithm 
Gbest Global best states 
J48 Decision Tree J48 
NB Naive Bayes 
LR Logistic Regression 
SVM Support Vector Machine 
MP Multilayer Perceptron 

𝑛 Size of Population 
𝑘𝐵  Boltzmann’s Constant 
𝑇 Current Temperature 

S5f 
Student performance data set  in the fifth 
semester 

E-circ 
Student performance data set in Electric 
Circuits course 

Math 
Student performance data set  in Mathematics 
course 

Port 
Student performance data set  in Portuguese 
language course 

Deeds 
Student performance data set  in Digital 
Electronics Education and Design Suite 
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 Background and Objectives: Different energy demand calls the need for 
utilizing Energy Hub Systems (EHS), but the economic dispatch issue has 
become complicated due to uncertainty in demand. So, scenario generation 
and reduction techniques are used to considering the uncertainty of the EH 
demand. Dependent on the amount of fuel used, each system has various 
generation costs. Configuration selection stands as a challenging dilemma in 
the EHS designing besides economic problems. In this paper, the optimal EHS 
operation along with configuration issue is tackled. 
Methods: To do so, two EHS types are investigated to evaluate the 
configuration effect besides energy prices simultaneously change. Typically, 
the effect of the Demand Response (DR) feature is rarely considered in EHSs 
management which is considered in this paper. Also, Metaheuristic 
Automatic Data Clustering (MADC) is used to reduce the decision-making 
problem dimension instead of using human decision-makers in the subject of 
cluster center numbers and considering uncertainty. The "Shannon's 
Entropy" and the "TOPSIS" methods are also used in the decision-making. 
The study is carried out in MATLAB© and GAMS©. 
Results: In addition to minimizing the computational burden, the proposed 
EHS not only serves an enhancement in benefit by reducing the cost but also 
provides a semi-flat load curve in peak period by employing the Emergency 
Demand Response Program (EDRP) and Time of Use (TOU). 
Conclusion: The results show that significant computational burden 
reduction is possible in the field of demand data by using the automatic 
clustering method without human interference. In addition to the proposed 
configuration's results betterment, the approach demonstrated EH's 
configuration effect could consider as important as other features in the 
presence of DRPs for reaching the desires of EHs customers which is rarely 
considered. Also, "Shannon's Entropy" and the "TOPSIS" methods integration 
could select the best DRP scenario without human interference. The results 
of this study are encouraging and warrant further analysis and researches. 
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Introduction 

A. Motivation 

The EHSs or briefly energy hubs (EHs) [1] could consider 

as a form of integrated distributed generations (DGs) [2],  

 
[3] which meet a variety of demands. Imported natural 

gas and electrical energy are typically the major supplies 

to these devices. EH as the system for managing power 
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grids is most important for its role in future networks, 

energy management systems, and Demand Response 

Programs (DRP) [4] along with achieving economic goals. 

As one of the most modern developments in the power 

systems, EHs have been commonly used in numerous 

implementations with diverse purposes to satisfy the 

needs of different demands like cool, heating, and 

electricity together.  

To satisfy the various types of loads listed above, the 

EHs may be used, including various types of energy 

services such as upstream grid, Combined Heat and 

Power (CHP) units, boilers, and others. It should be 

mentioned that the requirements of energy systems can 

be different. While economic concerns have always been 

the first concern in the scheduling and management of 

power systems problems, a limited deal of effort has 

recently been made to recognize the role of EHs 

configuration effect in the optimal management and 

economic benefits EHs besides considering DRPs [5]. 

EH structures may include industrial plants, large 

housing complexes, or rural and urban districts. From an 

operating point of view, a key problem is the efficient 

management of such an organization (e.g., prices, peak 

reduction, and other elements).  

The efficiency of the hub solution offers considerable 

management opportunities. For example, it is feasible, 

to stop using the particular equipment because of 

competitive electrical energy prices from the power grid 

at some special hours. The EH tends to be dynamic and 

competitive in terms of demand sensitivity. This issue 

could be a beneficial attribute for the introduction of 

EHs [6]. Concerning the mentioned questions, optimal 

operation of EH considering different structures was 

developed, where the concentration is on configuration 

effects to objective function in the DRPs presence and 

applying MADC.  The EH configuration’s effect [7], [8] 

rarely evaluated as an effective way of optimizing the 

mentioned objectives alongside other opportunities 

especially in presence of DRPs. As well, the DRP needs an 

approach for classifying the big data of demands which 

here is automatically clustering. This is while the system 

needs a pre-decision plan to participate (or not) in DRP. 

The reliable results will be encouraging to use the 

system of automatic clustering on conventional 

platforms to reduce the costs of analyzing big data. In 

this vision, it is important to find out the data cluster 

centers automatically for using in DRP decision-making, 

instead of human decision-making methods which in 

some of the research considered. 

B. Literature Survey 

Previously, EHs have been researched and their 

reviews are briefly described as follows: 

Some papers like [9] analyzed price and security 

balance in power markets and proofed that this balance 

depends on prices in involuntary load shedding mode. It 

is said that by increasing in price the customer less 

notice to security and reliability of the system. The 

optimal economic operation of the EH has been 

determined in [10]. In the paper [11], a novel matrix 

modeling approach was suggested to promote the 

computerized simulation of multi-energy structures. In 

[12], the authors used a heuristic-based optimization 

algorithm called time variable acceleration coefficient-

gravitational search algorithm to solve the power flow 

problem of the EH. To minimize the overall cost of EH 

operation, a robust optimization approach is employed 

in [13]. The paper [14] is about gas transmission [15] but 

so close to subject analysis the successive linear 

programming (SLP) for economic load dispatch. The 

paper [16] discussed gas and electricity mutual effect. 

This influence directly affects system security as paper 

[[17] evaluated.  

The consequence of gas price increase is an increase 

in economic dispatch prices. This is reasonable because 

the gas price depends on fossil fuels. Likewise, fossil 

fuels are affected by electricity prices in energy markets.  

This is because of that the most usage of gas is by 

power plants. By considering most of the works 

published about EH, the most popular inputs considered 

are electricity and gas, also it is proposed to use 

especially renewable energy in future investigations is 

out of the scope of this paper. 

 Paper [18] used a special model for EH economic 

dispatch. In this paper, some CHPs and other system parts 

like the furnace, transformers, compressors, and heater 

exchangers modeled.  

The paper [19] compounds EH and DR and 

simultaneously try to use this concept by considering load 

shedding and other roles in energy management. For 

achieving the best result, this paper considered weather 

data, load data log, and fuel curves. Fig. 1, shows the 

mentioned paper’s concept by using Supervisory Control 

and Data Acquisition (SCADA) center. This figure could be 

mentioned as the main idea of EH investigations. Paper [20] 

used different strategies for analyzing the compound share 

of wind, gas, and electrical energy as an input in the new 

structures of energy systems [21]. The model of the EH 

model matrix deliberate as Fig. 2 [22]. This matrix is like 

other popular energy systems. The input is connected by an 

energy converting box to output. Further, this idea will be 

detailed. Typically, conventional networks are hierarchical. 

In this structure, the input and output never interact. The 

main ring, which connects the future vision of the network 

to the conventional form, are the parts like CHP and 

Renewable Energy Sources (RES). This kind of network faces 

some problems like low power quality, complexity, 

protection problems, and environmental concerns [23]. The 

structures of new networks are nonhierarchical [24].  
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Fig. 2: Energy hub model. 

The future structure of power systems is depicted in 

Fig. 3. In this figure, EHs are the interface between 

participation and transmission systems. So, EH and 

related forms which are bases of it—like energy 

management systems, CHP, DRP, etc.—are the 

forecasted system for future networks. Fig. 4 depicts a 

conventional model of industrial EH which could be an 

industrial site. 

Demand-side is also an important subject for numerous 

researchers. A variety of solutions can be used as a supply-

side uncertainties management in power systems. Since the 

short-term and long-term planning uncertainties of EH 

demand is not deniable, power system decision-makers and 

operators have used different uncertainty handling 

strategies, as described by [25]. The key difference 

between these instruments is related to the various 

approaches used to characterize the uncertain parameters. 

Stochastic models, for example, use the Probability Density 

Function (PDF) to model an uncertain parameter, while the 

fuzzy approach uses membership functions to define it [26]. 

In some references, the Monte Carlo approach was used to 

obtain the best precision [27]. Some researches, on the 

other hand, have focused on other approaches to finding 

effective solutions, including the point estimation method 

[28]. In [29], the point estimating approach is used to tackle 

the stochastic nature of renewable generating systems, and 

the demand uncertainty is provided by a robust 

optimization approach. However, compared to the above 

approaches, a variety of experiments have used a scenario-

based approach to achieve acceptable accuracy [30], [31], 

and [32]. 

However, the Monte Carlo Simulation (MCS) method 

can be used effectively for probabilistic evaluation, but it 

requires a huge computational burden, making it unsuitable 

for problems with online optimization in particular. The 

alternative techniques that present an acceptable level of 

accuracy are quick and easy to apply. Some of these 

alternative methods are the point estimation method, the 

method of data clustering [33] and the method of Latin 

Hypercube Sampling (LHS) [34]. The proposed approach in 

this paper (MADC) needs no specific knowledge of the data 

to be categorized, as opposed to most of the mentioned 

methods. Instead, it evaluates the optimum number of 

scenarios of the results which named cluster centers. 

Economic dispatch modeling is used for economic 

trading between the cost of production and the cost of 

versatility to reach the highest degree of network 

efficiency in the presence of storage and related 

technologies as a kind of energy system. In the smart 

grid systems, Demand Response Resources (DRRs) are 

implemented as a virtual power plant to improve the 

adequacy of the power network. DRRs frequently 

struggle to reduce their load. In [35], the reliability 

model of the DRR is developed as a multi-state 

traditional generation unit, where the probability, 

frequency of occurrence, and departure rate of each 

state can be obtained. Using the principle of power to 

gas has been analyzed to reach economic objectives in 

[36]. To reduce the running costs of the microgrid-based 

energy center network, a real-time pricing method has 

been used by [37]. The problem of EH economic dispatch 

is discussed in [38]. 

C. Contribution and Novelty 

The key objective of this study is to enhance the 

economic operation of the EH and to resolve the problem 

of DRP alongside suggesting an optimal configuration. 

Operational costs and EH configuration are interconnected. 

A thorough approach has therefore been developed to 

include a desirable solution for operational costs and DRP. 

Many techniques such as the K-means have been 

implemented for data clustering in previous papers. The K-

means algorithm is one of the easiest and most common 

categorization algorithms. This approach is capable of 

classifying a vast amount of data and clustering is such that 

the overall size of each data to the closest center of the 

cluster is reduced [39]. Regardless of its advantages, the K-

means cannot find the number of optimal clusters. By using 

the MADC approach, the proposed model is resolved and 

various answers are obtained. The mentioned solution is 

also a more unfailing method rather than the data 

clustering (which more depends on human attitude). In 

automatic data clustering, the demand side reduced 

scenarios will choose automatically by using metaheuristic 

algorithms. 

Additionally, in this paper for more reliability, the 
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final solution is compared with base configuration 

outcomes in the presence of DRP to demonstrate the 

efficiency of the proposed configuration. 

Electricity
Gas
Other Facilities

Storage

 
Fig. 3: Multi EHS diagram. 
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Fig.4: The Conventional Model of EHS. 

As the Multiple Criteria Decision Making (MCDM) 

technique, the "Shannon's Entropy" and the "Technique 

for Order Preference by Similarity to Ideal Solution 

(TOPSIS)" methods are used to choose the best 

compromise solution from the solutions obtained. 

Briefly, analyzing the effect of energy hub configuration 

on DRP peak reduction considering MADC has been 

evaluated. The novelties of this paper are highlights as 

follows: 

 Presenting the MADC through metaheuristic 

algorithms for managing the optimal operational 

performance of EHS in the presence of EDRP and 

TOU; 

 Using automatic clustering instead of focusing on a 

large amount of data for considering uncertainty; 

 Considering variable prices for electricity and gas 

simultaneously; 

 Proposing an efficient configuration and analyzing the 

configuration effect in the presence of DRP to load 

shedding and other parameters; 

 Investigating the benefits of the optimal 

configuration; 

 Using "Shannon's Entropy" for weighting and the 

"TOPSIS" approach for the optimal scenario; 

 Comparing the proposed configuration with the base 

configuration and encouraging and warrant further 

analysis and research. 

D. Organization 

The remainder of the paper is established as follows: 

The problem formulation and implementation which 

includes the associated constraints discussed in problem 

formulation section. Afterward, the system under study, 

including input data, assumptions, and the results of the 

EHS scheduling problem are presented. Likewise, this 

section studies the objective function.  Eventually, the 

conclusion of the proposed EH and the discussion are 

presented and discussed in last section. 

Problem Formulation and Implementation 

A. Model of Conventional EH 

As mentioned, modeling the EH is so similar to other 

systems. The model consists of three parts as all regular 

energy systems. The first part is input, then the process 

part, and finally the output block. The matrix in (1) will 

introduce this system as an integrated part. In this 

matrix, C is the coupling matrix, and "α, β, etc." 

represent energy carriers, and "1, 2, etc." represent 

various outputs. 

The PY present output and the PX on the other side is 

the input matrix which the dimension depends on the 

configuration. 
 

1

2

Y X

Y X

n
Y X

C C CP P

C C CP P

C C CP P


  


  


  

    
    
    
    
    

        

 (1) 

PX as an input supplied by transformers and other 

subsystems of EH which is mentioned before. The middle 

matrix is the presenter of conversion, storage, and 

transmission part [22]. 

The thorough system can model by (2), which P is the 

input supplied by transformers and other systems, E  is 

the storage part, S presents converters, and L leads to 

load. C, as introduced before, is the coupling matrix. 

 . .
P

L S P C E S C
E

 
     

 
 (2) 

EH and its components, which consist of power 

resources, transmission, storage, and load management 

systems, are one by one a complete system. It is 

important to emphasize connections between smart 

grids main idea and EHs, where an EH could be a part of 

the smart grid. In the part of the converter, CHP has the 

most role. The EH concept could be a single house or an 

entire region of the city.  

The formulas of each part of the system used, 

simplified, and linearized. The linearization can be 

focused on by whom favorite to accurate results. 

 CHP 

CHP is the most famous part of EH. Herein CHP 

receives the natural gas (Gt) and outputs heat (Ht) or 

electricity (Et). This means 

chp
t gh tH G  (3) 

chp
t ge tE G  (4) 
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In the above equations chp
gh  and chp

ge  are the 

coefficient of heat and electricity in CHP. 

 Electric heat pump 

The Electric Heat Pump (EHP), gets electricity and 

gives heat (Ht) or cool (Ct) at one moment (not 

simultaneously). This means 

t t tC H E COP     (5) 

min maxh EHP ch
t t t t tH I H H I   (6) 

min maxc EHP c
t t t t tC I C C I   (7) 

1c h
t tI I   (8) 

, 0,1c h
t tI I   (9) 

COP in the above equations is the coefficient factor, 
max,min
tH  / max,min

tC  are the low and high capacity of 

heat/cool generation of EHP.  

 Chiller boiler 

The Chiller Boiler (CB) receives heat and change to 

cool to provide cool demand. Here is the equation which 

hc  is the coefficient of CB: 

t cb tC H  (10) 

 Electricity storage system 

The Electricity Storage System (ESS) is the most 

important part to provide flexibility in electricity 

provision, which is used as storage. ESS formulated as 

below: 

1 ( / )ch dch
t t t c t d tSOC SOC E E      (11) 

min max
ch ch ch

tE E E   (12) 

min max
dch dch dch

tE E E   (13) 

min maxtSOC SOC SOC   (14) 

1dch ch
t tI I   (15) 

, 0,1dch ch
t tI I   (16) 

SOCt and SOCt-1 are states of charge at moment t 

(which in this paper the dimension is 1 hour) and the 

moment before t which is t-1. Socmax/min is the high/low 

limit of these factors. ,
min/max
ch dchE  and ,ch dch

tE respectively are 

limitations of ESS charge or discharge at moment t, that 

means to get electricity from the network or give it to 

load, the ,ch dch
tI control not to do this function at the 

same time. The charge and discharge efficiency showed 

by /c d . Notice that as the period is 1 hour, so 1 MWh=1 

MW. ESS help to control the operation of the hub by 

charging/discharging in the necessary hours. Low price 

time is thus the correct time to charge, and high price 

time is used to avoid the purchase of electricity from the 

network. All electrical and gas resources are included in 

the operation of the hub and their optimum use was 

explored in order to reduce the running costs of the 

system. 

 Transformer 

Transformer (Tr) which receives electricity and give—

in a different level of voltage—electricity, formulated as 

follows, where ee  is the coefficient of Tr. It is important 

to notice that the change in voltage levels doesn't 

change in energy amounts. This means both sides -which 

are named the primary side and the secondary sides- are 

the same in energy amounts (except the energy loss), 

but the current and respectively the voltage change as 

mentioned (the current and voltage are out of scope in 

this paper). The /in out
tE represent the power of 

input/output. 
out in
t ee tE E  (17) 

 Furnace 

Furnace (F) converts gas to heat by the coefficient of 

gh : 

t gh tH G  (18) 

Mentioned parts summarized in the Table 1: 
 

Table 1: Parameters of EHS equipment 

Equipment Output Input 

CHP 

CHP
tH  chp

gh

in
tG  

CHP
tE  chp

ge

in
tG  

EHP EHP EHP
t tC H  in

tE COP  

Chiller boiler CB
tC  

cb

in
tH  

Transformer Tr
tE  in

ee tE  

Furnace 
1, 2,t t t

H H H   
gh

in
tG  

 

B. Case Study 

The EHs including "base structure" and "proposed 

structure " are presented in two types as shown in Fig. 5 

and Fig. 6. In type-A EHP is fed from the demand side but 

in type-B, EHP is fed from the input of EH. In other 

words, in the topology type-A, EHP has been fed as a 

part of total electricity demand which is presented by 
e
tD for both types. Equation (19) shows the economic 

operation cost function which is introduced as the 

Objective Function (OF). The power balance equations 

for both types are presented as (20) and (21). Table 2 

represents the variable of ED optimization variables. 

C. Input Data and Assumptions 

Daily demands and price [40] are as Table 3. The data 

used for both types. Demands per hour for heat, 

electrical and cool demands )MW( and carriers’ price 

($/MWh) change as shown by Fig. 7, which Dh is heating 

demand, De electrical, and Dc cooling demand. 
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Table 2: Variables of the optimization problem 

Variable/Parameter Description 

1
tE  

ESS input for period t 

2
tE  

Transformer input for period t 

3
tE  

EHP input for period t 

1
tG  

CHP input for period t 

2
tG  Furnace input for period t 

 e
t  Electricity price for period t 

 g
t  Gas price for period t 

 

Gt

Electricity

Gas

Electricity

Heat

Cooling

EHP

CHP

ESS

Et

Gt

E2t

E3t

E1t

F

CB

H1t

G2t H2t

Dt
h

Dt
c

Dt
e

G1t

Tr

 
Fig. 5: EH configuration of type-A. 
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Fig. 6: EH configuration of type-B. 

 

 
Fig. 7: Total electric, cool, and heat demand. 

Table 3: Daily load demand and price 
 

T 

(hours) 

Dh 

(MW) 

De 

(MW) 

Dc 

(MW) 

Electricity 

price 

$/MWh 

Gas 

price 

$/MWh 

t1 21.41 52.10 11.51 22.02 5 

t2 23.21 66.70 13.68 24.24 5 

t3 26.09 72.20 16.01 23.1 6 

t4 26.72 78.37 21.42 22.8 6 

t5 25.59 120.20 21.97 24.12 6 

t6 26.45 83.48 30.80 23.16 7 

t7 39.54 110.40 38.94 31.38 7 

t8 47.28 124.29 46.78 40.38 8 

t9 52.12 143.61 50.97 42.3 8 

t10 49.13 149.28 48.86 39.72 11 

t11 69.26 154.19 34.77 43.98 11 

t12 61.97 147.30 32.68 36.48 11 

t13 68.04 200.71 27.77 37.92 14 

t14 68.56 174.37 32.02 42.48 15 

t15 56.40 176.54 33.22 37.86 15 

t16 41.32 136.11 34.13 31.5 15 

t17 37.43 108.71 40.78 34.2 16 

t18 25.44 96.90 43.56 29.52 16 

t19 25.66 89.08 51.48 28.5 16 

t20 21.94 82.49 43.15 29.7 16 

t21 22.44 76.93 36.49 31.86 16 

t22 24.63 66.85 27.68 30.96 18 

t23 22.72 47.17 19.14 30.3 20 

t24 22.59 64.67 11.04 21.84 20 

D. Constraints 

The base test system (Type-A) is chosen for the 

analysis of EH properties, based on [40]. Type-B is the 

proposed configuration. This structure will be chosen by 

looking at reducing cost function and other objectives. 

The structure is based on the assumptions that 

follow: 

 Analysis of the system in a stable state.  

 The power flow through the converters is described 

as just power and efficiency.  

 Losses are evaluated only as efficiency factors for 

each element. 

 The performance of the converter systems is 

assumed to be constant.      

 Reverse control flow doesn't occur. 

 The coupling matrix is not normally invertible 

0

50

100

150

200

250

t1 t4 t8 t12 t16 t20 t24

D
em

an
d

s 
(M

W
)

hours (h)

De Dh Dc

e g
t t t t

t

OF E G    (19) 

2, 1, 3,

2, 1,

e dch
t ee t t ge t t

e dch
t ee t t ge t

if type A D E E G E

if type B D E E G

 

 

     


   

 (20) 

1, 2,

1, 2, 3,

t t t

t t t t

if type A E E E

if type B E E E E

  


   
 (21) 
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(underdetermined equation structure).  

 In the household EH under analysis, the natural gas 

obtained at the input ports of the hub is divided into 

two paths, one path to the supply of CHP and the 

other path to the furnace. 

 The gas-consuming components which are the CHP, 

EHP, and furnace unit provide the need for electricity. 

 Demands and price of the energy carrier are obtained 

over a regular day of the market (unless stated 

otherwise, as in the clustering part) 

 The price and demand for both systems change 

identically to achieve a sustainable position. 

 Opposite of [40] which the price of the gas is 

constant, the gas price varies but the average is the 

same {12 $/MWH} as the base EH). 

The architecture of the EH studied in this paper is 

linear. It should be assumed that the same outcome 

(with more accuracy) could be obtained by applying the 

proposed approach to a nonlinear problem. Also, results 

are encouraging and warrant further analysis and 

research. Since the nonlinear problem is beyond the 

scope of this article, and the emphasis is only on the 

demand side and MADC relating to the economic 

dispatch of DRP, in this work, after evaluating cluster 

centers by MADC, the problem will be tackled by using 

Mixed Integer Linear Programming (MILP), in GAMS© 

and using "CPLEX" [41] solver. The "CPLEX" Optimizer as 

its simplex method used in the "C programming 

language" is used. However today it still supports many 

forms of mathematical optimization and provides 

interfaces other than "C". The analysis is applied on a 

Windows 10© PC with a 2.6 GHz 7-core processor and 16 

GB RAM. The analysis is carried out in GAMS© and 

MATLAB© to incorporate MADC, EH Economic Dispatch 

(EHED), and DRP. The average simulation time is 69.40 

sec for MATLAB© and less than 10 seconds for GAMS©. 

The model suggested for household consumption may 

also be used for other different applications. 

All of the data series assumed that is obtained by 

using a sampling cycle Ts equal to one hour, for an 

operational horizon which here is a typical single day. 

The electricity prices of energy depend on the hour of 

the day, with a “high” value of 43.98 $/MWh applied at 

all hours from 00:00 to 24:00 and a “low” value of 21.84 

$/MWh. Gas costs as mentioned change from 5 to 20 

$/MWh. It is important to notice that the average is 12 

$/MWh which is like the mentioned reference [40]. 

Other constraints summarized as following tables 

which directly get from [40]: 
 

Table 4: Efficiency data 


/ch dch

 ee
  

ge
  

gh
  

f

gh
  

hc
  

ehp
W  

0.9 0.98 0.35 0.45 0.9 0.95 2.5 
 

Table 5: Capacity data 
 

C
ap

acity 

 

SOCmin SOCmax 
ESS initial 

energy 
/

min
ch dchE  

/
max
ch dchE  

120 600 120 0 120 

MW h MW h MW h MW MW 

C
ap

acity 

 

CHP 
min

/ ehpC H  
max

/ ehpC H  Furnace I 

250 0 500 500 0/1 
MW MW MW MW - 

 

The demand curve is usually distributed. It can be 

concluded that the distribution of the average daily is 

usually normal [42]. The approach used in this paper to 

produce data clusters which will be discussed in the 

following sections. Additionally, as data are directly 

derived from [40], there are no details about the 

consumption for MADC implementation. In order to 

investigate the uncertainty, overall uncertainty modeled 

by MADC to scenarios reduction. As a consequence, the 

usual distribution used to generate data for which 

simulate the sampling cycle Ts mentioned before. The 

following formula shows the probability density function 

(PDF) of a conventional load [42]. Electrical heating and 

cooling loads are modeled using the typical PDF: 

2

2

2( )
1 2

( )
2

L

L

L

L

PDF L e










  (22) 

In the above equations L  and L specify the 

standard deviation and mean, respectively, L expresses 

the load value as well. The mean stands “the mean of 

the demands in a particular period” which the data 

collector saved and sigma is assumed to be %5. 

E. DRP Modeling 

Demand Side Management (DSM) as one of the most 

significant techniques used to maximize the benefits of 

electricity market players. DSM is called DR in 

deregulated power systems. Programs are typically 

divided into one of two categories: Incentive-Based 

Programs (IBP) and Time-Based Programs (TBP). Time-

based pricing systems consist of the following schemes 

and the price of energy varies over times [43]: 

 Real-Time Pricing (RTP),  

 Time of Use (TOU),  

 Critical Peak Pricing (CPP). 

Incentive-based programs include:  

 Interruptible/Curtailable service (I/C), 

 Capacity market Program (CAP),  

 Direct Load Control (DLC),  

 Demand Bidding (DB), 

 Emergency Demand Response Program (EDRP), 

 Ancillary Service (A/S) programs. 

Two DR mechanisms were mainly focused in this 

paper: TOU and EDRP. Also, DR is modeled based on the 

principle of load elasticity, considering TOU and EDRP 
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approaches, respectively using the multi-period load 

models which will consider in the following section. The 

suggested model is based on the EH model and the 

optimal rates are calculated for the TOU system (with 

the variable price of gas and electricity) as well as the 

optimal benefits for the integrated TOU and EDRP 

schemes. In the EDRP scheme [43] based on historical 

demand data, price data, and short-term load 

forecasting, Independent System Operator (ISO) seeks to 

reduce peak demand. Large EHs that want to reduce 

their consumption based on ISO announcements will 

participate in these programs. The ISO will pay them a 

significant amount of money (sometimes 10 times the 

electricity price in the off-peak period) as an incentive. It 

is obvious that customers will participate in this program 

voluntarily. This will raise a great deal of uncertainty 

about the peak reduction, but due to the pre-

determination of the incentive amounts and also 

because there is not any penalty price for consumers 

who do not reduce their consumption, participation in 

this program has been very good in most systems. The 

ISO was able to return the price to its normal value by 

forecasting the load curve for other days out of the 

working days of the DRP. As a result, peak loading and 

price reduction are the program results. Electrical 

consumers can participate in EDRP in the energy market, 

to reduce their costs. In these processes, customers 

attempt to move their demands of electricity from peak 

to off-peak. The current electrical charge is equal to the 

main load plus the variable load according to DRP. These 

factors may be a decrease or increase in load either 

positive or negative value. The amount of load increase 

or decrease that is the percentage of load participation 

in EDRP should be subject to a predefined limit. 

Simultaneous load increase/decrease is not allowed, 

however. According to the fundamental rule of EDRPs, 

the amount of the moving demand will be almost zero 

for a complete cycle of service which here is 24 hours. 

The DRP equations could summarize by the following 

equations: 

0
D DR

Dt t
t t tD

t

P P
DRP P P

P


       (23) 

max 0 max 0
t t tDRP P DRP DRP P        (24) 

1

0
T

t
t

DRP


    (25) 

In the TOU plan, energy prices are assessed based on 

the cost of production. Consequently, the price will 

generally be inexpensive during the low loading period, 

moderate during the off-peak period, and high during 

the peak period. By operating this scheme, consumers, 

who can move their consumption, will adjust to their 

prices. As a result, peak demand will be reduced and 

loads will shift from peak to off-peak or low periods [43].  

As the consumers have been separated from the 

effects and market behavior, "elasticity" as the 

determiner of the customers' behavior is characterized 

as a price-sensitive demand [43]: 

0

0

.
q dq

Elasticity
q dp






 


 (26) 

Where q is the demand value (MWh), ρ is electricity 

energy price ($/MWh), ρ0 is the initial electricity energy 

price ($/MWh) and q0 presents the initial demand value 

(MWh). 

When the price of electrical energy varies over 

various times, the market may respond to one of the 

following: 

 Some loads are not able to switch from one time to 

another (e.g., lighting loads) and maybe "on" or "off" 

only. So, such loads are flat and it's called "Self-

Elasticity," so it has always a negative value.  

0
j

j

D
Self Elasticity




  


 (27) 

 Some consumption could be moved from high to off-

peak or low times. This action is called Multi-Period 

Sensitivity and is determined by "Cross-Elasticity." 

This value is always positive. 

0
j

j

D
Cross Elasticity




  


 (28) 

where in the above equations ∆Dj is demand changes in 

period j, and ∆ρj represents price changes in period j. 

The elasticity coefficients for hours of the day can 

then be represented in a 24×24 matrix by the Table 6 

role which assumed as in [44]:  

 
Table 6: Elasticities 
 

 Peak Off-peak Low 

Peak -0.02 0.0032 0.0024 
Off-peak 0.0032 -0.02 0.002 

Low 0.0024 0.002 -0.02 

 
The method of modeling and formulating how the 

DRP system impacts the market for energy and how the 

full gain to consumers is reached has been discussed 

[43], [44].  

Also, details of the demand response economic model 

and the effect on electricity consumption, which is 

focused on optimizing the benefits are described in the 

mentioned papers.  

The related sensitive economic final model of the load 

is thus presented as follows: 
 

 

24
0

0 0
1 0

0

0

( )
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( ) 1,2,...,24

( ) ( ) ( ) ( )
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where 0 ( )d i  is demand in i-th hour (MWh), 0 ( )i  

presents electricity price in i-th hour ($/MWh), and ( )A j  

is the incentive in i-th hour ($/MWh). By considering the 

mentioned equations and definitions, the introduced 

EHs could model in the presence of the DR management 

system by Fig. 8. The detailed line connection in each 

type is presented in Fig. 9 and Fig. 10. The Mentioned 

equations indicate how high the customer's demand will 

be in order to achieve the full benefits within 24 hours. 

In the numerical results section, incentives could shift 

the demand curve when EDRP and TOU programs are 

running. 

Load 1

 

Load m

Loads  

Side

Generators  

Side

Source 1

Source n

...

...

 
Fig. 8: Conceptual model of energy hub demand response. 
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Fig. 9: Energy Hub type A's demand response scheme. 
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Fig. 10: Energy Hub type B's demand response scheme. 

F. MADC 

Clustering or unsupervised learning is the method of 

grouping data items into different partitions or clusters. 

In other terms, clustering identifies feasible cluster 

centers of multidimensional data based on some 

measure of uniqueness. This paper discusses the 

implementation of automated clustering [45] of large 

data sets which here is demand in the context of DRP. 

The proposed automatic clustering method does not 

require the preceding label of the data to be categorized. 

Also, it calculates the optimum number of data 

partitions automatically based on the metaheuristic 

algorithm laws. For clustering the data as mentioned in 

the previous section, the normal PDF applied to available 

data to produce demand scenario data. The most 

common approach to determine the similarities 

between two cluster centers is a distance measurement. 

The cluster validity indexes refer to the statistical-

mathematical functions used to quantitatively test the 

performance of a clustering algorithm. 

 
Table 7: MADC DB index approach outline 
 

DB index 

Cluster scatter within i-th  

1

,

1

i

q

ii q
i X C

S X m
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Cluster distance between i-th 

and j-th 

1

, ,, ,
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d t

i p j pi j t
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d m m


 
 
  

 

 

im =i-th cluster center, Ni=the number of elements in the i-

th cluster Ci, q,t>0, P=data points, X = data points as a 

matrix. 

R index 
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,
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DB index ,
1

1
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K

i qt
i
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  ` 

Fitness function 
1

( )i

F
DB K eps




 

 

The cluster validity index usually has two functions. 

First, it can be used to calculate the number of clusters, 

and second, it can be used to identify the best cluster 

centers. Two of the well-known indexes used in the 

literature for crisp clustering are the "DB" (Davies-

Bouldin) index and the "CS" (Chou-Su and Lai) index [45]. 

Due to their optimizing nature, cluster validity indexes 

are better used in combination with any optimization 

algorithms such as GA, PSO, etc. In this paper, the DB 

index integrated with the GA algorithm has been used in 

the analysis of DRP for finding out the configuration 
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effect of EHS, because of its achievements in multi 

demand EHs [46]. Through using clustering instead of 

focusing on a large amount of data, only specified 

categories are evaluated. The comprehensive process of 

modeling and formulating the DB index has been 

discussed in [45], which can be used for more 

explanation. Table 7 summarized the mentioned 

method. 

The MADC 's superiority is demonstrated by [45] 

comparing it with two established techniques of 

partitional clustering and one common hierarchical 

clustering algorithm. Besides, the objective function of 

DB and CS indices which introduced in this paper could 

present the optimal solution's guarantee based on the 

cluster scatter and distance eigen. Also, the key 

difference between these instruments is related to its 

ability to evaluate the optimum number of scenarios of 

the results which named cluster centers automatically 

without a human-deciding process. 

"Shannon entropy" and "TOPSIS" Method Application 

The Shannon entropy [47] can be used to assess the 

degree of disorder and its effectiveness in system 

information. The lower the entropy value, the lower the 

system's degree of disorder. The "Shannon entropy" 

weight approach is based on the amount of information 

needed to calculate the weight of the index and is one of 

the objective fixed weight methods. An entropy weight 

approach is used to evaluate the weight of the index in 

this paper, which is determined as follows. "TOPSIS" is 

the principle of identifying the optimal solution for 

decision-making problems, first of all, then finding a 

feasible and final solution and rating the solutions 

according to the similarity of the feasible solution to the 

optimal solution (positive or negative according to 

reduction or increasing need), finding the nearest 

solution to the ideal solution and the furthest from the 

negative one. The comprehensive process of modeling 

and formulating "Shannon's Entropy" and the "TOPSIS" 

methods have been discussed in [48], which can be used 

for more explanation. Table 8 and Table 9 abridged both 

approaches. 

Results and Discussion 

A. Optimal Configuration Selection Considering DRP 

As mentioned in the structured EHS, EHP fed point 

distinct both types "A" and "B". Conditions of both case 

studies and optimal EH’s operation cost has been 

presented through Fig. 11 to Fig. 17. 

EHP converts electricity to heat and cool energy. 

Operation cost variation shows the effects of the new 

configuration in the EHP fed point. Results indicate that 

changing configuration is capable of reducing the 

operation cost to 0.06% in a single day. This reduction is 

achieved because of the EHP ability to manage energy. 

Operation cost changing demonstrates the fed point of 

equipment and consequently configuration influence on 

this subject. Only a little change in the fed point cause to 

reduce the hub’s operation cost and it is obvious this 

reduction has been obtained with assumed demand and 

this percentage can change by differing mentioned 

conditions. Implementation of the selected scenario 

which is EDRP with $40 incentive rate in the following 

sections will result in %7.8-%9.9 cost reduction 

(operational cost for 1st cluster center is $74,925 and for 

2nd one is $76,664 in the presence of DRP for type "B" in 

the selected scenario which will be discussed in the 

following section). 

As shown in Fig. 11 and Fig. 13, the E1 and E3 inputs 

vary in the same way. This is because the EHP energy 

consumption is not related to the energy direction of the 

E1 and E3. On the other hand, the E2 vice versa E1 and E3 

changes in a different way for both types, which showed 

by Fig. 12 for both topologies. The E1 constancy is 

because the E1 is the basis of De energy consumption. 

The changelessness of E3 is because of its role in feeding 

DC, which in both types is the same.  

It is necessary to compare the whole electricity 

energy usage in Fig. 14. It is important to mention again 

that the same demand is considered for both types of 

EHSs. Total input gas energy is depicted in Fig. 15. Heat 

demand production by the furnace and chiller boiler is 

illustrated in Fig. 16.  

 By utilizing the objective function which presented 

before, the energy hub economic dispatch will cost as 

shown by Fig. 17.  

As can be seen, in the case without DR for both types 

(and just variable costs as different operational costs, 

not TOU applying), the value of operation cost for type 

"A" and "B" are $83,205.885 and $83,157.136, 

respectively. By comparing both cases, it can be found 

that, by employing type "B", operation cost reduced up 

to $48.74 which is 0.06%. 
 

Table 8: Shannon entropy method outlines 

 

Shannon entropy 

Normalizing matrix (Xij= 

amount of eigen) 
1

x
i j

r
ij m

x
ij

j






 

Entropy calculation 1

1

( )

m

ij ij iji
e r Ln r

Ln m 
  

 

Distance for full impact 

factor 
1j jd e 

 

Weight vector calculation 

1

1

1

j
j n

j
j

e
w

e






 

Xij=each element of the decision matrix, m=the scenarios number 
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Table 9: TOPSIS approach outlines 
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By utilizing EDRP for peak hours (14-18) and different 

incentive rates, the mentioned types result as Fig. 18.  

In type "B", the electrical energy input directions play 

a complementary role and help to cost reductions.  

For comparing the results for both types, the 

simulation result of the optimization problem in 

deterministic conditions has been presented in Table 10, 

too.  

These results imply that the hub’s operation cost has 

a direct relation with the configuration. 

The operational cost in type A is almost $83,206. So, 

by employing type "B" and applying EDRP, operation 

cost reduced up to $1244. In comparison with base type 

results (as Fig. 17), the operational cost for the least 

incentive rate ($1) reduced 0.32% and for the highest 

incentive rate ($20) reduced 1.50% in the selected type 

which is "B".  

By considering the mentioned results type B is 

selected for applying the MADC approach. Also, the 

selected type is less complicated as presented in past 

sections. By considering both types as Fig. 19 presents, a 

configuration selection center could manage the effect 

of the configuration in reducing costs and emissions for a 

special site depending on situations (with DRP or without 

DRP and the combination of these configurations). 

 
Fig. 11: E1 consumption for both type-A and type-B. 

 

Fig. 12: E2 consumption for both type-A and type-B. 

 

 
Fig. 13: E3 consumption for both type-A and type-B. 

 

 
Fig. 14: Total energy input E for both type-A and type-B. 

 

 
Fig. 15: Input gas energy for both types. 
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Fig. 16: Amount of produced heat by the furnace and chiller 

boiler for both types. 
 

 

Fig. 17: Total operation cost of the base and proposed EH. 

 

 
Fig. 18: Total operation cost comparison based on different 

incentives in the presence of EDRP. 
 

Configuration 

selection

Clock

B

A

B

A

Fig. 19: Configuration selection scheme. 

B. MADC Approach 

In this section, MADC has been evaluated. In this 

paper for more reasonable results, the demands 

designate in a complete clustering act instead of 

clustering each hour [46]. For computing cluster center 

with MADC (by using GADB [46] as mentioned before) 

following assumptions used: 

 Maximum number of iterations=200; 

 Population size (nPop)=100; 

 Crossover percentage (Pc)=0.8; 

 Off springs number (parents)=2×round (Pc  × nPop/2); 

 Mutation percentage (Pm)=0.3; 

 Number of mutants=round (Pm  × nPop); 

 gamma=0.05; 

 Mutation rate=0.02; 

 Selection pressure=8. 

MADC was executed 100 times and the average run 

time is 69.40 sec, notice that the approach should run 3 

times to result in cluster center combination of 3 

demands (the last run results considered). Also, the 

average amount (costs) of the MADC fitness function 

(which is mentioned in Table 7) are 0.999, 0.990, and 

1.014. 

As it is illustrated in Fig. 20, by utilizing the automatic 

clustering method for each demand data, two cluster 

center results as each demand cluster centers. The 

illustrated data clusters as a complete view showed by 

Fig. 21. By considering the mentioned figures the final 

combination could be the as following matrix 
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(30) 

For achieving the final results, the first cluster center 

combinations (1,2) are considered in this paper. Table 11 

presents the selected cluster centers. Also, the results 

were analyzed by descriptive statistics in the mentioned 

table. For more reliability, the other combinations could 

consider that's beyond the scope of this paper. For 

future researches, the combinations could consider by 

two techniques. First, re-cluster detected clusters 

combination with an adaptable approach (like using 

metaheuristic algorithms), second using descriptive 

statistics features of evaluated cluster centers. 

C. Different Scenarios in the Presence of EDRP and 
Prioritizing 

Several DR scenarios have been considered for both 

evaluated cluster centers as indicated by Table 12 and 

Table 13. The suggested DRP is split into 6 scenarios. In 

the base case, base prices are implemented where no DR 

program is adopted as mentioned in the previous 

sections.  It should be mentioned again that the price 

change in Table 3 is because of the operational cost of 

EH's equipment. Scenario #1 is the DRP without any 

variable price for electricity or gas (the average price in 

Table 3 considered for both which are $12 and $31.65 

for gas and electricity respectively). Scenario #2 to 
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Scenario #4 are the IBP class, which includes the EDRP 

program with different incentive rates from $10 to $40. 

Finally, scenario #5 and Scenario #6 are the scenarios 

with %80 and %120 of elasticity and an incentive rate of 

$20. 

In order to enhance the characteristics of the load 

profile as well as the customer’s benefit, the following 

attributes are considered as elements 1 to 6 as seen in 

Table 12 and Table 13: “operational cost without DR )$(, 

customer bill ($), operational cost reduction ($), 

costumer benefit ($), electrical energy peak reduction 

(MWh) and gas energy peak reduction )MWh(”.   

The attributes are weighted using the "Shannon 

entropy" method. The weights of the attributes 

measured are seen in Table 14. The decision matrix is 

then defined using "TOPSIS" with the results of Table 15. 

As mentioned, the decision matrix reflects the 

performance of each program for each attribute. As seen 

in Table 15, scenarios 4, 6, 3, 1, 5, and 2 give the best 

results respectively for both cluster centers. In order to 

avoid a vast number of statistics and tables from all the 

results of the scenarios, only results relating to the 

selected scenario (#4) have been presented and 

discussed in this section. The results of the simulation 

studies and the effect on the load curve characteristics 

of the selected DRP scenario (# 4) using the load 

economic model are shown in Fig. 22 and Fig. 23 for 

both cluster centers considering peak reduction in 14-18 

periods. Load shifting -as one of the demand response 

strategies- has been successfully applied in all types of 

demand, electricity, heat, and cooling. The demand side 

action for both forms is acceptable. The detailed peak 

reduction for each demand is depicted in Fig. 24 and Fig. 

25.  

D. TOU and TOU+EDRP Integration Scheme for Cluster 
Centers 

Typical EDRP has been completed with TOU in this 

paper for full utilization of the demand-side potential for 

decreasing operational costs. The TOU program is one of 

the most popular programs among the DRPs.  

By using this program, the ISO can obtain optimum 

results with most benefits. Besides, the DRP control unit 

could adjust the energy usage from a particular time in 

the EH, which has a higher electricity price, to a night 

period with a lower electricity price with the use of 

demand response capability programs (which here this 

case considered by just doubling prices).  

Most of the demands of the system are made up of 

external energy networks (so this could be a major 

possibility to change consume side behavior by adjusting 

energy price for gas/electricity).  

Energy carriers have been described in this paper as 

electricity, natural gas. 

As a consequence, this change impacts the power grid 

and the natural gas network. The initial price variability 

of energy carriers causes the EH management unit of the 

system to follow various strategies to achieve optimum 

benefit. As a special case for observing TOU effect Table 

16 and Table 17 reflects the results of doubling just 

electricity price and as other case both electricity and 

gas prices for both cluster centers. 

Fig. 26 to Fig. 29 are demonstrators of imported 

energy form the electrical /natural gas grid during the 24 

hours for the selected type that is B. Applied approaches 

such as EDRP integrated with TOU changes the imported 

power amount significantly. In other words, the variation 

of electricity/gas price in proportion to its constant price 

manner results in providing the demand for EH in 

optimal scheduling. 

Fig. 26 and Fig. 27 depict the twofold electricity price in 

peak for first and second cluster centers respectively. Also, 

Fig. 28 and Fig. 29 represent twofold electricity and gas 

price in peak for both cluster centers.  

As seen doubling just electricity price (which in 

conventional systems could be even more) could reduce 

electricity usage to zero. In the other case by twofold 

electricity and gas price simultaneously the Ein and Gin 

reduced considerably. 

E. Priorities for Future Researches 

The impacts of other configurations could consider in 

future articles to get more certainty. Admittedly, by using 

more inputs including water and other facilities, it is 

possible to increase the baseline performance. 

Furthermore, the price profile (because of demand) may 

change on a seasonal, weekly, or even daily basis, so that 

the mathematical model may have to be adjusted almost 

daily depending on the operating conditions to avoid 

performance aberrations.  

For each hour the uncertainties could be considered by 

greater reliability. Besides, the use of appliances such as 

CHP, turbine, etc.  

to minimize the buying of energy from the power grid, 

is one of the solutions to increase the profit and reduce 

the expense of the energy center.  

Analysis of the intermittent renewable energy 

production impacts could deliberate. Considering the 

natural energy, including wind turbines and PVs will 

improve the model. Thus, wind speed and solar radiation 

uncertainties will influence the outcome. The association 

and variability of the PV and wind turbines would have a 

direct effect on transmission lines and bus voltages.  

Also, as mentioned the more cluster center 

combinations considering could increase reliability. So, for 

accurate, the forecast models the other available 

combinations could consider by re-cluster detected 

clusters combination or using descriptive statistics 

features of evaluated cluster centers.  

The mentioned constraints could consider in further 
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works without changing the main mean and just by little 

changes in scenarios. 

 

 
 

Fig. 20: Automatic clustering of demand's data. 

 

 

 
 

Fig. 21: Auto clustering of demands in a complete view. 

 

 

 
 

Fig. 22: EDRP peak reduction for 1st cluster center (#4 Type B). 

 
 

Fig. 23: EDRP peak reduction for 2nd cluster center (#4 Type B). 

 

 
 

Fig. 24: Demands peak reduction 1st cluster center (#4 Type B). 

 
 

 
 

Fig. 25: Demands peak reduction 2nd cluster center (#4 Type B). 
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Fig. 26: Electricity and gas usage change 1st cluster center 

(twofold electricity price in peak). 
 

 
Fig. 27: Electricity and gas usage change 2nd cluster center 

(twofold electricity price in peak). 
 

 
Fig. 28: Electricity and gas usage change 1st cluster center 

(twofold electricity and gas price in peak). 
 

 
Fig. 29: Electricity and gas usage change 2nd cluster center 

(twofold electricity and gas price in peak). 

Conclusion 

In this paper demand-side uncertainties model of EH 

has been incorporated with selected DRP. The 

uncertainties of EH various demands including heating, 

cooling, and electricity have been defined as scenarios 

based on the PDFs of demands. Along with proposing 

DRP, the EH operator willing to minimize its costs has to 

determine the optimal scheduling of EHs as well as the 

selected DR scenarios based on two integrated 

approaches "TOPSIS" and "Shannon Entropy". The 

proposed problem has been solved by the MADC 

approach through the genetic algorithm and using the 

DB index. A typical EH has been employed to analyze the 

different aspects of the proposed method and improved 

by proposing some configuration changes. The effect of 

configurations considered in detail. It was shown that in 

the system which EHP was fed directly by the network, 

the total cost is less than the other structure. This is 

because of EHS acting by giving feedback from the 

output and reducing wasted energy and converting it to 

other kinds of energy. Also, the MADC model for EH in 

the presence of DR was developed to evaluate the 

prioritizing of DRPs and reducing the problem 

dimension. The "Shannon Entropy" method was used to 

obtain the weights. Then the "TOPSIS" method was used 

to select the best result and reasonably achievable by 

choosing available variables. Two cluster center 

combination models were presented and analyzed, with 

variables that met the EHED. The most important 

variables to evaluate the DRP of EH in the study area 

were the operational cost without DR ($), the customer 

bill ($), the operational decreased cost ($), the customer 

benefit ($), the peak reduced for electrical energy 

(MWh), and the peak reduced for gas energy (MWh). 

The costumer's benefit ($) is the most influential variable 

of MADM techniques for its weight that found by 

Shannon entropy for both clusters with a little tolerance. 

Also, the "operational cost without DR ($)" was 

evaluated as the lowest weight in the decision matrix 

weight for both cluster centers. Besides, both cluster 

center as their origin -which is the normal PDF for 

demand as mentioned- act in weights almost the same. 

Although other variables are very important and should 

consider depending on the customer, ISO, or utility point 

of view, which here the customer considered. The user 

of this forecast model should use all of the available 

combinations in the clustering section since for more 

reliability the other combinations could consider by two 

techniques. First, re-cluster detected clusters 

combination with an adaptable approach, second using 

descriptive statistics features of evaluated cluster 

centers. Additionally, it is important to mention that 

when using the proposed models, it is necessary to 

consider seasonal, or weekend patterns which is out the 

0

100

200

300

t1 t4 t8 t12 t16 t20 t24

E
n

er
g
y
 u

sa
g
e 

(M
W

)

hours (h)

E total (TOU) G total (TOU)

E total (TOU+EDRP) G total (TOU+EDRP)

0

100

200

300

t1 t4 t8 t12 t16 t20 t24

E
n

er
g
y
 u

sa
g
e 

(M
W

)

hours (h)

E total (TOU) G total (TOU)

E total (TOU+EDRP) G total (TOU+EDRP)

0

200

400

t1 t4 t8 t12 t16 t20 t24

E
n

er
g
y
 u

sa
g
e 

(M
W

)

hours (h)

E total (TOU) G total (TOU)

E total (TOU+EDRP) G total (TOU+EDRP)

0

100

200

300

t1 t4 t8 t12 t16 t20 t24

E
n

er
g
y
 u

sa
g
e 

(M
W

)

hours (h)

E total (TOU) G total (TOU)

E total (TOU+EDRP) G total (TOU+EDRP)



H. Hosseinnejad et al. 

248 
 

scope of this paper and could easily consider. So that the 

mentioned condition may have to be adapted almost 

daily depending on the conditions to avoid a 

performance defect.  

The positive effect of employing DRP in both peak 

shedding and reducing economic costs presented in both 

types. By comparing the results for, economic cost, in 

the case with EDRP, is reduced in comparison to base 

type A. Besides, type B in the case with DRP is better in 

the cost function than type A in both with and without 

EDRP.  

The inferences made of the study area showed that 

the EHED problem could consider by using cluster center 

instead of using large data in the presence of DRPs. 

By employing the MADC and using DRP of EH the 

impact on the results of energy dispatch of EHs as well as 

the operating objective function have been determined 

and discussed. Besides, the scheduling results of 

resources after the realization of the most probable 

scenario have been illustrated. In brief, the simulation 

results show: 

 In the DRP selection approach, the incentive rate has 

the most role than other elements like elasticity.  

 MADC and selected algorithm by considering proper 

index (GADB) provided reduced scenarios of 

uncertainties by evaluating the optimum number of 

scenarios which named cluster centers (automatically 

without human-deciding process). 

 The scenario finding process concentration is at the 

number of scenarios that will reduce the computation 

burden and increase the accuracy of the model. 

 The power used by gas-based and electrical-based 

devices are considerably reduced by using DRPs 

during peak period.  

 Using DRP leads to the reduction of the objective 

function alongside using optimal configuration. It 

means that motivating consumers to participate in 

DRPS can reduce the cost of EH operation. 

Finally, this study can be a basis of comparison for 

future research in the area of study. As well, it is possible 

to use different mathematical models such as nonlinear 

and compare the response variable or the predictors 

without losing main achievements. 
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/e g

t  Electric/Gas energy cost 

ee  Coefficient related to transformer 

/ch dch
tE  Charging/Discharging in time t 

/ /ge h CB  Coefficient of gas to electricity/heat/CB 

1/2,tH  Furnace output for feeding heat load/CB 

tG  Input gas energy of EH in time t 

1/2,tG  Input gas energy directions 

2,tG
 Input gas energy of the furnace 

/ /e h c
tD  Electric/Heat/Cool demand at time t 

tE  Input electric energy in time t 

1/2/3,tE  Input electricity energy directions 

/ch dch
tI  Binary value to charging/discharge state 

/c h
tI  Binary value to cool/heat state 

/ EHP
tC H  Cool/Heat generated by EHP 

ehpCOP W  The working factor of EHP 

t Sample time index 

/X YP  Input/output power matrix 

C  Coupling matrix 
maxDRP Maximum participation limitation in DRP 

/0D
tP Demand in time t 

DRP
tP The available power of DRP 

EHS Energy Hub Systems 

DR Demand Response 

MADC Metaheuristic Automatic Data Clustering 

EDRP Emergency Demand Response Program 

TOU Time of Use 

CHP Combined Heat and Power 

PDF Probability Density Function 

MCS Monte Carlo Simulation 

LHS Latin Hypercube Sampling 

DRR Demand Response Resources 

EHP Electric Heat Pump 

CB Chiller Boiler 

ESS Electricity Storage System 

Tr Transformer 

F Furnace 
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Table 11: Final selected cluster centers 

 

 

 

 

 

 

 

 

EH type  A B  A B  A B  A B  A B 

Incentive price ($) 1.00  5.00  10.00  15.00  20.00 

Eco
n

o
m

ical 

Operational cost without DR ($) 83206.00 83157.00  83206.00 83157.00 83206.00 83157.00 83206.00 83157.00 83206.00 83157.00 

Operational cost with DR ($)  82982.00 82933.00  82778.00 82729.00  82522.00 82473.00  82266.00 82217.00  82011.00 81961.00 

Customer bill ($)  82978.80 82929.80  82698.08 82649.08  82202.34 82153.34  81546.76 81497.76  80732.30 80682.30 

Total paid incentive ($)  3.20 3.20  79.92 79.92  319.66 319.66  719.24 719.24  1278.70 1278.70 

Operational decreased cost ($)  224.00 224.00  428.00 428.00  684.00 684.00  940.00 940.00  1195.00 1196.00 

Costumer benefit ($)  227.20 227.20  507.92 507.92  1003.66 1003.66  1659.24 1659.24  2473.70 2474.70 

O
p

e
ratio

n
al 

Total E usage no DR (MWh)  1778.30 1775.00  1778.30 1775.00  1778.30 1775.00  1778.30 1775.00  1778.30 1775.00 

Total E usage with DR (MWh)  1772.635 1769.274  1769.082 1765.733  1764.64 1761.313  1760.196 1756.886  1755.757 1752.463 

Total reduced E (MWh)  5.68 5.68  9.24 9.22  13.68 13.64  18.12 18.07  22.56 22.49 

Total G usage without DR (MWh)  2967.00 2967.00  2967.00 2967.00  2967.00 2967.00  2967.00 2967.00  2967.00 2967.00 

Total G usage with DR (MWh)  2966.047 2966.047  2962.234 2962.234  2957.464 2957.464  2952.695 2952.695  2947.927 2947.927 

Total reduced G (MWh)  0.96 0.96  4.77 4.77  9.54 9.54  14.31 14.31  19.08 19.08 

Peak E usage without DR (MWh)  380.13 391.69  380.13 391.69  380.13 391.69  380.13 391.69  380.13 391.69 

Peak E usage with DR (MWh)  377.70 389.23  373.31 384.71  367.83 379.06  362.34 373.40  356.86 367.75 

Peak reduced E (MWh)  2.42 2.46  6.81 6.98  12.30 12.63  17.78 18.29  23.27 23.94 

Peak G usage without DR (MWh)  654.57 654.57  654.57 654.57  654.57 654.57  654.57 654.57  654.57 654.57 

Peak G usage with DR (MWh)  652.68 652.68  645.09 645.09  635.61 635.61  626.14 626.14  616.66 616.66 

Peak reduced G (MWh)  1.90 1.90  9.48 9.48  18.96 18.96  28.44 28.44  37.92 37.92 

T  

(hours) 

1st cluster center  2nd cluster center  Dh probabilistic features  De probabilistic features  Dc probabilistic features 

Dh (MW) De (MW) Dc (MW)  Dh (MW) De (MW) Dc (MW)  Mean Std.Err Std.Dev Vari.  Mean Std.Err Std.Dev Vari.  Mean Std.Err Std.Dev Vari. 

t1 23.7403 61.1934 12.0094  19.9127 46.5628 10.7536  21.83 1.35 1.91 3.66  53.88 5.17 7.32 53.51  11.38 0.44 0.63 0.39 

t2 23.0667 60.5554 14.8005  23.2298 70.2743 12.2131  23.15 0.06 0.08 0.01  65.41 3.44 4.86 23.61  13.51 0.91 1.29 1.67 

t3 29.2458 63.9393 14.4938  24.6736 79.5224 17.7252  26.96 1.62 2.29 5.23  71.73 5.51 7.79 60.71  16.11 1.14 1.62 2.61 

t4 29.1081 78.4733 21.0230  25.3252 78.5930 22.5588  27.22 1.34 1.89 3.58  78.53 0.04 0.06 0.00  21.79 0.54 0.77 0.59 

t5 23.7909 114.5180 21.4103  26.4597 124.9144 22.7427  25.13 0.94 1.33 1.78  119.72 3.68 5.20 27.02  22.08 0.47 0.67 0.44 

t6 25.2912 91.5484 30.3805  27.0332 77.9971 31.4265  26.16 0.62 0.87 0.76  84.77 4.79 6.78 45.91  30.90 0.37 0.52 0.27 

t7 42.2813 111.5222 38.0266  38.2310 109.8509 40.1385  40.26 1.43 2.03 4.10  110.69 0.59 0.84 0.70  39.08 0.75 1.06 1.12 

t8 49.4742 122.5844 45.9311  45.9051 125.9513 48.2725  47.69 1.26 1.78 3.18  124.27 1.19 1.68 2.83  47.10 0.83 1.17 1.37 

t9 55.0574 146.1714 52.0197  50.7099 143.1384 49.6187  52.88 1.54 2.17 4.73  144.65 1.07 1.52 2.30  50.82 0.85 1.20 1.44 

t10 53.3959 150.8836 47.2973  46.8306 148.8455 51.0791  50.11 2.32 3.28 10.78  149.86 0.72 1.02 1.04  49.19 1.34 1.89 3.58 

t11 66.1378 147.0003 35.2708  70.9739 158.2464 33.4281  68.56 1.71 2.42 5.85  152.62 3.98 5.62 31.62  34.35 0.65 0.92 0.85 

t12 59.3973 140.5613 31.2797  63.2679 150.6599 34.7454  61.33 1.37 1.94 3.75  145.61 3.57 5.05 25.50  33.01 1.23 1.73 3.00 

t13 70.4422 194.5400 28.3029  66.8692 204.1284 26.7481  68.66 1.26 1.79 3.19  199.33 3.39 4.79 22.98  27.53 0.55 0.78 0.60 

t14 64.8269 181.3103 30.5516  70.3487 168.7717 33.5958  67.59 1.95 2.76 7.62  175.04 4.43 6.27 39.30  32.07 1.08 1.52 2.32 

t15 59.2759 167.4717 34.5643  54.7006 182.2651 31.4916  56.99 1.62 2.29 5.23  174.87 5.23 7.40 54.71  33.03 1.09 1.54 2.36 

t16 39.7297 134.8847 32.6926  41.3220 137.2725 36.3781  40.53 0.56 0.80 0.63  136.08 0.84 1.19 1.43  34.54 1.30 1.84 3.40 

t17 40.5114 101.2534 41.8246  35.3257 112.9727 38.8061  37.92 1.83 2.59 6.72  107.11 4.14 5.86 34.34  40.32 1.07 1.51 2.28 

t18 23.1794 90.9065 42.3504  25.9229 100.2231 45.4505  24.55 0.97 1.37 1.88  95.56 3.29 4.66 21.70  43.90 1.10 1.55 2.40 

t19 28.6135 94.8067 51.6883  24.7605 85.6357 50.7225  26.69 1.36 1.93 3.71  90.22 3.24 4.59 21.03  51.21 0.34 0.48 0.23 

t20 20.0601 78.6907 44.0028  23.0952 84.2897 41.6982  21.58 1.07 1.52 2.30  81.49 1.98 2.80 7.84  42.85 0.81 1.15 1.33 

t21 20.0697 73.6350 36.5549  22.5983 78.8553 36.7498  21.33 0.89 1.26 1.60  76.25 1.85 2.61 6.81  36.65 0.07 0.10 0.01 

t22 27.2648 69.7386 26.7349  22.4152 65.5656 29.2986  24.84 1.71 2.42 5.88  67.65 1.48 2.09 4.35  28.02 0.91 1.28 1.64 

t23 21.7120 54.3546 18.8858  23.3281 41.9632 19.7832  22.52 0.57 0.81 0.65  48.16 4.38 6.20 38.39  19.33 0.32 0.45 0.20 

t24 18.5066 71.9952 11.8792  24.6555 60.2725 9.5242  21.58 2.17 3.07 9.45  66.13 4.14 5.86 34.36  10.70 0.83 1.18 1.39 

Table 10: The DRP operation for both types with different incentive prices 
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Table 12: The different scenarios of 1st cluster center for selected configuration (Type B) 
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#01 12 31.65 20 ×1 86390 85384 769.88 1775.80 26.87 37.66 

#02 Var. Var. 10 ×1 81451 81136 498.54 812.88 10.54 18.83 

#03 Var. Var. 20 ×1 80952 79695 997.03 2254.40 21.08 37.66 

#04 Var. Var. 40 ×1 79955 74925 1994.10 7023.60 42.17 75.31 

#05 Var. Var. 20 ×0.8 81151 80145 797.72 1803.60 16.87 30.13 

#06 Var. Var. 20 ×1.2 80753 79244 1196.50 2705.40 25.30 45.19 

 

Table 13: The different scenarios of 2nd cluster center for selected configuration (Type B) 
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#01 12 31.6 20 ×1 87707 86674 816.97 1850.20 28.47 37.67 

#02 Var. Var. 10 ×1 83392 83069 520.69 843.59 11.92 18.84 

#03 Var. Var. 20 ×1 82871 81580 1041.40 2333.00 23.84 37.67 

#04 Var. Var. 40 ×1 81830 76664 2082.90 7249.20 47.68 75.34 

#05 Var. Var. 20 ×0.8 83080 82046 833.15 1866.40 19.07 30.14 

#06 Var. Var. 20 ×1.2 82663 81113 1249.70 2799.50 28.61 45.21 

 

  Table 14: Weight of attributes matrix for selected configuration (Type B) 

 

Sele
ctio

n
 

m
atrix 

Shannon entropy weight selection matrix of 1st cluster center  Shannon entropy weight selection matrix of 2nd cluster center 

element 

1 

element 

2 

element  

3 

element  

4 

element 

5 

element 

6 

 element 

1 

element 

2 

element 

3 

element 

4 

element 

5 

element 

6 

-0.3058 -0.3070 -0.2578 -0.2409 -0.3143 -0.2879  -0.3049 -0.3061 -0.2597 -0.2418 -0.3075 -0.2879 

-0.2981 -0.3003 -0.2016 -0.1490 -0.1923 -0.1973  -0.2983 -0.3005 -0.2013 -0.1493 -0.1937 -0.1973 

-0.2972 -0.2979 -0.2927 -0.2729 -0.2824 -0.2879  -0.2974 -0.2981 -0.2924 -0.2730 -0.2840 -0.2879 

-0.2956 -0.2897 -0.3644 -0.3630 -0.3601 -0.3626  -0.2958 -0.2899 -0.3643 -0.3632 -0.3609 -0.3626 

-0.2976 -0.2987 -0.2626 -0.2429 -0.2522 -0.2578  -0.2978 -0.2989 -0.2623 -0.2430 -0.2538 -0.2578 

-0.2969 -0.2972 -0.3164 -0.2974 -0.3065 -0.3119  -0.2971 -0.2974 -0.3161 -0.2974 -0.3081 -0.3119 

ej1 0.9998 0.9995 0.9464 0.8742 0.9533 0.9519  0.9998 0.9996 0.94684 0.8750 0.9533 0.9519 

dj1=1-

ej1 

0.0001 0.0004 0.0535 0.1257 0.0466 0.0480  0.0001 0.0003 0.05315 0.1249 0.0466 0.0480 

Wj1 0.00067 0.00150 0.19506 0.45782 0.16996 0.17499  0.00052 0.00133 0.19453 0.45715 0.17058 0.17588 

Improv

ed 

weight 

0.0007 0.0015 0.1951 0.4578 0.1700 0.1750 

 

0.0005 0.0013 0.1945 0.4571 0.1706 0.1759 

 

Table 15: Decision-making matrix of cluster centers for selected configuration (Type B) 

 
Decision-making matrix of 1st cluster center  Decision-making matrix of 2nd cluster center 

Sj1+ Sj1- Pj1 Rank Scenario S2+ Sj2- Pj2 Rank Scenario 

0.310661 0.077685 0.200040 4 #01 0.309590 0.076148 0.197409 4 #01 

0.379267 0.000050 0.000132 6 #02 0.378545 0.000044 0.000116 6 #02 

0.284599 0.096208 0.252643 3 #03 0.283844 0.096238 0.253203 3 #03 

0.000000 0.379267 1.000000 1 #04 0.000000 0.378545 1.000000 1 #04 

0.316010 0.063591 0.167520 5 #05 0.315329 0.063550 0.167732 5 #05 

0.253568 0.129019 0.337228 2 #06 0.252761 0.129099 0.338078 2 #06 
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Table 16: TOU and TOU+EDRP scheme for 1st cluster center in selected configuration (Type B) 

 
 1st cluster center (2×electricity price in peak)  1st cluster center (2×electricity price and 2× gas price in peak) 

 
E total: TOU 

(MW) 

G total: TOU 

(MW) 

E total: TOU+EDRP 

(MW) 

G total: TOU+EDRP 

(MW) 

 
E total: TOU 

(MW) 

G total: TOU 

(MW) 

E total: TOU+EDRP 

(MW) 

G total: 

TOU+EDRP 

(MW) 

t1 151.296 81.876 151.731 83.014  151.296 81.876 151.731 83.014 

t2 31.529 83.215 31.967 84.372  31.529 83.215 31.967 84.372 

t3 146.875 100.511 147.249 101.909  146.875 100.511 147.249 101.909 

t4 161.886 107.754 162.469 109.252  161.886 107.754 162.469 109.252 

t5 138.976 93.015 140.167 94.308  138.976 93.015 140.167 94.308 

t6 180.236 107.793 181.073 109.292  180.236 107.793 181.073 109.292 

t7 58.327 165.279 59.138 167.577  58.327 165.279 59.138 167.577 

t8 60.178 195.076 61.015 197.787  60.178 195.076 61.015 197.787 

t9 76.922 218.148 47.385 221.181  76.922 218.148 77.991 221.181 

t10 83.910 207.878 85.465 211.732  83.91 207.878 85.465 211.732 

t11 13.533 230.218 0 234.485  13.533 230.218 0 234.485 

t12 65.503 206.291 66.718 210.115  65.503 206.291 66.718 210.115 

t13 117.414 201.263 119.591 204.994  117.414 201.263 119.591 204.994 

t14 0 220.953 0 195.355  12.221 185.22 10.805 163.762 

t15 0 209.786 0 185.482  13.826 169.36 12.224 149.739 

t16 0 151.75 0 134.17  13.077 113.513 11.562 100.363 

t17 0 164.665 0 145.588  16.73 115.747 14.792 61.604 

t18 0 115.759 0 102.348  16.94 66.227 14.978 58.554 

t19 79.877 81.753 81.358 83.268  79.877 81.753 81.358 83.268 

t20 71.58 57.315 72.907 58.377  71.58 57.315 72.907 58.377 

t21 63.429 57.342 64.605 58.405  63.429 57.342 64.605 58.405 

t22 46.086 77.899 46.94 79.343  46.086 77.899 46.94 79.343 

t23 34.533 62.034 35.173 63.184  34.533 62.034 35.173 63.184 

t24 80.867 13.894 82.366 14.151  80.867 13.894 82.366 14.151 

 Operational cost No DR Operational cost with DR  Operational cost No DR Operational cost with DR 

69878.896 $ 67893.945 $  78917.521 $ 76397.990 $ 

 

Table 17: TOU and TOU+EDRP scheme for 2nd cluster center in selected configuration (Type B) 

 
 2nd cluster center (2×electricity price in peak)  2nd cluster center (2×electricity price and 2× gas price in peak) 

 
E total: TOU 

(MW) 
G total: TOU 

(MW) 
E total: 

TOU+EDRP (MW) 
G total: 

TOU+EDRP (MW) 

 
E total: TOU 

(MW) 
G total: TOU 

(MW) 
E total: 

TOU+EDRP (MW) 

G total: 
TOU+EDRP 

(MW) 

t1 141.389 69.471 141.686 70.436  141.389 69.471 141.686 70.436 

t2 41.232 80.655 41.805 81.776  41.232 80.655 41.805 81.776 

t3 168.775 91.227 169.453 92.495  168.775 91.227 169.453 92.495 

t4 166.971 98.742 167.624 100.115  166.971 98.742 167.624 100.115 

t5 146.083 102.199 147.373 103.62  146.083 102.199 147.373 103.62 

t6 164.123 113.994 164.736 115.579  164.123 113.994 164.736 115.579 

t7 61.935 156.177 62.797 158.348  61.935 156.177 62.797 158.348 

t8 68.296 187.616 69.246 190.225  68.296 187.616 69.246 190.225 

t9 79.531 202.919 78.311 205.74  79.531 202.919 80.636 205.74 

t10 90.444 193.543 92.12 197.131  90.444 193.543 92.12 197.131 

t11 44.74 241.88 0 246.363  44.74 241.88 0 246.363 

t12 70.73 221.403 72.041 225.507  70.73 221.403 72.041 225.507 

t13 131.264 191.055 133.697 194.596  131.264 191.055 133.697 194.596 

t14 0 240.29 0 212.452  13.438 200.996 11.881 177.711 

t15 0 193.12 0 170.746  12.597 156.287 11.137 138.181 

t16 0 160.61 0 142.003  14.551 118.063 12.865 104.385 

t17 0 146.318 0 129.367  15.522 100.931 13.724 86.142 

t18 0 127.224 0 112.485  18.18 74.065 16.074 65.485 

t19 75.188 70.744 76.582 72.055  75.188 70.744 76.582 72.055 

t20 72.389 65.986 73.731 67.209  72.389 65.986 73.731 67.209 

t21 65.517 64.566 66.731 65.763  65.517 64.566 66.731 65.763 

t22 49.215 64.043 50.128 65.23  49.215 64.043 50.128 65.23 

t23 20.127 66.652 20.501 67.887  20.127 66.652 20.501 67.887 

t24 71.365 11.139 72.688 11.346  71.365 11.139 72.688 11.346 

 Operational cost No DR Operational cost with DR  Operational cost No DR Operational cost with DR 

 72379.940 $ 70230.950 $  81471.210 $ 78307.862 $ 
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 Background and Objectives: Due to the rapid development in wireless 
communications, bandpass filters have become key components in modern 
communication systems. Among the microwave filter technologies, planar 
structures of microstrip line are chosen, due to low profile, weight, ease of 
fabrication, and manufacturing cost.  
Methods: This paper designs and simulates a new microstrip dual-band 
bandpass filter. In the proposed structure, three coupled lines and a loaded 
asymmetric two coupled line are used. The design method is based on 
introducing and generating the transmission zeros in the frequency response 
of a wideband single-band filter. A wideband frequency response is obtained 
using the three coupled lines, and the transmission zeros are achieved using 
the novel loaded asymmetric two coupled lines.  
Results: The proposed dual-band filter is designed and simulated on a Rogers 
RO3210 substrate for WLAN applications. Dimension of the proposed filter is 
11.22 mm × 13.04 mm. The electromagnetic (EM) simulation is carried out by 
Momentum EM (ADS) software. Simulation results show that the proposed 
dual-band bandpass filter has two pass-bands at 2.4 GHz and 5.15 GHz with a 
loss of less than 1 dB for two pass-bands.  
Conclusion: Among the advantages of this filter, low loss, small size, and high 
attenuation between the two pass-bands can be mentioned. 
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Introduction 
Microwave integrated circuits (MICs) and radio 

frequency integrated circuits (RFICs) require a filter to 

eliminate interference, select band, attenuate 

harmonics, or eliminate the modulation distortion 

caused by active circuits used in communication 

transceivers. The microstrip transmission lines are one of 

the most common planar transmission lines due to their 

simple construction using conventional lithography 

processes and easy integration with ICs. Microwave 

filters are used as essential elements in each 

communication system for discriminating the frequency 

components of interest from the unwanted ones. These 

filters play an essential role in the desired performance 

of the transceiver systems.  

Considering the advancements of wireless 

communication, the increase in bandwidth, and the 

development of new standards, small-sized microwave 

filters with excellent performance and low cost are 

required. Today, multiple band operation is considered 

to solve the insufficient capacity of the communication 

systems. Thus, new microwave filters should be able to 

operate in two or more non-harmonic frequency bands. 

With the development of wireless communication 

standards in the ultra-wideband context, filters that can 

operate in two or more frequency ranges, like 

IEEE806.16, IEEE806.11, CDMA, and GSM are required 

[1]. The components of the dual-band or multiple band 

bandpass filter can be used to meet this requirement. 

Almost all bands that are used for commercial purposes 

http://jecei.sru.ac.ir/
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are very close in terms of position and bandwidths. For 

example, WiFi, WiMAX, and GSM systems operate in the 

frequency bands of 0.9-1.8 GHz, 2.4-2.45 GHz, 3.5 GHz 

and 5.2-5.25 GHz. Since 1997 with the approval of using 

wireless local area networks (WLAN) for commercial 

purposes, applications of this technology have grown 

quickly. According to IEEE 802.11a/b/g, WLAN is applied 

in the frequency bands of 2.4-2.45 GHz, and 5.2-5.25 

GHz. Considering the performance of dual-band and 

multiple-band filters in the stop-band, their size and 

construction cost, their design is very challenging. Since 

achieving excellent characteristics for close pass-bands is 

difficult, recently, various methods and structures have 

been proposed to develop the novel flat multiple-band 

filters, like designing the filter in classic form, using 

multi-mode resonators (MMR), and introducing and 

generating transmission zeros in the frequency response 

of a wideband single-band filter. 

In [2], a dual-band bandpass filter using open-circuit 

and short-circuit loaded stubs has been designed and 

simulated. The proposed dual-band filter includes a 

second-order bandpass filter and a third-order bandpass 

filter, which are designed independently. The 

characteristics of the dual-band filter are obtained by 

combining two single-band bandpass filters that 

increases the filter dimension. Another limitation of the 

scheme is the short-circuit using via to ground. The 

bandwidth of the pass-bands can be controlled using 

impedance and length of the stubs. In [3], a novel 

microstrip dual-band filter with excessive loss in the 

stop-band has been introduced. The structure of the 

proposed filter includes coupled transmission lines and 

radial stubs. A dual-band bandpass filter using a novel 

microstrip dual-mode resonator based on a split-loop 

rectangular resonator with an open-circuit stub loaded 

has been presented in [4]. The proposed filter is based 

on the cross-coupling of a pair of modified resonators. 

The first higher order spurious mode is located at about 

6 GHz, which limits the higher stopband width. In [5], a 

dual-band bandpass filter using a five-mode resonator 

has been proposed. The first three resonance modes are 

used for the first pass-band, and the two other modes 

are used for the second pass-band. Although the filter 

proposed has employed a five-mode resonator, using 

five open-circuit loaded stubs to achieve this goal 

increases the proposed filter's dimensions. A simple and 

effective method for designing the dual-band bandpass 

filters with high isolation and wide stop-band using 

open-circuit resonators loaded with one stub has been 

presented in [6]. The proposed structure is based on the 

conventional stub loaded resonator (SLR) that increases 

the filter dimension. In [7], two cells have been 

presented for implementation in passive circuits with a 

wide stop-band. Both cells include step impedance 

resonators and DGS structures. Based on these two cells, 

two dual-band bandpass filters have been designed and 

constructed. Using this cells and cascade them to 

achieve the characteristics of a dual-band filter increases 

the filter's dimension. Two single-band and dual-band 

microstrip bandpass filters with source and load loaded 

with dual-mode ring resonators based on two-layer 

structures have been presented in [8]. 

In this study, the proposed filter is introduced based 

on introducing and generating transmission zeros in the 

frequency response of the wideband single-band filter 

for WLAN applications. A wideband frequency response 

is realized using the three coupled lines, and the novel 

loaded asymmetric two coupled lines are used to 

generate the transmission zeros in the wideband 

frequency response. 

Filter Design 

A.  Three coupled lines  

If two or more transmission lines are very close to 

each other, the power is coupled between two lines due 

to interference of EM fields. Such lines are known as 

coupled transmission lines comprised of two conductors 

that are very close, although more conductors can be 

used. It is usually assumed that the coupled transmission 

lines are in TEM mode, valid for strip structures and 

microstrip structures. 

Fig. 1 (a) shows a parallel symmetric three coupled 

microstrip line with distance s. If the TEM mode is 

considered, the electrical characteristics of the coupled 

lines can be described by measuring the effective 

capacitances between the lines and the propagation 

speed on the line.  

According to the transmission theory, a transmission 

line can be modeled as a capacitance, inductance, and 

resistance. A three coupled structure supports three 

pseudo-TEM modes called a, b, and c [9]. To obtain the 

coupled structure's parameters, it is sufficient to obtain 

the capacitive matrix [C] per unit length. 

The symmetric three coupled microstrip lines provide 

two transmission zeros at f=0 and f=2f0. In this study, 

three coupled microstrip lines are used instead of the 

conventional two coupled lines, which increases the 

coupling and fractional bandwidth. In this case, the 

current of ports 1, 3, and 5 is zero, and its transmission 

matrix is described based on the width of the lines and 

their distance [9]. The equivalent circuit of the three 

coupled line is shown in Fig. 1 (b). 

B.  Introducing a New Resonator  

In this study, a new resonator is presented using 

loaded asymmetric two coupled lines, as shown in Fig. 2. 

This new open-circuit resonator comprises an 

asymmetric two coupled line with characteristic 

impedance of Z0π and Z0C with an electrical length of θ1 
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and a loaded line with characteristic impedance of Z2, 

and electrical length of θ2. 

For the asymmetric two coupled structure, the 

relationship of the four-port network, its voltages and 

impedance parameters are represented in the following 

matrix form. 

 

 
 

Fig. 1:  (a) three coupled line, (b) its equivalent circuit. 
 

 
 

Fig. 2:  The proposed new resonator. 

 
The asymmetric two coupled line supports two 

pseudo-TEM propagation modes known as c and π. To 

obtain the parameters of the coupled structure, it is 

sufficient to obtain the capacitive matrix [C] per unit 

length.  

The open-circuit impedance matrix of this four-port 

network can be obtained considering the superposition 

of modes c and π. The elements of the open-circuit 

impedance matrix [Z] are as follows [10]: 
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where θc and θπ are the electric length of the 

asymmetric two coupled transmission line in mode c and 

mode π. The equations governing the electric length of 

the line are as follows: 𝜃 = 𝛽𝑙 that 𝛽 =
2𝜋

𝜆𝑔
 and 𝜆𝑔 =

𝑐

𝑓0√𝜀𝑟𝑒
. Where l is the physical length of the line, β is the 

propagation constant, λg is the wavelength, and 𝜀re is the 

effective dielectric constant of the line. Z01C and Z01π are 

the characteristic impedance of line 1, RC and Rπ are the 

parameters of the two excitation modes that are 

obtained using the capacitance per unit length. The Z01C, 

Z01π, RC and Rπ are defined in Appendix. Fig. 3 shows the 

asymmetric two coupled microstrip line used in the 

proposed resonator. This asymmetric coupled line 

operates as a band stop filter. The input is taken by 

connecting ports 1 and 2, and the output is taken from 

ports 3, while the ports 4 is open-circuit. “Equation (3)” 

describes the equivalent coupling line conditions: 

(1-3) 04I   

(2-3) 1 2I I I i   

(3-3) 1 2V V Vi   

(4-3) 3V Vo  

 

 
 

Fig. 3:  The proposed structure using the asymmetric two 
coupled lines. 

 

By applying the equivalent coupled line conditions in 

“(1)”, we have: 

(1-4) ( )11 1 12 1 13V Z I Z I I Z Ioi i     

(1)      4 1 4 4 4 1V Z I    
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(2-4) ( )12 1 22 1 14V Z I Z I I Z Ioi i     

(3-4) ( )13 1 14 1 11V Z I Z I I Z Io oi     

(4-4) ( )4 14 1 24 1 12V Z I Z I I Z Ioi     

Therefore, by solving these equations, the impedance 

matrix of the equivalent two-port network is obtained 

using the following equations: 
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21 22
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The parameters of the above impedance matrix can 

be calculated using “(2)”. By converting the impedance 

parameters of the dual network to transmission 

parameters of ABCD, we have [10]:  
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(4-7) 
1
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In “(7),” it is assumed that the electrical length of the 

line for both modes are equal (θ1=θC=θπ). In Fig. 2, the 

transmission matrix of ABCD is obtained as the product 

of the two coupled line's transmission matrices and the 

open-circuit stub loaded. The transmission matrix of the 

equivalent dual line is represented with [ABCD]1, which 

is extracted from “(7)”. The transmission matrix of the 

loaded line is represented with [ABCD]2. Thus: 

(8) 1 1 2 2

1 1 2 2

A B A BA B

C D C D C D

    
         

 

where 

(9) 
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C D
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Considering the definition of the transmission matrix 

as follows: 

(10) 
V VA B oi

I C D Ioi




    
        

 

The input impedance of the equivalent network of 

Fig. 2, is calculated using the following equation, 

assuming that the two lines are of the same length 

(θ1=θ2≅π⁄2). It should be noted that the stub loaded is 

open-circuit (Io=0). 

(11) 
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For resonance, when Zin is zero, by calculating θ for 

assumed Rπ and RC, the transmission zeros' location can 

be obtained using the following equations: 

(12) 

21
tan (

1
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NR
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where 

(1-13) 
01
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(2-13) 
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Z
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If is defined at the central frequency of f0, then the 

relationship between R and location of the transmission 

zeros for different values of N is calculated using Fig. 4. 

In all cases, three transmission zeros resulting from 

length, quarter wavelength at the central frequency of f0 

are shown. 
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Fig. 4:  Variations of the location of the transmission zeros vs. R 

for different values of N.  
 

C.  Implementation  

In this paper, the initial design starts with a third-

order elliptical bandpass filter and a ladder circuit 

equivalent to the lumped elements. Then, admittance 

inverters (J) are used to approximate the lumped 

elements to the distributed elements. An ideal 

admittance inverter is a two-port network in which the 

input admittance is equal to the inverse load 

admittance. Thus, it can be used to convert the series 

elements to parallel elements and vice versa. An 

admittance inverter can be constructed using a quarter-

wave converter with proper characteristic impedance. 

The Schematic of the generalized proposed dual-band 

filter is shown in the following Fig. 5 (a). The proposed 

dual-band bandpass filter is shown in Fig. 5 (b). The 

proposed filter includes a symmetric three coupled 

microstrip line and loaded asymmetric two coupled 

microstrip line. 

 
(a) 

 
(b) 

Fig. 5: (a) Schematic of the generalized proposed dual-band 
filter (b) The proposed dual-band filter. 

Results and Discussion 

The proposed dual-band microstrip filter shown in Fig. 

5 (b), is designed and simulated on a Rogers RO3210 

substrate with the thickness of 0.64 mm. The dielectric 

constant is 10.2, and the loss tangent is 0.0027. The 

proposed structure is simulated and optimized using 

momentum in ADS, as shown in Fig. 6. The dimensions 

after optimization are list in Table 1. 

 
Table 1: Dimentsions of the proposed filter (milimeter) 

 

W0 W1 W2 W3 W4 

0.58 0.33 0.27 1.05 0.20 

W5 W6 S1 S2 L0 

1.80 4.85 0.12 0.10 0.75 

L1 L2 L3 L4 Lg 

7.65 4.75 0.32 4.80 0.50 
 

 

 
 

Fig. 6:  Simulation of the proposed filter in Momentum ADS. 

 
The frequency response of the proposed filter is 

shown in Fig. 7.  

The proposed filter includes two pass-bands at the 

central frequencies of 2.4 GHz and 5.15 GHz with 

fractional bandwidths of 22.9% and 15.5%. The 

maximum insertion losses and the return losses in the 

first band are 0.5 dB and 11 dB, and they are 1 dB and 9 

dB in the second band.  

Also, there is one transmission zero between the two 

pass-bands at the frequency of 3.68 GHz with maximum 

attenuation of 49.5 dB.  

Dimension of the proposed filter is 11.22 mm × 13.04 

mm or 0.23 λg × 0.27 λg, where λg is the wavelength of 

the 50-Ω microstrip line over the substrate at central 

frequency of the first passband (2.4 GHz). 

The input and output of the proposed filter are 

terminated with an impedance of Z0=50 Ω. Therefore, 

the width of the feedlines (W0=0.58 mm) are designed to 

provide matching with the characteristic impedance of 

50 Ω. 
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Fig. 7:  Frequency response of the proposed filter. 
 

In the following figure, the frequency response of the 

proposed filter is evaluated by the termination resistors 

of 25 Ω and 75 Ω. As can be seen, any mismatch at the 

circuits' input and output connected to the feed lines of 

the proposed filter can degrade the insertion loss at two 

frequency bands, particularly the second passband. As 

can be seen in Table 2, the proposed filter exhibits better 

insertion loss at the central frequencies, particularly at 

the first passband.  Although the insertion loss of the 

filter in [2] is almost the same as the proposed filter, but 

its dimensions is 24.4 mm×17.5 mm, which is larger than 

the proposed filter. 
 

  
(a) 

 

 
(b) 

Fig. 8:  Effect of termination resistors mismatch on the 
frequency response of the proposed filter at the (a) lower band 

(b) upper band. 

Conclusion 

This study presents the design, simulation, and 

optimization of a flat microstrip dual-band filter with 

symmetric three coupled lines and asymmetric two 

coupled lines. The proposed filter is designed for 

wireless local area networks (WLAN) with two pass-

bands at the frequencies of 2.4 GHz and 5.15 GHz. The 

proposed filter has a maximum insertion loss of 0.5 dB 

and 1 dB and a return loss of 11 dB and 9 dB for the first 

and second pass-bands.  

The proposed filter is designed and modeled 

systematically. This filter can also be implemented on a 

Rogers substrate with small dimensions of 11.22 mm × 

13.04 mm or 0.23 λg × 0.27 λg, λg is the wavelength at 

the central frequency of the first pass-band.  

The proposed filter could thus be a good choice for 

multiband receivers. 
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Table 2: Comparison of the proposed filter with its dual-band counterparts 
 

Ref. f01 (GHz) f02 (GHz) IL01 (dB) IL02 (dB) RL01 (dB) RL02 (dB) Size (λg×λg) Size(mm×mm) 

[2] 2.4 5.2 0.3 0.7 22.1 20.8 0.28 × 0.20 24.4×17.5 

[4] 2.12 3.91 0.92 2.11 17.3 15.4 0.24 × 0.18 26.4×20.3 

[6] 3.5 5.25 1.87 2.33 >20 >20 0.459 × 0.323 27×19 

[7] Filter A 3.17 3.91 1.76 1.63 >20 >20 0.389 × 0.177 27×12.5 

[7] Filter B 3.16 3.90 1.87 1.67 >18 >20 0.385 × 0.213 26.9×14.75 

[11] Filter A 1.8 5.8 1.33 1.7 21 13 0.23×0.17 28×20.5 

[11] Filter B 2.4 5.8 1.35 1.97 17 15 0.39×0.25 35×22.5 

[12] 2.82 3.21 1.9 1.7 21.6 16.1 2.76 × 1.30 21.4×10.1 

[13] 3.78 4.82 1.38 1.82 14 33 0.16 × 0.31 - 

This work 2.4 5.15 0.5 1 11 9 0.23 × 0.27 11.22×13.04 
 

Appendix 

The asymmetric two coupled line supports two 

pseudo-TEM propagation modes known as c and π. To 

obtain the parameters of the coupled structure, it is 

sufficient to obtain the capacitive matrix [C] per unit 

length. The phase velocity νC,π and the voltage ratio of 

the two lines RC,π are obtained from the following 

relations: 

(1-14) 2/1
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where ν0 is the phase velocity in free space. The 

impedance of the i-th line in the j-th mode Z0ij can be 

obtained from the following equations: 
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The elements of the open-circuit impedance matrix 

[Z] are given in “(2)”. 
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 Background and Objectives: It is generally accepted that the highest cost in 
software development is associated with the software maintenance phase. In 
corrective maintenance, the main task is correcting the bugs found by the 
users. These bugs are submitted by the users to a Bug Tracking System (BTS). 
The bugs are evaluated by the bug triager and assigned to the developers to 
correct them. To find a related developer to correct the bug, recent 
developers’ activities and previous bug fixes must be examined. This paper 
presents an automated method to assign bugs to developers by identifying 
similarity between new bugs and previously reported bug reports.  
Methods: For automatic bug assignment, four clustering techniques (i.e. 
Expectation-Maximization (EM), Farthest First, Hierarchical Clustering, and 
Simple Kmeans) are used where a tag is created for each cluster that 
indicates an associated developer for bug correction. To evaluate the quality 
of the proposed methods, the clusters generated by the methods are 
compared with the labels suggested by an expert triager. 
Results: To evaluate the performance of the proposed method, we use real-
world data of a large scale web-based system which is stored in the BTS of a 
software company. To select the appropriate algorithm for the clustering, the 
outputs of each clustering algorithm are compared to the labels suggested by 
the expert triager. The algorithm with closer output to the expert opinion is 
selected as the best algorithm. The results showed that EM and FarthestFirst 
clustering algorithms with 3% similarity error have the most similarity with 
the expert opinion. 
Conclusion: the results obtained by the algorithms show that we can 
successfully apply them for bug assignment in real-world software 
development environments. 
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Introduction 
Software systems enter into the maintenance phase 

after delivery to the customer and evolve over time. 

Software is constantly changing due to new changes 

needed by the customer and fixing possible bugs. Much 

of the cost of software development is spent on 

maintenance. Since software bugs are inevitable, it is 

imperative to assign the bug to a proper developer.  

 

When a bug is reported in the software, the bug must 

be triaged. Bug triage is an important process in the 

software maintenance phase and has a major impact on 

software quality  [1]. In the triage process, the person 

known as the triager, examines the accuracy of the 

reported bug. Valid bugs are then assigned to a 

developer to be fixed. The traditional and manual triage 

http://jecei.sru.ac.ir/
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process is time-consuming and costly and imposing more 

cost on the project  [2]. 

In large-scale software projects, due to a large 

number of developers and the possibility that they may 

work parallel in various project modules, finding the 

appropriate developer is a difficult task and it is time-

consuming and inaccurate to make the necessary 

checks  [1],  [2]. For example, the large number of bug 

reports or the wrong assignment of a bug slows down 

the debugging process. In this case, automatic bug 

assignment and clustering of bugs based on their 

similarities can make the triage and bug assignment 

more accurate and faster. Bugs in large software systems 

are maintained in BTS  [3].  

In large software projects, 50 to 60 bug reports are 

saved daily in the BTS  [4]. As an example, for the Eclipse 

project, an average of 37 bug reports is logged daily in 

the BTS, which requires 3 person-hours per day for 

manual bug triage  [5].  

According to the study reported by Jeong et al., 44% 

of bugs have been assigned to the wrong developer after 

the first assignment  [1]. To cope with this problem, in 

recent years, different types of methods have been 

proposed by authors  [2]- [6]. These researchers were 

aimed to automate the bug triaging process. Some of the 

bug triage approaches are based on text 

categorization  [2]. However, these methods suffer from 

poor quality reporting and cause to assign bugs to wrong 

developers  [6],  [7]. The main task in the bug assignment 

is to find the appropriate developer to fix the bug by 

analyzing the bug history that occurred in the software.  

In this paper, an automated method for assigning the 

reported bug to the developer is presented in a closed 

source web-based software system. The method use 

clustering techniques to cluster the bugs. An expert 

opinion is used for accurate verification of the clustering 

algorithm and the outputs of each algorithm that are 

closest to the expert opinion are selected as the 

appropriate clustering algorithm. The main contributions 

of this paper are:  

 Aggregating required data for bug triaging and 

assignment in a Closed Source Project (CSP). 

 Using the proposed method for bug triaging in a real-

world large scale web-based system. 

 Adapting different machine-learning methods for data 

clustering and studying their performance for real-

world data. 

The remaining of this paper is organized as follows: 

the next section presents the previous works on bug 

triaging and bug assignment. The details of the proposed 

method is presented in Section “Methodology”. Section 

“Evaluation and Results” contains performance analysis 

and experimental results. Finally, conclusions and future 

works are given. 

Related Work 
In the maintenance phase, for bug triaging and bug 

assignment, many researchers use different information 

retrieval and machine learning methods to analyze 

textual sources in software repositories. More precisely, 

information retrieval and machine learning techniques 

have been extensively used by researchers to improve 

assigning bugs to developers. In this section, we review 

some of these methods for automatic bug assignment 

and bug triaging. 

In  [8], some bug assignment methods have been 

proposed. Different data sets and different input 

parameters have been used to evaluate the proposed 

method. According to this article, the number of 

different methods available for triage and bug correction 

confuses researchers. Therefore, in this paper, the work 

done to fix the bug is managed in a structured way. For 

this purpose, a structured combination of bug-solving 

methods is provided. Also, various aspects of bug 

correction are described and 6 related research 

questions in 5 dimensions are examined. To create 

infrastructure and organize bug assignment methods, 60 

articles have been reviewed and classified. This study 

helps researchers to choose the right tools to fix the bug. 

Limsettho et al.  [9] presented a method for 

categorizing bug reports using topic modeling and two 

clustering algorithms. The proposed method has three 

phases. In the first phase, the bug reports are 

preprocessed and converted to topic vectors. These 

vectors are clustered in the second phase. Finally, each 

category of bugs is labeled.  

Alenezi et al. proposed a method to reduce the bug 

triage time and automatic bug assignment to a related 

developer. They used Naive Bayes (NB) classifier to build 

a predictive model that can be used to assign a new bug 

report to a developer in the future. Five selection 

methods (LOR, X2, TFRF, MI, and DFS) have been used to 

reduce the size of the dimensions of terms and improve 

accuracy. This approach has two main steps. 1) A 

classification model is created using reduced terms to 

predict an experienced developer to fix newly reported 

problems. 2) Redistribute the load of overloaded 

developers. The evaluation was performed using four 

reported bugs from actual projects. Precision, recall, and 

F-score criteria were used to evaluate the performance 

of the classification  [10]. The implementation of a 

recommendation system that was parallel and scalable 

and based on deep learning has been presented by 

Florea et al.  [11]. Two deep learning categories have 

been used: Convolutional and Recurrent Neural 

Networks (CNN and RNN). The main theme of this article 

is not about running time, but about the scalability of the 

system on a cluster. This is measured using the speed 

criterion (the ratio of the sequential execution time to 
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the parallel execution time) and the parallel evaluation 

(speedup divided by the number of 

processors/cores)  [11]. Shokripour proposed a method 

that uses textual information of the reported bugs in the 

bug repository to assign a new bug report to a developer. 

This method uses the term frequency-inverse document 

frequency (TF-IDF) term weighting technique. By using 

time metadata as an effective parameter in term 

weighting in term frequency-inverse document 

frequency, an attempt has been made to improve the 

automatic attribution of bug. The last time the term is 

used by the developer is used in the assignment  [12]. 

In another work, Shokripour et al. presented a 

method based on Information Extraction (IE) techniques 

for bug assignment in large scale open source projects 

(OSP)  [13]. The proposed method applied on three 

projects and more than 41% accuracies obtained.  

Guo et al. presented a method based on convolution 

neural network (CNN) and developer activities for bug 

triaging  [14]. They used CNN along with batch 

normalization and pooling to learn from the vectors 

generated by Word2vec. The performance of their 

method was evaluated on three open-source projects 

(OSPs). The bug assignment problem has been 

considered in  [15] by employing programming keywords 

in the bug description as well as the recent expertise of 

developers. The authors applied their method on 93k 

bug‐report assignments from 13 popular GitHub projects. 

Zhang and Lee have proposed a method based on the 

combination of an experienced model and a probability 

model. First, a fixed bug that similar to new bug reports 

are extracted using the Smooth Unigram Model (SUM). 

Then an experienced model and a probability model 

based on similar bug reports are created. To create a 

probability model, social networking techniques are used 

to determine the relationship between developers from 

comments in the bug reports. The experience model is 

then created based on a series of project activity factors 

in the project such as the number of bugs which is fixed 

by the developer. Eventually, two models are combined 

and a developer rating is extracted that is used for new 

bug reports  [16]. In other work, a machine learning-

based approach was proposed that uses the nearest-

neighbor algorithm to classify bug reports. The method 

consists of two components. The first component uses 

the VSM method with TF-IDF weighting to convert the 

fixed bug report text to the term vector space and 

determine the similarity of bug reports to new bug 

reports. The second component uses social network 

metrics to rank developers so that a ranking list is 

created based on the records of developer participation 

in discussing similar bug reports  [17].  

Kashiwa used mathematical programming for bug 

assignment  [18]. He presented an optimization method 

called Release Aware and Prioritized Bug Fixing Task 

Assignment Optimization (RAPTOR). The purpose of this 

method is to mitigate the task concentration and 

increasing the number of bugs that developers can fix.  

The application of ensemble methods has been 

studied by Goyal and Sardana in  [19]. They used five 

ensemble methods called Bagging, Boosting, Majority 

Voting, Average Voting, and Stacking. For designing these 

ensembles, 25 different machine learning classifiers have 

been used by the authors. They applied these ensembles 

on three OSPs. Their results showed that the ensemble 

methods provide better performances in comparison 

with the base classifiers. In  [20], an algorithm based on 

the Developer's Expertise Score (DES) for Bug Tossing 

Length (BTL) has been provided. The strategy is done in 

two steps: The first step is an offline process for 

obtaining a DES, which is calculated based on priority, 

adaptability, and average fixed time in developer 

activities. The online system process involves finding 

capable developers using three similarity calculation 

criteria (feature-based, cosine similarity, and Jacquard). 

The second step in the online process is to create points. 

Hit-ratio and reassignment accuracy are used to evaluate 

performance. In this method, the system is compared 

with ML-based debugging methods using three types of 

classification algorithms: Navies Bayes, Support Vector 

Machine (SVM), and C4.5 paradigms. By testing 41622 

bug reports related to Mozilla, Eclipse, Netbeans, Firefox, 

and Freedesktop projects, the proposed method has an 

average accuracy of 89.49%, the precision is 89.53%, the 

recall rate is 89.42% and the F-score is 89.49%, which 

reduces BTL to 88.5%, which shows 20% improvement 

over existing technologies  [20]. 

In  [21], the main goal is to create a classifier to classify 

the reported bugs into two predefined classes: corrective 

report (defect fixing) and perfective report (major 

maintenance). This allows the maintainers to understand 

the bug more quickly when new bugs are reported and 

to provide the resources needed to fix the bug. For this 

purpose, the proposed method is based on a set of 

specific features that are based on the occurrence of 

specific keywords. This set is fed to some classification 

algorithms to create a classification model. The results of 

the proposed method are based on 3 different open 

source projects with an average accuracy of 93.1% with 

classification using the SVM classification algorithm  [21]. 

The bug assignment problem in a CSP has been 

considered in  [22], the goal was to reduce the bug 

assignment time to a developer with a related specialty 

that is reduced by tossing length. The development of 

such a technique is especially challenging for closed 

source projects. In this paper, a score is created to 

identify and rank an expert developer independent of 

the nature of the project. Two criteria are presented 
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based on developer expertise and bug importance score. 

These two criterion are calculated using information 

obtained from the components and content of the bug 

report. To validate the proposed method, the bugs that 

have been reported in a CSP developed by XYZ, pvt. Ltd 

has been used. The result obtained for the proposed 

method on the selected data set has been predicted with 

an accuracy of 88.9% . 

In  [23], a method for simultaneous bug triage was 

proposed for the developer and the development team 

using two-output neural network structure (called Dual 

DNN). This simultaneous is used using assignments made 

to the developer by team classes. A multi-label 

classification method has been used for two outputs for 

learning. A combination of exploratory labels that 

become a function of probability has been used. First, a 

two-step learning plan is used, in the first step of 

learning a part of the team is trained, and then the 

communication training between the team-developer 

and the developer-bug is done. The scheme is designed 

to encode team and developer relationships based on an 

organizational chart, which reinforces this model of 

organizational change because it can be adapted to role 

changes in an organization. A method called KSAP (K-

nearest-neighbor search and heterogeneous proximity) 

was proposed by Zhang et al. to automatically assign a 

bug to the developer using historical bug reports and a 

heterogeneous network of bug repository  [24]. When a 

new bug is reported, the bug is assigned to the developer 

in two phases. The first phase is to find similar bug 

reports to the new bug using the K-nearest-neighbor 

(KNN) method, and the second phase is to find 

developers who have participated in similar bugs using 

Heterogeneous proximity. An experiment on the Mozilla, 

Eclipse, Apache Ant, and ApacheTomcat 6 projects 

concluded that the KSAP method could improve the bug 

assignment recall between 7.5% and 32.25% compared 

to similar new methods  [25]. 

Lee et al. reported that most previous studies focused 

only on OSPs and did not consider deep-learning 

techniques  [25]. The Convolutional Neural Network 

(CNN) from the machine learning branch and Word2Vec 

from the word embedding branch has been used for 

automatic bug triage. The results obtained from the 

proposed method on the industrial project and open-

source show the advantages of the approach. In fact, by 

using deep learning, the automatic assignment of a bug is 

performed on an industrial project. The performance 

advantages of the proposed method have been 

measured in comparison with human triage in terms of 

accuracy and simultaneous overhead. According to bug 

reports for industrial projects, we simulate the situations 

in which the proposed system is used and confirmed the 

effectiveness of the proposed system  [25]. 

A two-phase method that used the Association Rule 

Mining (ARM) and X-Menas algorithm was proposed by 

Sharma and Singh for bug triaging  [26]. In the first phase, 

the Apriori algorithm was used to predict the assignment 

of new bugs. The second phase used X-Means clustering 

along with ARM in each cluster. The performance of the 

proposed method was studied on some open source 

projects. 

Mahendran proposed an approach that uses chart 

databases to calculate points for engineers and assign 

bugs to them  [27]. This method is preferred over 

machine learning methods because there is no need to 

process of extracting, analyzing, or synchronizing data. 

The whole database for bug management can be in the 

graph database, and the method can be implemented 

directly on bug management tools. The proposed 

method controls the automatic assignment of errors 

along with workload balancing for engineers. Graph 

databases manage data internally as graphs and make 

relationships available as ready-made graphs in the 

database. It is possible to identify suitable maintenance 

engineers with queries without any specialized tools or 

extraction process. 

Lee et al. proposed a two-phase method for cost-

aware clustering of bug reports by employing the Genetic 

Algorithm (GA)  [28] as an optimization algorithm. In the 

first phase of their method, a set of groups is created 

based on the similarities between bugs. The second 

phase constructs the clusters by grouping similar reports. 

The method was examined on the bug reports of 

Mozila’s Firefox project. 

A short survey of the previous methods is presented 

in Table 1. The second column shows the method used 

by the authors mentioned in column one. The third and 

fourth columns show the name and type of dataset used 

to evaluate the proposed methods.  

As can be seen from Table 1, in most of the studies, 

data of OSPs have been used by researchers and there 

are a few works that have considered CSP data sets. The 

main OSPs that have been used in these studies are 

Eclipse, NetBeans, and Mozilla. Therefore, working on 

real-world data (or CSPs) and studying the applicability of 

the machine learning methods in this domain helps us to 

know if these methods are successful in CSPs or not. This 

fact encouraged us to study the bug-assignment problem 

in real-world environments. Also, previous works showed 

that in recent years different methods ranging from 

machine to deep learning, text mining and optimization 

have been used to cope with the bug assignment 

problem. It should be noted that in this article the 

emphasis is not on improving machine learning methods 

or other methods, but the main emphasis is on using 

these methods in the real world. Hence, some clustering 

algorithms have been used in their classical form. 
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Table 1: A survey on previous work, used methods and datasets 

 

Ref. Method Dataset Dataset type 

Limsettho et al. (2016)  [9] Topic Modeling, EM, X-Means HTTPClient, and JCR OSP 

Alenezi et al. (2013)  [10] Naive Bayes Eclipse-SWT, Eclipse-UI, NetBeans, 

Maemo 

OSP 

Florea et al. (2017)  [11] CNN and RNN Netbeans, Eclipse and Mozilla OSP 

Shokripour et al. (2015)  [12] ABA-Time-tf-idf Eclipse, NetBeans, ArgoUML OSP 

Shokripour et al. (2012)  [13] IE methods Eclipse, Mozilla, and Gnome OSP 

Guo et al. (2020)  [14] CNN Eclipse, Mozilla and NetBeans OSP 

Sajedi‐Badashian, and Stroulia 

(2020)  [15] 

Vocabulary and Time-aware 

Bug-Assignment (VTBA) 

13 popular GitHub projects OSP 

Zhang, and Lee (2013)  [16] Unigram Model (UM) Jboss, and Eclipse OSP 

Wu et al. (2011)  [17] KNN, expertise ranking Mozilla Firefox OSP 

Kashiwa, Y. (2019)  [18] Mathematical programming Mozilla Firefox, Eclipse, and 

GNU compiler collection (GCC) 

OSP 

Goyal, and Sardana (2019)  [19] Bagging, Boosting, Majority 

Voting, Average Voting, and 

Stacking 

Mozilla Firefox, Open Office, and 

GNOME 

OSP 

Yadav et al. (2019)  [20] DES based online system Mozilla, Eclipse, Netbeans, Firefox, 

and Freedesktop 

OSP 

Otoom et al. (2019)  [21] SVM AspectJ, Tomcat, SWT OSP 

Yadav et al. (2018)  [22] A metric based method XYZ, pvt. Ltd. India CSP 

Choquette-Choo et al. (2019)  [23] Dual DNN Google Chromium project OSP 

Zhang et al. (2015)  [24] KSAP Mozilla, Eclipse, Apache Ant, and 

ApacheTomcat 6 

OSP 

Lee, Sun-Ro, et al. (2017)  [25] CNN, Word Embedding JDT, Platform, Firfox /A,B,C,D OSP/CSP 

Sharma and Singh (2016).  [26] ARM, X-Means Thunderbird, Add-on SDK, and 

Bugzilla 

OSP 

Satish, and Mahendran (2018)  [27] Page ranking and graph 

databases 

QT Framework OSP 

Lee et al. (2019)  [28] GA Mozilla’s Firefox OSP 

 
Methodology 

This section presents the proposed method in detail. 

The proposed method is aimed to triage the bug report 

and assign it to an appropriate developer with 

acceptable speed when a bug is reported in a CSP. The 

proposed method uses clustering techniques to classify 

similar bug reports. To select the appropriate clustering 

algorithm, they are evaluated and the most appropriate 

algorithm is selected. Determining the similarity between 

bug reports is done by analyzing their context. Before 

discussing the proposed method more accurate, some of 

its advantages are as follows: 

 In the real world, we usually face a lot of errors, and it 
is possible that many of the reported errors are of the 
same type and go into the fixed state without being 
checked and no assignment is made to them. The 
proposed method help the triager to mitigate this 

problem. 

 The speed and accuracy of the bug assigned to the 
developer increases and developers who have to do 
the debugging are more accurately identified. 

 We can manage all the bugs that affect a specific 
business or a particular software feature in a single 
cluster and get enough information from them. 

 All bugs in the bug repository are categorized and 
grouped, making it easy to access and manage as well 
as reporting. 
In software companies, the bug assignment is done by 

the bug triager manually. She/he checks the reported 

bugs and select the appropriate developer(s) to fix them. 

In the proposed method, we use the assignments 

proposed by the experts as our reference. Hence, the 

clustering algorithm that suggests the assignments that 

are closer to the assignments of the experts is preferred.  
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A.  Description of the real-world case study 

The proposed method is aimed to process the real 

data of a web-based system developed (we call it 

xyzSystem) in a software company. The data used here 

are the bug reports that have been stored in the BTS of 

the software company. The BTS maintains the bug 

reports of three software projects. These projects belong 

to a larger project. Three software work together to 

achieve a common business goal. One of the software 

mentioned as the main software receives online services 

from the other two software. The purpose of this web-

based software is to manage corporate purchases.  

B.  Data Gathering 

The users of the xyzSystem can report the bugs during 

working with the system. For this purpose, they log in to 

the ticketing system and send the bug report directly to 

the BTS. The BTS records are processed by the change 

control board and after validating the bug report, the 

appropriate developer is selected to fix the bug. This 

process is done manually. So, it is a time-consuming task. 

Automating this task helps the maintenance team to 

save time and cost and user satisfaction increases.  

To apply the proposed method, the bug reports 

submitted by the users through a ticketing system is 

used. The bug reports are maintained in the BTS 

repository. 

For this purpose, the bug reports are extracted from the 

BTS using a wrapper, converted to the appropriate 

format, and arranged in an Excel file. The steps for 

preparing data can be seen in Fig. 1. 

C.  Overview of the Method 

The steps of the proposed method can be seen in Fig. 

1. Bug reports in software bug tracking systems are the 

information needed to start the proposed method. At 

the start of the process, the bug reports extracted from 

the bug tracking system repository are used as the input 

of the process. Next, the preprocessing step is applied  

By applying the preprocessing steps to the bug 

reports, each bug report is converted to a term vector. 

After creating the term vector, the similarity between 

each vector is calculated. By creating the similarity 

matrix, we are ready to apply clustering algorithms. 

Finally, we apply tagging on the clusters. 

D.  Pre-Processing steps 

As shown in Fig. 1, the description and summary of 

each bug report are extracted and used as the input of 

the preprocessing step. The steps of the pre-processing 

phase convert raw data into the useful data. 

The content of a bug report (which is a bug summary 

and description) contains information such as time the 

bug occurred, the location of the bug, and the cause of 

the bug. At first, the tokenization operation is  applied  to 
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Fig. 1: Schematic diagram of the proposed method. 
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the extracted text of the bug report. In this way, the 

textual content of the bug report is converted to tokens. 

After that, Stop words are removed. The stemming 

(convert the word to base form) operation is performed 

on tokens. As an example of the operations in the 

preprocessing phase, Fig. 2 shows a sample bug report 

related to the xyzSystem, and the output of the pre-

processing steps on the bug reports is shown in Fig. 3. 

______________________________________________ 

2019-04-08 10:13:36  

Exception in 

org.xyzSystem.dominant.dao.core.nonPlanAllocation.INonPlanAllocatio

nRepository.getAllGrid()  

with cause = 'org.hibernate.exception.SQLGrammarException:  

could not extract ResultSet' and exception = 'could not extract 

ResultSet; 

______________________________________________ 

Fig. 2: Summary of a bug report. 
 

______________________________________________ 

2019, 04, 08, 10, 13, 36, exception, org, xyzSystem, dominant, 

dao, core, nonplanallocation, inonplanallocationrepository, 

getallgrid, cause, org, hibernate, exception, 

sqlgrammarexception, could, extract, resultset, exception, 

could, extract, resultset 

______________________________________________ 

Fig. 3: Result of pre-processing steps. 
 

E.  Calculate Similarity 

After applying the pre-processing step to the bug 

reports, the term vector of each report is calculated. The 

number of repetitions per term in each bug report is the 

term vector of that bug report. After calculating the term 

vector of bug reports, the similarity between the term 

vectors is calculated using Pearson's correlation 

coefficient. This is one of the most frequently used 

methods for calculating the data dependencies  [29].  

This coefficient is between 1 and ‐1 and is zero if no 

relationship exists between the two variables. The 

formula for calculating Pearson's correlation coefficient 

is as follows: 

    (∑  ) (∑ )(∑ )

√[ ∑   (∑ ) ] [ ∑   (∑ ) ] 

                                             (1) 

In Pearson's formula, the values of x and y represent 

two vectors and the value of n represents the number of 

terms involved in calculating the term vector of bug 

reports. The similarity of each pairs of bug reports is 

calculated and the similarity matrix is generated 

between bug reporting vectors. As an example, Table 2 

shows the similarity matrix of four typical bug reports in 

xyzSystem. According to Table 2, the values in the cells 

of the matrix indicate the similarity between bug reports 

in the related row and column. 
 

Table 2: Similarity Matrix 

 
 Bug1 Bug2 Bug3 Bug4 

Bug1 1 -0.18786 0.099853 0.948872 

Bug2 -0.18786 1 0.546667 -0.13032 

Bug3 0.099853 0.546667 1 0.099853 

Bug4 0.948872 -0.13032 0.099853 1 
 

According to the permissible values of the correlation 

coefficient, if the similarity value obtained is near to 1 

indicates the similarity and if is near to -1 indicates the 

non-similarity of the bug reports. According to the values 

in Table 2, reporting bug 1 and 4 with similarity values 

close to one are more similar, and error reporting 1 and 

2 with similarity values near negative are non-similar. If 

we set the number of clusters to three by default, two 

bug reports 1 and 4 falls into one cluster and two other 

bug reports fall into separate clusters. 

F.  Clustering 

The similarity matrix generated in the previous step is 

used as the input to the clustering algorithms. Clustering 

algorithms cluster the error reports in the matrix based 

on their similarity values. The clustering procedure in the 

proposed method detects related bug reports. Similar 

bug reports fall into a cluster. The clustering algorithms 

used here are: 1) EM, 2) Farthest First, 3) Hierarchical 

Clustering, and 4) Simple K-Means. The clustering 

algorithms implemented in Weka version 3.6.9 are used 

here. 

G.  Tagging 

The purpose of clustering is to assign tags to objects 

that represent each object's membership in the cluster. 

These tags are keywords that indicate the identity of the 

content of the cluster.  

After clustering, the bug reports should be tagged on 

the clusters. Usually, the suggestions for selecting a tag 

can be based on the number of repetitions of the term in 

the bug reports and the term that is most frequently 

repeated in the bug reports is selected as the cluster tag. 

In the proposed method, depending on the clustering 

issue associated with clustering bug reports and 

selecting the appropriate developer to fix the bug, each 

cluster is tagged with the developer specification that 

has fixed the bug.  

Now, when a new bug report occurs in the xyzSystem, 

the steps of the proposed method are applied on it. First 

the pre-processing step is performed on the new bug 

report and finally based on the calculated similarity 

criteria for the new bug report against the clustered 

bugs, it is added to the most similar cluster. The new bug 

is assigned to the developer whose name is tagged on 

the target cluster. Also, the bug status is changed to 

“assigned”. The next section presents the test results in 

detail. 



M. Yousefi et al. 

270 
 

Evaluation and Results 
It seems that the proposed method provides an 

efficient way for automating the bug triage process. In 

this section, the proposed method is tested with real 

dataset and the performance of the clustering 

algorithms is investigated. 

A.  Dataset 

In order to evaluate the proposed method and to 

understand it more accurately and to verify the validity 

of the proposed method, experiments were performed 

on the real dataset of the CSP. The dataset used is the 

content of bugs that occurred within a given period in 

the xyzSystem and were fixed by developers with 

relevant knowledge. The content of the bugs is in a text 

format. The text file contains a summary of the error 

description with the exact date and time of the error, 

and the full address description of the class in which the 

error occurred, and the reason for the error in the 

summary of the error description. Fig. 2 shows an 

example of a brief description of a bug that contains the 

date and time the bug occurred, the location of the bug, 

and the cause of the bug. The bug text also contains 

complete bug descriptions that provide complete 

information about the bug occurring, and lists the 

classes inheriting from the original bug class, as well as 

the list of classes from which the bug class inherits. 

These items are used in the proposed method to extract 

the required features for clustering. Bugs that occur at 

different times on the system are stored in the software 

bug tracking system and from the time the bug was 

assigned to the developer until the bug is resolved, the 

history is stored in the system. All bugs resolved by a 

developer are considered as items in a cluster and that 

developer characteristic is tagged on the cluster. As an 

expert opinion, having a thorough knowledge of the 

system and the operating process of the system, five 

clusters were extracted from the bug tracking system. 

These five clusters containing 100, 50, 50, 50, 50 errors, 

respectively. So, we have 300 system bugs that were 

reviewed and resolved by five developers. The bugs are 

clustered by thoroughly examining the bug text, and 

each cluster is identified by a developer. That is, on each 

cluster, the name of the developer that should fix the 

bugs within that cluster is tagged. 

B.  Expert Opinion 

In this work, we use the tags proposed by the expert 

triager for each bug report as our reference. According 

to the expert opinion, the tested dataset is extracted 

from the bug tracking system, with a total of 300 bugs 

reported during a specific period. A total of 100 bug fixes 

have been resolved by one developer, which is 

considered as a cluster, and the rest of the bugs have 

been evaluated in four 50-batch clusters by four other 

developers. Details of the bug reports of the xyzSystem 

suggested based on the opinions of the expert bug 

triager are shown in Table 3.  
 

Table 3: Expert opinion specifications about the dataset and 

tag of each bug report 
 

# of developers 5 

# of clusters 5 

# items in cluster 50, 100,50,50,50 

# bug reports 300 
 

C.  Evaluation 

After determining the optimal clusters based on the 

expert opinion, we are ready to evaluate the 

performance of the clustering methods. The accuracy of 

the existing clustering algorithms are measured and the 

algorithm with the near output to the expert opinion is 

determined. After that, the selected algorithm is used 

for clustering the new bug reports. Table 4 shows the 

output of four clustering algorithms. The second column 

shows the number of clusters. We set this number at 5, 

because we have 5 active developer in our case study. 

The third column shows the distribution of bugs in five 

clusters. For example, in EM algorithm we can see that 

the first and second cluster contains 49 and 101 bug 

reports respectively. Each of the three remaining clusters 

contains 50 bug reports. The fourth column shows the 

error rate of the corresponding algorithm. The error rate 

represent the number of bug reports that are incorrectly 

clustered. 
 
 

Table 4: Evaluation of the clustering algorithms in terms of 

error rate and distribution of bug reports in clusters. 
 

Algorithm # of cluster Cluster  
Instances 

Error 
rate 

EM 5 49 (16%) 
101 (34%) 
50 (17%) 
50 (17%) 
50 ( 17%) 

0.3% 

Farthest 
First 

5 49 (16%) 
101 (34%) 
50 (17%) 
50 (17%) 
50 (17%) 

0.3% 

Hierarchic
al Cluster 

5 100 (33%) 
100 (33%) 
50 (17%) 
49 (16%) 

1 (0%) 

17% 

Simple 
Kmeans 

5 7 (2%) 
0 (17%) 

43 (14%) 
101 (34%) 
99 (33%) 

19% 

 

As can be seen from Table 4, the EM and FarthestFirst 

algorithms with 3% error rate are the most suitable 

algorithms for clustering. In EM and Farthest First 

algorithms, only one bug report is clustered incorrectly. 

It seems that one bug report from the first cluster is 
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determined as a member of the second cluster 

incorrectly. The Hierarchical Cluster and Simple Kmeans 

algorithms with 17%, and 19%, respectively obtain the 

next ranks. In hierarchical clustering, most of the bug 

reports that belong to the fifth cluster are incorrectly 

assigned to the first cluster. In simple Kmeans, we can 

see a different behavior where most of the members of 

the first cluster and all the members of the second 

cluster are recognized as the members of the fourth and 

fifth clusters. In general, all the algorithms examined in 

this work on real data have more that 80% accuracy. 

However, the EM and FarthestFirst algorithms have 

similar results, consistent with our expert opinion, and 

have competitive results. So we can use either of these 

two algorithms to cluster the bugs. The results of the 

two Hierarchical Cluster and Simple Kmeans placed at 

the third and fourth ranks respectively.  

D.  Applicability and limitations 

The results showed that the proposed method based 

on the clustering techniques has the ability to generate 

good results for the xyzSystem. It seems that the 

proposed method is applicable to triage bugs in other 

CSPs. Usually, similar scenario is used by software 

companies to receive bug reports in the maintenance 

phase and triage the reported bugs. In this study, we 

have extracted 300 bug reports from the BTS to generate 

clustering models. However, several thousand bug 

reports available for large-scale OCPs such as Mozilla, 

Eclipse, etc. that have been used by authors in previous 

works. Hence, larger datasets in CSPs is recommended to 

be used in order to study the behavior of the clustering 

algorithm in such situations. Because the expert opinion 

is used for measuring the correctness of algorithms, 

there are factors that may have a negative impact on the 

algorithm. There must be assurance of the correctness of 

the expert opinion during different periods of time. 

Certainly, one of the limitations and challenges will be 

the inability to confirm the current evolution of expert 

opinion over time due to changes in the structure of 

projects and the updates of the development 

technologies. Another challenge is that past errors may 

not bear any resemblance to new errors. This is occurred 

due to possible changes in the project or the 

organization's focus on new projects and lack of 

investment in the support and development of past 

software systems. Another challenge is the change of the 

structure of the developer teams that can be a weakness 

in the assignment system because labels on clusters may 

be the names of developers who are blocked and no 

longer have a role in developing and supporting systems. 
Conclusion 

Identifying previously bug reports can reduce the cost 

of maintaining software. This paper proposed a method 

for clustering similar bug reports based on the similarity 

of the contextual content of the reported bugs. For each 

cluster, the corresponding developer's name is tagged. 

The calculation of similarity between bug reports is 

performed using Pearson's correlation coefficient. Four 

clustering algorithms have been evaluated by the 

considering the expert opinion. The appropriate 

algorithm with 3% error is selected for clustering. It 

seems that the proposed method and similar works can 

play an important role in maintenance phase to reduce 

the cost and speed up the bug fixing process. They can 

be used as an assistance for the bug triager or change 

control board in software development companies. 

However, more studies are needed to investigate 

different aspects of applying automation methods for 

bug triaging in CSPs. 
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 Background and Objectives: Simplicity and flexibility constitute the two basic 
features for graph models which has made them functional models for real 
life problems. The attributive graphs are too popular among researchers 
because of their efficiency and functionality. An attributive graph is a graph 
the nodes and edges of which can be attributive. Nodes and edges as 
structural dimension and their attributes as contextual dimension made 
graphs more flexible in modeling real problems.  
Methods: In this study, a new clustering algorithm is proposed based on K-
Medoid which focuses on graph’s structure dimension, through heat 
diffusion algorithm and contextual dimension through weighted Jaccard 
coefficient in a simultaneous matter. The calculated clusters through the 
proposed algorithm are of denser and nodes with more similar attributes.  
Results: DBLP and PBLOG real data sets are applied to evaluate and compare 
this algorithm with new and well-known cluster algorithms.  
Conclusion: Results indicate the outperformers of this algorithm in relation 
to its counterparts as to structure quality, cluster contextual and time 
complexity criteria. 
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Introduction 
The simple graphs are consisting of nodes and edges 

collectives which indicate the graph’s structural 

dimension. The simple graphs are applied widely in 

modeling things and with different counter 

dependencies, like as friendship and kinship in verity of 

efficiency realms like analyzing social network, wide web 

networks and sensor networks. Though, attributive 

graphs are simple graphs where nodes and edges can 

have particular features; these features indicate the 

graph’s contextual dimension. Attributive graphs are 

applied as basic models in running assessments in 

human interactions in social systems. The graph’s 

structural feature is indicative of individuals and 

communities in social science while the contextual 

features is indicative the individuals features’ and 

communities thereof determining social distinction is 

contributive in constructing a functional graphs 

evaluation [1]. Today, due to public functional 

applications, like indicating important modules in 

biological graph [2] [3][4], data collection related to web 

pages [5] and determining events/orientations in social 

networks [6] [7] are of major concern. Traditional 

algorithms are using structural features to identify 

communities. The structural features, exhibited through 

attributive nodes and edges, are beneficial for compact 

connected components’ distinction, like communities. 

However, in real world networks, node’s/edge’s features 

http://jecei.sru.ac.ir/
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are too important in studying contextual function’s and 

network’s evolution. The attributive graph is an 

extended graph where in studying in attributive nodes 

and edges are applied. The node’s features are indicative 

of particular attributions for node’s contextual and 

semantic descriptions. In a similar sense, an edge’s 

features introduce the type of the connection among 

them. An attributive graph presents a partial model 

reached in real world network instead of a traditional 

one [8]. In today’s practice, the traditional clustering 

graph methods are being applied in attributive graphs 

clustering. The focus of methods is on either topological 

structural or on graph contextual features where each 

one of the clusters containing homogenous nodes with 

respect to the nodes and edges features, while, many 

recent methods apply a combination of structural and 

contextual information in attributive graphs clustering 

[9][10][11].  

Considering the definition of attributive graph, the 

attributive graphs’ clustering algorithm, as a compact 

connected nodes classification, is defined through 

homogenous features volume. The most important 

challenge here is to find the harmony between structural 

and contextual similarities of clusters’ nodes and edges 

[12].  In this study, a new clustering algorithm is 

proposed for weighted attributive graphs. This algorithm 

is based on K-Medoid clustering algorithm where both 

the structural and contextual graph information are 

applied. A balancing factor is applied in order to balance 

the structural and contextual data on clustering results. 

The main idea is transmission of weighted attributive 

graphs into spatial space where the structural and 

contextual similarities among nodes are unified. In this 

proposed algorithm, a similarity criterion, based of heat 

diffusion [13] is employed with the objective of 

structural information integration, and, Jaccard weighted 

similarity criterion [14] is applied for contextual 

information integration, thus the points in new spatial 

space would include unified structural and contextual 

information. Now, K-Medoid algorithm proposed for 

clustering in spatial space can be applied in this space. 

The level of structural and contextual features’ 

contribution can be regulated through the balancing 

factor [16].  Contrary to [11], clusters count and initial 

main seeds constitute the two basic parameters which 

should be determined before clustering algorithm is 

applied. The available algorithms apply nodes degree to 

find initial seeds in K-Medoid.  

Here, clusters count is determined by user and is 

known as one of the parameters for this proposed 

algorithm, while the initial seeds are determined based 

of their degree centrality. Here, the initial seeds 

selection takes shorter time. Eventually, the proposed 

algorithm optimizes an objective function which 

maximizes the inner cluster similarities and minimizes 

the intra cluster similarities. 

The two real data sets, PBLOG [10] including 1490 

nodes and DBLP [10] including 10000 nodes, are utilized 

for experimental evaluation. Many evaluation scenarios 

are followed to analyze this proposed algorithm. In 

addition to assessing the algorithm parameters, this 

algorithm is compared with five other advanced: S-

cluster [9], W-cluster [9], SA-cluster [9], SI-Cluster, and 

KSNAP [16] algorithms based on density and entropy 

criteria. The results here indicate the outperformers of 

this algorithm on its counterparts, although in some 

cases the obtained results are comparable. As to running 

time complexity, this algorithm outperforms its counter 

parts as well. 

The rest of this paper structure is as follows: literature 

review is presented in Sec.2; the issues are explained 

Sec.3; the method is described in Sec.4; empirical studies 

are presented in Sec.5 and the article concluded in Sec.6. 

Literature Review  
 Most of the graphs clustering algorithms focus on 

structural aspects based of different objective functions 

[17][30], as normalized cuts [18] and overall density [19]. 

The outputs of these algorithms are clusters of high 

density, but in these algorithms the node features of are 

ignored. 

Today, the graph clustering algorithms focus mostly 

on structural and contextual aspects of an attributive 

graph [28][29]. Metis and Markov clustering applied 

CODICIL [20] clustering for content combination and 

similar links. The possibility of an edge belonging to one 

cluster is applied in estimating link similarity, while 

Jaccard coefficient is applied in estimating contextual 

similarity.  

SI-Cluster [11] is a clustering algorithm based on 

signal similarity which introduces weighted Jaccard 

similarity for combining structural and contextual 

similarities.  

Similar to SI-Cluster, this algorithm applies a balancing 

factor to establish equilibrium among the structural and 

contextual attributes. Contrary to SI-Cluster method, this 

applies signal similarity transmission to provide 

structural information.  

Heat diffusion is utilized in this algorithm. Here a 

simpler and faster method is applied in order to find the 

initial main seeds, while in SI-Cluster algorithm a 

complex and time consuming method is employed. SA-

cluster [9] is a random walk based clustering method 

which introduces distances unification for structural and 

contextual integration. The given graph is clustered 

based on specific count of clusters. In comparison with 

SA-cluster, S-cluster is introduced by [19], is of higher 

structural similarities and lower contextual similarities. 

The focus of KNSAP algorithm [16] is on contextual 
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aspect which accumulates nodes of similar features in 

one cluster. 

 The Issue  

 An attributive weighted directed graph 

G(VˎEˎCˎAˎW), where V = {v1. v2. … . v|𝑣|} is the set of 

nodes, E = {⟨vi. vj⟩|vi. vjϵV} is the set of directed edges 

with weighted function of CijϵC and  P = {p1. p2. … . p|p|}  

is a |𝑝| number of features for nodes’ description. 𝑝𝑞 

feature is related to a 𝑣𝑖  node, pq(vi) ϵP, with domain of 

𝑑𝑞 = |𝐷𝑜𝑚(𝑝𝑞)| vector attached to the vi  through 

𝑊𝑞(𝑣𝑖) ∈ 𝑊 weight. Thus node 𝑣𝑖  has a feature vector 

�⃗� (vi) with |P⃗⃗ (vi)| =  ∑ di
m
i=1 . 

 A directed weighted collaborative graph where the 

nodes introduce the writers’ and the edges introduce 

the colleagues of an article is drawn in Fig. 1. For every 

writer, 2 adjectives of research interest and mother 

language are of concern.  

Clustering of a directed weighted attributive graph is 

partitioning the given graph into k subgraph 𝐺𝑘 =

(𝑉𝑘, 𝐸𝑘 , 𝐶𝑘 , 𝐴𝑘,𝑊𝑘) where V = Uk=1
𝐾  Vk , E = Uk=1

𝐾  Ek , 

Vi ∩ Vj =  ∅ for any ⅈ ≠ j. 

 

Finding an appropriate equilibrium for optimizing two 

independent objectives or even a contradictory one is 

subject to: 1) Structural objective: the inner cluster 

nodes are similar structurally and different among 

clusters and 2) Contextual objective: the inner nodes are 

similar contextually and different among clusters.  

In order to balance these two objectives, a balancing 

factor, λϵ[0.1], combines both functions linearly.  

Of =  λ ×  Ostr + (1 −  λ)  ×  Ocon           (1) 

where, Ostr and Ocon are structural and contextual 

objective, respectively. 

 Two important questions must be answered in order 

to design a clustering algorithm:  

1) How are the structural and contextual similarities 

calculated?  

2) How is the objective function optimized? 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1:  An example for a directed weighted collaborative graph. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: System’s architecture.
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To answer the first question, the structural similarities 

are calculated through heat diffusion and contextual 

similarities are calculated through weighted Jaccard 

coefficient. Balancing factor is applied in order to 

integrate the obtained information and provide a new 

space. Points in this new space include graph’s structural 

and contextual information. As to answer the second 

question, due to simplicity and low implementation time 

algorithm, K-Medoid algorithm is applied in this 

algorithm to optimize Objective function. The clusters 

and initial seeds count are the two main challenges 

which must be of concern. Cluster count is determined 

by the user, while for key initial seeds selection, the 

nodes with higher degree would be selected as initial 

seeds. 

The Proposed method  

As shown in Fig. 2, the proposed algorithm, here after 

H-cluster is considered a directed weighted attributive 

graph as an input and a partitioned graph as output. H-

cluster consists of three main parts: 1) Transition 

algorithm 2) the initial seeds finder algorithm and 3) 

partitioning algorithm. Transition algorithm, converts the 

structural and contextual information into spatial space. 

To do so a heat diffusion similarity [13] and a weighted 

Jaccard similarity [14] are applied in measure the 

structural and contextual information. The initial seeds 

are the main challenge for clustering algorithm [21]. To 

come up with this problem, the seed-finder algorithm is 

applied in the second part of the algorithm. Partitioning 

algorithm finds the optimized clusters through initial 

main seeds finding and determines their count. The 

objective function is a defined through the combined 

structural and contextual similarities. Transition 

algorithm, seed-finder and partitioning algorithm will be 

discussed further.  

A. Transition Algorithm 

In this algorithm, first, the graph’s structural data is 

calculated through heat diffusion simulation, and the 

contextual information graph is calculated through 

weighted Jaccard coefficient. At the end a linear 

combination of these two criteria is calculated through 

balancing factor. 

 Structural transition 

 Structural transition is a graph model based on heat 

diffusion [13]. This model can be implemented on both 

directed and un-directed graphs. Heat diffusion is a 

physical phenomenon. In an environment, heat always 

flows from a point with higher temperature to a point 

with lower temperature. Recently, heat penetration 

based methods are applied in different aspects like as 

classification and dimensions reduction [22] [23] [24]. In 

this article, heat diffusion is applied for modeling the 

structural similarity in attributive graphs. 

 To transfer structural and topological data presented 

through a given attributive graph to spatial space, heat 

diffusion [13], which is a popular algorithm for data 

transition, is applied with the objective of calculating 

similarities between two nodes. According to [25], heat 

diffusion similarity are more efficient compared to other 

likewise similarity functions such as Jaccard and Cosine. 

Heat diffusion is main base for heat diffusion similarity 

calculation. To calculate the heat diffusion similarity for a 

graph with n number of nodes, every node is considered 

as a heat source. During an iterative process, each node 

is selected as an initial heat source to stimulate all other 

nodes in the given graph. The process begins with 

attributing one heat unit to node. After heat diffusion, 

the initial node and all its neighbors, store the heat in a 

vector of n number of dimension and re-transfer it to all 

neighbors. After one step (f(1) time), the source’s nodes 

effect on the whole chart with and the received heat 

volume in the n dimension vector of nodes is calculated. 

The mentioned heat diffusion method can be described 

as a simple and clear mathematical process according to 

(2)- (9) 

f(t + Δt)

Δt
= α(H − D)f(t)                          (2) 

where 

Hij = {
1 (vi , vj)ϵ E or (vj, vi)ϵ E 

0 ⅈ = j
0 otherwⅈse

                          (3) 

and 

Dij = {
d(vi)   ⅈ = j 

 
0 otherwⅈse

                          (4) 

where, d(vi) is the degree of node vi. The D matrix is a 

diagonal matrix. 

 Thus, better exhibition all D and H matrix inputs are 

normalized based of each nodes degree. D and H 

matrices can be normalized through the following 

equations: 

Hij = {

1

d(vi)
, (vi, vj)ϵ E 

0 ⅈ = j
0 otherwⅈse

                          (5) 

and 

Dij = {
1 ⅈ = j 

 
0 otherwⅈse

                          (6) 

The following differential equation is applied to solve 

this problem: 
d

dt
f(t) = αt(H − D)f(t)                          (7) 

To solve this issue we have: 

Ŝ = ea(H−D)f(1)                          (8) 

where, d(v) is the node’s v degree, and ea(H−D)must be 

yielded through Eq.9: 
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ea(H−D) =  I +  α(H − D)

+
α2

2!
(H − D)2

+
α3

3!
(H − D)3 + ⋯ 

                 (9) 

Eventually, the normalized matrix Ŝ includes heat 

diffusion data transmitted among different nodes. 

The ea(H−D) matrix is named the diffusion core, which 

is repetitive heat diffusion after initial diffusion. 

 Contextual transition 

 The Jaccard similarity is a common function applied 

widely on calculating the similarities among two sets. 

Due to the weighted attributives of the considered 

graph, the weighted Jaccard similarity function [26] is 

applied. Thus, in order to convert the contextual 

information, through attributive graphs, into the spatial 

space of n dimensions, the weighted Jaccard weighted 

similarity [26] is calculated between two vectors of 

attributive nods through (10): 

Ĉij =

∑ mⅈn (�⃗� q(ⅈ)ˎ P⃗⃗ q(j))
∑ ⅆi

m
i=1

q=1

∑ max (P⃗⃗ q(ⅈ)ˎP⃗⃗ q(j))
∑ ⅆi

m
i=1

q=1

                       (10) 

where �⃗� q(ⅈ) and P⃗⃗ q(j) are the non-negative features 

vectors of nodes i and j, respectively and Max(…) and 

min(…) are the maximum and minimum functions, 

respectively.  

 The proposed transition algorithm  

 The transition algorithm is adopted to integrate a 

spatial space through contextual and structural data 

combination. To make this spatial space, a combination 

of normalized linear structural and contextual similarity 

is applied as follows:  

Nij =  λ ×  Ŝij + (1 −  λ)  ×  Ĉij                        (11) 

here, Nij calculates the contextual and structural 

similarities between i and j nodes. The transition 

algorithm is exhibited in Fig. 3. 

Max(…) and Min(…) are the maximum and minimum 

functions, respectively, described in (10). 

B. Parameter Determination 

High degree nodes in a cluster play most important 

roles. As to they usually are considered as headers these 

nodes are surrounded by nodes with lower degree [11]. 

Thus, in order to find the cluster’s initial seeds, first, the 

nodes must be sorted in descending degree and then, 

𝛼𝑘 numbers of nodes with higher degree are selected, 

where k is the number of clusters and 𝛼 is per-defined 

constant value. The first node is selected as the initial 

seed. The next node will be selected when it keeps the 

greatest distance from previously selected nodes as 

seeds. This process continues until k initial seeds is 

determined, the time complexity of this algorithm is 

𝑂(|𝑉| log|𝑉| + |𝑉|𝑘)  𝑂(|𝑉| log|𝑉|). 

 
Fig. 3: Transition algorithm. 

 

Though, the nodes with higher degree are more 

important and most probably are being as seed, 

selecting two nodes with higher degree next to each 

other is not a good idea. Here, the node with higher 

degree is selected as a seed and the nodes with lower 

degree are ignored. Seed-finder algorithm 

implementation is as follows: 

Dist(…) represents the distance between the 

candidate node (Pri) and node j which is selected as a 

seed previously and S(…) is the matrix of total distances 

between candidate nodes and all that were selected and 

confirmed seeds. 

C. Partitioning algorithm 

 The objective is to bring the inner cluster similarity to 

maximum and minimize the inter-cluster similarity. In 

order to propose a compatible partitioning algorithm, 

two issues must be of concern: 1) the manner of 

contributing each of the nodes to a cluster and 2) the 

manner of defining an intra-cluster objective function for 

having access to intra-clusters higher structural and 

contextual similarities and lower enter-cluster structural 

and contextual similarities. As to issue one, a K-Medoid 

based compatible partitioning algorithm is introduced 

[27], which is an extended version of K-Means clustering 

algorithm where the central seeds in a cluster are 

selected by Medoids. In K-Medoid based partitioning 

algorithm, Medoids are selected through the initial key 

seeds, which are identified by seed finder algorithm. 

During each iteration, the seed are determined once 

more and the points are reallocating to the clusters. The 

process continues while the seeds stop changing in next 

iteration. 
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Fig. 4: The initial seed finder algorithm. 

 

 As to second issue, the density and entropy volume 

are applied, respectively, to calculate the structural and 

contextual similarities. Thus, the objective function is 

calculated through (2):  

Of =  λ ×  Ostr + (1 −  λ)  ×  Ocon

=  λ D ([Gj]
j=1
j=k

) + (1 − λ )

∗ 1/E([Gj]
j=1
j=k

) 

(12) 

where, λ represents the balance factor D(...) is a density 

function applied in structural similarity calculation and 

the contextual similarity is calculated through E(...), the 

entropy function.  

The density function reveals the intensity of 

coherency of clusters’ compression. The partitioning 

graph’s overall density is yielded through (13): 

D([Gj(Vj, Ej)]
j=1

j=k
)

=  ∑

∑ C(⟨vp, vq⟩)
⟨vp,vq⟩∈ Ej

∑ C(⟨vp, vq⟩)
⟨vp,vq⟩∈ E

k

j=1

= 
1

∑ C(⟨vp, vq⟩)
⟨vp,vq⟩∈ E

 

×  ∑ ∑ C(⟨vp, vq⟩)

⟨vp,vq⟩∈ Ej

k

j=1

 

(13) 

where, C(...) is the graph’s cost function. 

Also the total cluster entropy is applied to compute 

relevancy of nodes of a given graph with respect to 

attribute values, Eq. 14. 

E([Gj(Vj, Ej, Aj)]j=1
j=k

)

=  
1

k
∑Ec(Gj(Vj, Ej, Aj))

k

j=1

 
(14) 

Ec(Gj(Vj, Ej, Aj))

=  −
1

m
∑ ∑ P(aq,

aqϵ ⅆq

m

q=1

Vj) log  P(aq, V
j) 

(15) 

P(aq, V
j) =  

|vh ∈ vj| aq(h) = aq| 

|vj|
 (16) 

The more the placement of nodes with similar 

features in a cluster, the lowers the entropy.  

 Empirical studies 

 Functionality of this method is evaluated through 

many experiments. The three main scenarios consist of: 

1) assessing the convergence of the proposed algorithm, 

2) assessing the parameters’ effect on cluster’s quality, 

and running time complexity and 3) analyzing the density 

and entropy of this method compared to other well-

known clustering algorithms. 

A. Data 

 Two real data sets called (PBIOG ) [10] and (DBLP) 

[10] are applied in order to evaluating the efficiency of 

introduced method, Table 1.  
 

Table1. Several statistics related to data collections 
 

 PBLOG DBLP 

Description 
Political Weblog 

network 

Co-authorship 

network 

Nodes 1490 10000 

Edges 33433 65734 

Attibutes 

(values) 
Political leaning 

Prolific 

Primary topic 
 

B. Configuration 

This experiment is run on Intel® coreTM with seven 

2.80 GHz cores and 6 G main RAM. The code is 

implemented MATLAB. This H-cluster method is 

compared with five contemporary algorithms of:, SA-

Cluster, S-Cluster, W-Cluster, SI-Cluster1 and KNSAP.The 

SA-Cluster algorithm is introduced by [9], where both the 

structural and contextual aspects of the network are of 

concern. The nodes closeness is calculated through 

random walk S-Cluster algorithm [9] where only the 

structural aspect is of concern. W-Cluster is presented by 

[9]. where the both the structural and contextual aspects 

are combined through a linear combination [9]. KNSAP is 

introduced by [16] and SI-Cluster is proposed by [11], 

where though both, the aspects, are combined through a 

                                                           
1SI-Cluster using signal diffusion without Seed Finder algorithm like [11]  
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linear combination accumulated the nodes with similar 

features in a cluster. To compare the function and 

efficiency of these algorithms the density and entropy 

criterion are calculated through (14) and (15). 

C. Convergence  

 The objective function of every iteration of H-Cluster 

with or witout seed finder algorithm on PBLOG and DBLP 

data collection is shown in Fig. 5. The H-Cluster without 

seedfinder applies random function to find the seeds. 

The quantities are expressed as follows: (Ma teration=20 

, λ = 0.5,α = 40 (k=10 for DBLP and k=9 for PBLOG) ) 

As observed in Fig. 5-a H-Cluster reaches convergence 

faster than other. As observed in Fig. 5, the maximum 

objective volume for both DBLP and PBLOG data sets are 

obtained, at the third iteration that is the initial main 

seeds determined based on seed finder algorithm 

provides the means for clustering algorithm to obtain 

better results in little iteration. 

 
Fig. 5: Objective function alterations at every iteration. 

 

  The two main parameters are analyzed as follows: 

α (𝑎𝑙𝑓𝑎) which applied in finding initial seeds and λ 

which is a structural and contextual balancing factor. The 

λ effect on cluster quality on DBLP data set when α = 40 

and the number of clusters is 10. Fig. 6. 

Fig. 7 and Fig. 8 show Alfa’s (α) effect on cluster’s 

quality on (density, entropy and objective function) in 

PBLOG and DBLP datasets respectively. Here λ =

0.5 K(PBLOG) = 3 and K(DBLP) = 10. 

Fig. 6: Balancing factor effect on density and entropy criterion 
in DBLP data set. 

 

As observed in Fig. 7(a) and Fig. 8(a) the higher the α 

volume the more the density. The best volume of 

entropy on PBLOG dataset, (α) = 5 , Fig. 7(b) and 

according to in Fig. 8 the best volume of entropy for 

DBLP dataset is (α) = 40. After balancing the density 

and entropy criterion, as it Fig. 7(c) and Fig. 8, the 

volume of objective function is obtained. The maximum 

volume of objective function in PBLOG dataset is (α) =

5 and the same volume for DBLP is (α) = 40.  

D. Running Time 

 Here, Alfa (α) is the most effective factor in time 

complexity. The H-Cluster running time with respect to 

Alfa’s (α) alternations in DBLP data sets illustrated in Fig. 

9. 

As observed in Fig. 9, an increase α volume, increases 

the algorithm’s running time, leading to an important in 

cluster’s quality Fig. 10. 

E. Cluster Algorithms Comparisons  

 To compare H-cluster algorithm with other new 

clustering algorithms, several evaluations are run on 

PBLOG and DBLP datasets. Here, λ=0.5 for S-Cluster, SA-

Cluster, SI-Cluster and H-Cluster and α=5k for H- cluster, 

SI-Cluster on PBLOG dataset with α=40k for these 

algorithms for DBLP dataset. The laboratory 

experiments’ results on density and entropy in PBLOG 

dataset are expressed in Fig. 10. 

In average, SI-Cluster (-0.01042 | +0.0887 | +3.6060) 

and (+0.21356 | +0.08412 | +14.549) outperforms SA-

Cluster and H-Cluster as to (density | entropy | objective 

function) criteria, respectively. In average, H-Cluster, as 

to the (density | entropy | objective function) (-0.2240 | 

+0.00458 | -10.9431) (-0.224 | -0.08412 | -14.4590) fails 

compered to SA-Cluster and SI-Cluster, respectively. As 

observed in Fig. 10, considering the fact that both 

structural and contextual aspects are of concern in H-

Cluster, indicating that H-Cluster as to PBLOG dataset is 

not as efficient as SI-Cluster, the SI-Cluster outperforms 

H-cluster on PBLOG dataset.  
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Fig. 7: Alfa’s (α) effect on density and entropy criterion and objective function of (PBLOG). 

 
 

 
 

Fig. 8: Alfa’s (α) effect on density and entropy criterion and objective function of (DBLP). 
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Fig. 9: Alfa’s (α) effect on DBLP dataset time complexity. 

 

 

 
 
 

Fig. 10: Density, entropy and objective function’s analysis on PBLOG data set (λ = 0.5 , α = 5 k  for PBLOG). 
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Fig. 11: Density, entropy and objective function’s analysis on DBLP data set (λ = 0.5   α = 40 k  for DBLP). 

 

In average, H-Cluster, as to the (density | entropy | 

objective function) criteria measurements (-0.1865 | 

+0.57708 | +3.68919) are improved compared to S-

Cluster. S-Cluster algorithm considers only structural 

aspect, thus, as observed, H-Cluster outperforms S-

Cluster as to entropy and objective function criteria. 

 In general, the obtained results indicate the 

outperformers of SI-Cluster advantages compared to 

other known algorithms as to density, entropy and 

objective function measurement on PBLOG dataset. 

The laboratory experiments’ results on density and 

entropy in DBLP dataset are expressed in Fig. 11.  

In average, H-Cluster (+0.2375 | -0.4675 | +0.042755) 

(+0.165 | -0.1425 | +0.038875) outperforms SA-Cluster 

and SI-Cluster as to (density | entropy | objective 

function) criteria, respectively. As observed in Fig. 11, 

though in H-Cluster algorithm considers both the 

structural and contextual aspects are of concern, it is 

observed that this algorithm generates more density 

clusters compared to that of SA-Cluster in all aspects, in 

addition to, H-Cluster generating more density 

compared to that of the SI-Cluster algorithm. The SA-

Cluster algorithm, similar to H-Cluster and SI-Cluster 

algorithms, considers both structural and contextual 

aspects, indicating that H-Cluster outperforms SI-Cluster 

and SA-Cluster in DBLP dataset. In average, H-Cluster 

yielded improved (+0.5025 | -0.6525 | +0.122415) on 

(density | entropy | objective function) when 

measurements are compared. Though S-Cluster 

considers only the structural aspect, and, as it observed, 

this proposed algorithm generates more density clusters 

for all the issues. In average, SI-Cluster, as to the (density 

| entropy | objective function) criteria measurements 

(+0.0725 | -0.325 | +0.003881) (-0.165 | +0.1425 | -

0.038875) fails compered to SA-Cluster and H-Cluster, 

respectively. Except in entropy criteria, failed to SA-

Cluster and SI-cluster compared to H-Cluster on entropy 

criteria. As observed in Fig. 11, considering the fact that 

both structural and contextual aspects are of concern in 

SI-Cluster, indicating that SI-Cluster as to DBLP dataset is 

not as efficient as H-Cluster, the H-Cluster outperforms 

SI-cluster on DBLP dataset.  

In general, the obtained results indicate the 

outperformers of H-Cluster advantages compared to 

other known algorithms as to density and objective 

function measurement on DBLP dataset. Note that small 

size of PBLOG dataset is one of the main reasons that the 

proposed algorithm cannot achieve good results.    

Conclusion 

 In this study, an effective method for graph clustering 

is proposed with the objective of finding cluster with 

higher density and homogenized nodes as to their 

features.  
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The structural and contextual aspects are first, 

obtained through the given graphs by applying heat 

diffusion and weighted Jaccard similarities, and next, are 

integrated into a spatial space. In this space, this newly 

proposed algorithm seeks to maximize intra-cluster 

similarity while seeking to reduce the enter-cluster 

similarity to its lowest level. The clustering results quality 

is determined through density and entropy criteria. The 

introduced method outperforms existing algorithms. The 

empirical studies express the competitive results with 

respect to the cluster quality and this proposed method 

operates in polynomial time and is scalable for medium 

and large scale networks. 
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 Background and Objectives: Cascaded doubly fed induction generators 
(CDFIGs) can directly connected to isolated load or power grid without any 
brushes which are needed in conventional DFIGs. Output control targets 
before grid connection of CDFIGs are voltage and frequency control and after 
that are active and reactive power control. In control aspect, output control 
of CDFIG is a multi-input multi-output (MIMO) subject. In this paper, Relative 
Gain Array (RGA) methodology, as a MIMO interaction index, is used to show 
the degree of relevance between the control inputs and output targets, in 
both voltage control mode (before grid connection) and active-reactive 
power control mode (after grid connection). Based on RGA results, 
conventional PI controllers cannot be used to decouple control of generator 
outputs in grid connected mode. So, a powerful method based on sliding 
mode approach is proposed to generate the proper control voltages for 
output control of CDFIG in both islanded and grid connected mode. 
Simulation and experimental results using Matlab and TMS320F28335 based 
prototype of CDFIG are provided to demonstrate the effectiveness and 
robustness of the proposed method. 
Methods: A mathematical method based on RGA matrix is used to evaluate 
the amount of interactions between output targets and input control 
variables in CDFIGs in islanded and grid connected mode.  
Results: Conventional PI controller is a proper method to control the output 
voltage of Power Machine (PM) in CDFIG but is not a suitable technique for 
active and reactive power control in grid-tied mode. 
Conclusion: Sliding mode control can be used to decouple control of CDFIGs 
in both before and after grid connection. As well as, robustness against the 
wind speed variation and parameters uncertainties is proved via both 
simulation and experimental tests. 

 

Keywords: 
Cascaded Doubly Fed Induction 
Generator (CDFIG) 

Sliding Mode Control (SMC) 

Grid-connected 

Relative Gain Array (RGA) 

Power control 

 

 

 

*Corresponding Author’s Email 
Address:  

arab-gh@eng.sku.ac.ir 

 

 

Introduction 
Variable speed constant frequency (VSCF) operation is 

used in many industries that require Doubly Fed 

Induction Generators (DFIG). In these generators, even if 

there is a change of speed, they can be directly 

connected to the constant frequency grid using partially 

rated converters and rotor current regulation. 

Therefore, they are useful for use in wind and 

hydropower systems [1]. 

However, the structure of these generators, which 

includes brushes and slip rings, reduces the life of the 

device due to the need for maintenance. Therefore, it is 

not quite suitable for use in applications such as aircraft, 

which require high reliability and long maintenance 

period. In the CDFIG generator, by using two DFIGs and 

connecting the windings of the rotors to each other, a 

http://jecei.sru.ac.ir/
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new brushless structure is obtained, which can be a 

suitable alternative to DFIG [2]. 

CDFIG works like a single DFIG so it can be connected 

directly to the network. 

By connecting the two DFIG rotors mechanically and 

electrically, a CDFIG is obtained. DFIG machines are 

known as power machine and control machine [3]. 

The electric load or the grid is connected to the stator 

winding of the power machine (PM), and a power 

electronic converter supplies the stator winding of the 

control machine [4], Fig. 1. 

Several studies on variable speed constant frequency 

generating system (VSCF) using CDFIG have been 

performed in applications such as windmills, hydropower 

and aircraft power supply [5]. 

 

 

Fig. 1. CDFIG configuration. 

 
The structure of CDFIG is complex in architecture and 

difficult to control, as well as, de-rating of the machine 

and higher price in comparison with DFIG. Therefore, 

despite its advantages, it is not widely used. 

Due to the large size of the dynamic equation model, 

which is obtained by merging two DFIGs, the control of 

this machine has been influenced by its architecture [6]. 

A vector control method for DFIG is proposed in [7] 

and [8]. The method of improving the stability of multi-

machine power network (MMPN) has been studied and 

the application of the conventional non-linear sliding 

mode control (SMC) is presented in [9]. 

The terminal SMC as a modified version of the 

conventional sliding mode control is presented in [10] 

for DFIG. In [11] by using the sliding mode method and 

estimating the position of the rotor, the DFIG is 

controlled. 

Efforts to control CDFIG have been limited, mainly 

based on field oriented control or vector control. In the 

vector control method, linear controllers such as PI 

regulate the components of the rotor currents, which 

include torque (or active power) and rotor flux (or 

reactive power) [12]-[13]. 

In [14], the active and reactive power of the power 

machine is controlled based on vector control using PI 

controllers. But in this method, all of machine 

parameters are required in a recursive structure to 

generate the rotor reference currents and then the 

control machine reference currents. Also CDFIG is 

controlled based on DPC for wind energy applications in 

[15]. 

In MIMO system, as the interaction between each 

input with all outputs is high, the controller design will 

be complicated. As we know, in CDFIG the control inputs 

are the voltage of CM components and the outputs of 

plant are the active and reactive powers in grid 

connected mode or PM voltage components in islanded 

mode. 

In this paper, using a powerful index named as 

Relative Gain Array (RGA), the decoupling index between 

the CM voltage components and the generator outputs 

is calculated. This index describes that the conventional 

controllers such as Proportional-Integrator (PI) especially 

in the grid-connected mode are not suitable for control 

of active and reactive power via PM voltages. Reference 

[16] used the RGA to calculate the degrees of relevance 

between the stator voltage and the stator flux of DFIG. 

The main contributions of this paper can be listed as: 

1) The RGA indexes are calculated for output voltage 

control mode (in islanded mode) and active-reactive 

control mode (in grid connected mode). Therefore, the 

complexity of PI coefficients' tuning is clearly stated and 

proved with RGA index in grid connected mode. In this 

paper, based on the best knowledge of authors, for the 

first time, the clear relation between RGA index and 

complexity of control for CDFIG is reported. 

2) In this paper, a sliding mode control is proposed to 

control the output active and reactive power of CDFIG. 

The required control voltage of the stator of control 

machine is calculated directly by the SMC method. 

3) In the SMC method, the degree of controller 

system is decreased from order 6 to order 2, and using a 

proper Lyapunov function, the control voltage is 

obtained which is robust to system parameters. The 

robustness of SMC against the rotor resistance variation 

and rotor speed due to variable wind speed is proved. 

4) The comparison of the proposed SMC and VC is 

done by experimental tests using a 370w CDFIG 

machine. 

Simulation and experimental results are presented to 

show the performance and robustness of the suggested 

control configuration during variations of operating 

point. 

CDFIG Model 

The two DFIMs have pole pair 𝑝1 and 𝑝2 respectively, 

with rotors connected in inverse coupling sequence. 

Then the voltages and currents of rotors can be written 

as: 
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𝑣𝑞𝑟 = 𝑣𝑞𝑟1 = 𝑣𝑞𝑟2 

𝑣𝑑𝑟 = 𝑣𝑑𝑟1 = −𝑣𝑑𝑟2 

𝑖𝑞𝑟 = 𝑖𝑞𝑟1 = −𝑖𝑞𝑟2 

𝑖𝑑𝑟 = 𝑖𝑑𝑟1 = 𝑖𝑑𝑟2 

     (1) 

 

where 𝑣𝑞𝑟 , 𝑣𝑑𝑟 , 𝑖𝑞𝑟  and 𝑖𝑑𝑟  are the rotor voltage and 

rotor current components, respectively. 

In order to specify the parameters of the two DFIM of 

the cascade, 1 and 2 subscriptions are used for all values 

in the system. 

The subscripts s or r show the quantities of stator or 

rotor, and number 1 or 2 show the quantities of first or 

second machine, and q or d show the quantities of q-

component or d-components. 

Due to the d-components of stator voltage and q-

component of rotor currents of control machine and 

power machine are in opposite sign. 

The rotor is rotated at the mechanical angular 

frequency 𝜔𝑚 and the frequency of PM voltage is 𝜔1. So, 

the flux that induced into the rotor bars has a frequency 

equal slip frequency of power machine that shown by 

(𝜔𝑟), 

𝜔𝑟 = 𝜔1 − 𝑝1 ∙ 𝜔𝑚 (2) 

Because the phase sequence is reversed at the rotor 

connection point, the flux wave frequency caused by the 

rotor control machine with the power machine slip 

frequency is in the opposite direction, 

ω2 = −(ω1 − (p1 + p2) ∙ ωm) (3) 

In the other words, 𝜔𝑚 can be shown as 

𝜔𝑚 =
𝜔1 + 𝜔2

𝑝1 + 𝑝2

 (4) 

The behavior of CDFIG can be described by equations 

for each stator and combination of rotors. The complete 

CDFIG dynamic model in d-q reference frame can be 

given as: 

 

 

 

 

 

 

 

 

 

 

 

𝑣𝑞𝑠1 =  𝑅𝑠1 ∙ 𝑖𝑞𝑠1 +
𝑑

𝑑𝑡
𝜆𝑞𝑠1 + 𝜔1𝜆𝑑𝑠1 

𝑣𝑑𝑠1 =  𝑅𝑠1 ∙ 𝑖𝑑𝑠1 +
𝑑

𝑑𝑡
𝜆𝑑𝑠1 − 𝜔1𝜆𝑞𝑠1 

𝑣𝑞𝑠2 =  𝑅𝑠2 ∙ 𝑖𝑞𝑠2 +
𝑑

𝑑𝑡
𝜆𝑞𝑠2 + 𝜔2𝜆𝑑𝑠2 

𝑣𝑑𝑠2 =  𝑅𝑠2 ∙ 𝑖𝑑𝑠2 +
𝑑

𝑑𝑡
𝜆𝑑𝑠2 − 𝜔2𝜆𝑞𝑠2 

𝑣𝑞𝑟 =  𝑅𝑟 ∙ 𝑖𝑞𝑟 +
𝑑

𝑑𝑡
𝜆𝑞𝑟 + 𝜔𝑟𝜆𝑑𝑟 

𝑣𝑑𝑟 =  𝑅𝑟 ∙ 𝑖𝑑𝑟 +
𝑑

𝑑𝑡
𝜆𝑑𝑟 − 𝜔𝑟𝜆𝑞𝑟 

(5) 

where 𝑅, 𝑣, 𝑖 and 𝜆 are the winding resistance, voltage, 

current and flow of control machine and power machine, 

respectively. 

So, (5) can be written in matrix form as: 

Λ̇ = V − R ∙ x − Ω ∙ Λ (6) 

where 
 

Λ =

[
 
 
 
 
 
 
λqs1

λds1

λqs2

λds2

λqr

λdr ]
 
 
 
 
 
 

   ,   V =  

[
 
 
 
 
 
vqs1

vds1

vqs2

vds2

vqr

vdr ]
 
 
 
 
 

   ,    x =  

[
 
 
 
 
 
iqs1

ids1

iqs2

ids2

iqr

idr ]
 
 
 
 
 

 

R =  diag[Rs1 Rs1 Rs2 Rs2 Rr Rr] 

Ω =  diag[ω1 ω1 ω2 ω2 ωr ωr] 

(7) 

The stators and rotor flux vectors can be expressed as 

Λ =  L ∙ x (8) 

where 

L =

[
 
 
 
 
 
𝐿𝑠1 0 0 0 𝐿𝑚 0
0 𝐿𝑠1 0 0 0 𝐿𝑚

0 0 𝐿𝑠2 0 −𝐿𝑚 0
0 0 0 𝐿𝑠2 0 𝐿𝑚

−𝐿𝑚 0 𝐿𝑚 0 −𝐿𝑟 0
0 𝐿𝑚 0 𝐿𝑚 0 𝐿𝑟 ]

 
 
 
 
 

 (9) 

 

 

 

Fig. 2. Equivalent circuit of CDFIG. 
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Then by substituting (9) into (8) and rearrange the 

equations, (6) can be rewritten based on the derivations 

of currents. The Equivalent circuit of CDFIG is shown in 

Fig. 2. 

If the stator of power machine is connected to grid, 

then the active and reactive powers transferred to grid 

are calculated as 

P =  (
3

2
) (vds1 ∙ ids1 + vqs1 ∙ iqs1) 

Q = (
3

2
) (vqs1 ∙ ids1 − vds1 ∙ iqs1) 

(10) 

The q-axis of the synchronous reference frame is 

aligned to the phase "a" of grid voltage so the d-

component of the grid voltage is always zero. By 

considering the grid voltage reference frame, 𝑣𝑑𝑠1 = 0. 

Then 

𝑃 = (
3

2
) 𝑣𝑞𝑠1 ∙ 𝑖𝑞𝑠1 

𝑄 = (
3

2
) 𝑣𝑞𝑠1 ∙ 𝑖𝑑𝑠1 

(11) 

 

Interaction between input and output 

In multivariate systems, the interaction between 

input and output pairing variables is the main problem. 

This limitation can be overcome by planning suitable 

controllers for these systems in two main methods. 

The first method is to try to convert the MIMO system 

to several SISO systems. Therefore, the system must be 

decoupled to eliminate interactions between input and 

output pairing variables. 

By properly measuring the interaction between the 

input and output variables, the appropriate input and 

output pairing variables are selected. In this way, the 

system is decoupled into other SISO systems. A 

controller is then programmed for each loop, and finally 

the entire MIMO system is controlled. 

In the second method, the MIMO system is 

considered solid and does not decoupled into SISO 

systems. Therefore, the multivariate system controller, 

known as the concentrated control method, must be 

programmed simultaneously. 

Bristol proposed the idea of Relative Gain Array (RGA) 

to measure the interaction between input and output 

pairing variables [17]. The system transfer matrix must 

be multiplied by the element in the inverse of its 

transposed matrix to obtain RGA. If an element of the 

RGA matrix is close to the unit, it shows that the input 

and output variables are a suitable pair that can form a 

control loop. In other words, a small positive RGA 

element indicates that the dependence between the 

input and output variables is low [18]. 

[
𝑦1

𝑦2
] = 𝐺(𝑠) ∙ [

𝑢1

𝑢2
] 

𝐺(𝑠) = [
𝑔11 𝑔12

𝑔21 𝑔22
] 

𝑅𝐺𝐴 =  𝐺(𝑠) ∙× (𝐺(𝑠)𝑇)−1 

(12) 

 
 

 

In this paper the designing stages of multivariable 

control systems for non-minimum phase are studied. 

The theories represented for decoupling multivariable 

systems can be applied only for minimum phase 

systems, and are not valid for non-minimum phase 

systems. 

A.  Before Grid Connection (Islanded mode) 

Before connection of CDFIG output to grid or in 

islanded mode, the voltage magnitude, frequency and 

the voltage phase should be the same as grid ones.  

When CDFIG is not connected to grid, the aim of 

controller is to control the terminal voltage of power 

machine. So, the inputs are voltage of control machine, 

𝑣𝑞𝑠2 and 𝑣𝑑𝑠2, and the outputs are voltage of power 

machine component, 𝑣𝑞𝑠1 and 𝑣𝑑𝑠1. 

Fig. 3: Vector Control Method by Lipo [14]. 
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[
𝑣𝑞𝑠1

𝑣𝑑𝑠1
] = 𝐺𝐼𝑆(𝑠) ∙ [

𝑣𝑞𝑠2

𝑣𝑑𝑠2
] (13) 

Then, using the system parameters listed in Table 1. 

RGA is calculated by (12) as follow: 

𝑅𝐺𝐴𝐼𝑆 = [
0.9324 0.0676
0.0676 0.9324

] 

The diagonal elements have the values close to unit 

and off-diagonal elements have the values close to zero 

in 𝑅𝐺𝐴𝐼𝑆. Therefore, for the controller, the appropriate 

input and output pairs in (13) should be considered 

direct to direct voltage and the quadrature to 

quadrature voltage of the power and the control 

machine, respectively. 

 

 

So, in this case the cross correlation between inputs 

and outputs is low. In the other word, the 𝑣𝑞𝑠2 has low 

interaction on 𝑣𝑑𝑠1 and also like to 𝑣𝑑𝑠2 on 𝑣𝑞𝑠1. Then 

the plant can be controlled by two decupled 

conventional PI controllers. 

B.  After Grid Connection 

To connect the generator to grid, it is necessary to 

synchronize the power machine voltage with the grid, 

and then transferring the active and reactive with grid. 

In [19], only deals with stand-alone mode for DFIG. 

However, the complexity of the equations and the 

dependence of the inputs and outputs are mostly 

determined in the grid-connected mode.  

Calculation of RGA in grid connected mode confirms 

this. 

For CDFIG system, when it is connected to grid, the 

input signals are terminal voltage of control machine, 

vqs2 and vds2, and the outputs are active and reactive 

power, P and Q. 

[
𝑃𝑠

𝑄𝑠
] = 𝐺𝐺𝐶(𝑠) ∙ [

𝑣𝑞𝑠2

𝑣𝑑𝑠2
] (14) 

Then the RGA in this case is calculated by (12) as 

follow: 

𝑅𝐺𝐴𝐺𝐶 = [
0.7487 0.2513
0.2513 0.7487

] 


Therefore, since the 𝑅𝐺𝐴𝐺𝐶  is off-diagonal and not a 

near unitary matrix, the dependency between inputs and 

outputs is high.  

Then the conventional cascaded PI control method 

isn't suitable for this machine. 

 

 

Sliding Mode Control 

In [14] a vector control for CDFIG is presented. As can 

be seen in Fig. 3, the controller is deeply dependent to 

parameters of machine. The controller is required the 

instantaneous rotor flux to be used as the feedback 

signal, which forces additional rotor-flux observer. Also, 

all of machine parameters are required in a recursive 

structure to generate the rotor reference currents and 

then the control machine reference currents using four P 

and two PI controllers can be calculated. So the tuning of 

PI coefficients is the main drawback of that method. The 

SMC is designed based on selecting a hyper plane in the 

state space or error space (called the sliding surface). If 

the state trajectory is confined to it, it will slide to the 

desired equilibrium point. By applying a control law 

based on sliding mode technique the system state is 

transferred to the sliding surface (in reaching mode) 

from an arbitrary initial condition and then, stays on (or 

close to) the sliding surface for all times and moves 

towards the equilibrium point (in sliding mode). 

Fig. 4: Block diagram of SMC for CDFIG in islanded and grid connected mode. 
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A. Before Grid Connection 

The main target for SMC approach in islanded mode is 

to regulate the power machine voltage components in 

desired values, 𝑣𝑑𝑠1 = 𝑣𝑑𝑟𝑒𝑓  and 𝑣𝑞𝑠1 = 𝑣𝑞𝑟𝑒𝑓 . 

The sliding surfaces are selected in the integral forms 

as 

𝑆𝑑 = 𝑒𝑑(t) + 𝐾𝑑 ∙ ∫ 𝑒𝑑 (𝑡)𝑑𝑡 

𝑆𝑞 = 𝑒𝑞(t) + 𝐾𝑞 ∙ ∫ 𝑒𝑞 (𝑡)𝑑𝑡 
(15) 

where 𝐾𝑑  and 𝐾𝑞  are constant positive gains, and 𝑒𝑑(t) 

and 𝑒𝑞(t) are the differences between references and 

actual values of power machine voltage components, 

respectively. 

𝑒𝑑 = 𝑣𝑑𝑟𝑒𝑓 − 𝑣𝑑𝑠1 

𝑒𝑞 = 𝑣𝑞𝑟𝑒𝑓 − 𝑣𝑞𝑠1


Based on control design methods for sliding mode 

approach [19], the proper voltage references for VSI 

which feeds the control machine windings can be 

obtained as follows: 

[
vqs2

vds2
] = −M−1 ∙ (N + [

Kd ∙ sgn(Sd)

Kq ∙ sgn(Sq)
]) (16) 

where M and N can be calculated like as stated for 

grid connected mode in appendix. 

The step by step design procedure will be explained 

for grid-connected mode and is ignored because of 

similarity.  

B. After Grid Connection 

After grid connection, the control targets are the 

active and reactive power transferred to grid via power 

machine. Also the control inputs are the components of 

control machine voltages, 𝑣𝑞𝑠2 and 𝑣𝑑𝑠2. 

The Time derivative of P and Q can be obtained as 

�̇� = (
3

2
) (𝑣𝑞𝑠1̇ ∙ 𝑖𝑞𝑠1 + 𝑣𝑞𝑠1 ∙ 𝑖𝑞𝑠1̇ ) 

�̇� = (
3

2
) (𝑣𝑞𝑠1̇ ∙ 𝑖𝑑𝑠1 + 𝑣𝑞𝑠1 ∙ 𝑖𝑑𝑠1̇ ) 

(17) 

By considering 𝑣𝑞𝑠1 = 𝑉𝑚  and 𝑣𝑞𝑠1̇ = 0 , then 

Ṗ = (
3

2
)𝑉𝑚 ∙ 𝑖𝑞𝑠1̇  

�̇� = (
3

2
)𝑉𝑚 ∙ 𝑖𝑑𝑠1̇  

(18) 

As the main task of the SMC approach, the active and 

reactive power must follow the reference values. 

Therefore, the sliding surface vector is given below: 

S = [
𝑆𝑃

𝑆𝑄
] (19) 

The sliding surfaces are assumed in the integral 

forms, 

𝑆𝑃 = 𝑒𝑃(t) + 𝐾𝑃 ∙ ∫ 𝑒𝑃 (𝑡)𝑑𝑡 

𝑆𝑄 = 𝑒𝑄(t) + 𝐾𝑄 ∙ ∫ 𝑒𝑄 (𝑡)𝑑𝑡 
(20) 

where 𝐾𝑃 and 𝐾𝑄 are constant positive gains, and 𝑒𝑃(t) 

and 𝑒𝑄(t) are the differences between references and 

actual values of active and reactive power respectively. 

𝑒𝑃 = 𝑃𝑟𝑒𝑓 − 𝑃 

𝑒𝑄 = 𝑄𝑟𝑒𝑓 − 𝑄

(21) 

when the system states achieve the desired surface, 

then we have: 

𝑆𝑃 = 𝑆�̇� = 0 

𝑆𝑄 = 𝑆�̇� = 0
(22)

If the control laws are selected properly, we have  

𝑒�̇� = −𝐾𝑃 ∙ 𝑒𝑃 

𝑒�̇� = −𝐾𝑄 ∙ 𝑒𝑄 
(23) 

It means that the errors will converge exponentially 

to zero. 

According to (23) 

𝑆�̇� = 𝑒𝑃 +̇ 𝐾𝑃 ∙ 𝑒𝑃 = −�̇� + 𝐾𝑃 ∙ (𝑃𝑟𝑒𝑓 − 𝑃) 

𝑆�̇� = 𝑒𝑄 +̇ 𝐾𝑄 ∙ 𝑒𝑄 = −�̇� + 𝐾𝑄 ∙ (𝑄𝑟𝑒𝑓 − 𝑄) 

(24) 

Substituting (18) into (24) yields 

Ṡ = E + F ∙ U (25) 

With 

E = [𝐸2∗1] 

F = [𝐹2∗2] 

U = [
𝑣𝑞𝑠2

𝑣𝑑𝑠2
] 

(26) 

where E and F are stated in appendix. 

By applying Lyapunov theory in SMC method, the 

conditions of control law are derived and the state 

trajectory towards the desired behavior. Consider the 

quadratic function of Lyapunov as follows: 

W =
1

2
STS (27) 
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The time derivative of 𝑊 of (22) is expressed as 

Ẇ =
1

2
(STṠ + SṪS) (28) 

The control law should be selected so that the time 

derivative of 𝑊 is negative definite with 𝑆 ≠ 0. Thus, the 

control law is selected as follow: 

[
vqs2

vds2
] = −F−1 ∙ (E + [

KP ∙ sgn(SP)

KQ ∙ sgn(SQ)
]) (29) 

Where 𝐾𝑃 and 𝐾𝑄 are positive control gains, 𝑠𝑔𝑛(𝑆𝑃) 

and 𝑠𝑔𝑛(𝑆𝑄) are switching functions for active and 

reactive powers respectively. The block diagram of SMC 

for CDFIG is depicted in Fig. 4. 

In order to decrease the chattering phenomena, the 

discontinues sign function can be replaced with 

saturation function. The reference voltage that is 

obtained from (29) can be used to drive the stator of 

control machine. 

Simulation Results 

Simulation of the proposed control strategy based on 

Fig. 4 is carried out by MATLAB/Simulink. Discrete model 

is used with a simulation time step of 20µs. The machine 

parameters are listed in Table 1. 

 
Table 1: CDFIG parameters 
 

Parameter Value 

V 220 V 

Rs1 1.6 Ω 

Rs2 1.6 Ω 

Rr 3.2 Ω 

p1 1 

p2 1 

Lls1 0.004 H 

Lls2 0.004 H 

Llr 0.008 H 

Lm 0.125 H 

 

A.  Before Grid Connection  

The controller is used to control the stator voltage of 

power machine using the voltage source inverter which 

supplies the control machine windings. In this step, the 

first condition for grid connection, which is PM voltage 

equal to grid voltage, can be obtained. 

The terminal voltage of the PM must be in the range 

of 220 volts and a frequency of 50 Hz and be in-phase 

with the grid voltage. 

Terminal voltage of power machine in islanded mode 

with PI and SMC are shown in Fig. 5. Both of SMC and PI 

controller can control the voltage of CDFIG. But the 

dynamic response of PI controller is slower than SMC. As 

can be seen, the rise time of dynamic response with PI 

and SMC are 0.2 and 0.03 sec respectively. 

B.  After grid Connection 

After connection of CFIG to grid, the controller must 

track the active and reactive power references. 

Considering the steady-state operation of the CDFIG 

with defined parameters as Table 1, the output active 

power reference is stepped up from 0.5 pu to 1.0 pu at 

t=1 s, and stepped down from 1.0 pu to 0.5 pu at t=1.5 s. 

As well as, the output reactive power reference is set to 

zero. Simulation results for active and reactive power 

control are shown in Figs. 5 and 6. For this condition, the 

obtained results are demonstrated by vector control and 

sliding mode control in Fig. 6 and Fig. 7, respectively. It 

can be seen, the output active and reactive powers 

follow the reference values in both methods, but SMC is 

so accurate and rapid. It is shown, the rise time of 

dynamic response with PI and SMC are 0.05 sec and 

0.0003 sec respectively. As well as, the steady state error 

in two methods are zero. The overshoot in active power 

control with PI is about 10% and in SMC is also 10%.  

Furthermore, as can be seen in Fig. 6b and Fig. 7b, the 

fluctuation in reactive power when the active power 

reference is changed with step command is shown about 

50% with PI controller while in SMC method no variation 

in reactive power is shown in the same condition of 

active power reference changes. It means the active and 

reactive power controllers are exactly decoupled in SMC 

method, while in vector control method the controllers 

are coupled, especially in transient regions. 
 

 
(a) 

 
(b) 

Fig. 5.  Simulation results: Three phase Voltage of Power 
Machine Terminal. (a) Vector Control Method, (b) SMC 

Method. 
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C.  Robustness against parameters uncertainties 

In order to show the effectiveness of SMC against 

parameter uncertainties, a step change in rotor 

resistance is assumed and then the output behavior is 

depicted. Considering the active and reactive power is 

constant. At t=1.0 sec rotor resistance value is increased 

around 20 percent, from 3.2 Ω to 3.84 Ω. Simulation 

results are illustrated in Fig. 8. The output active and 

reactive power as well as their reference values, are 

depicted. 
 

 
(a) 

 
(b) 

Fig. 6.  Simulation results: Active and Reactive Power with step 
change in references values by Vector Control Method. 

 

 
(a) 

 
(b) 

Fig. 7.  Simulation results: Active and Reactive Power with step 
change in references values by SMC Method; a) Active power, 

b) Reactive power. 
 

As can be seen, there very small fluctuations in the 

active and reactive power are shown, that verifies the 

performance of SMC. 

Experimental Result 

The performance of the proposed SMC is verified by a 

DSP-based prototype of CDFIG and its controller as 

depicted in Fig. 9. The practical setup consists of two 

DFIGs 370 W with cross interconnected rotor windings 

for implementation of CDFIG, one DC motor as a prime 

mover, voltage source inverter with its driver board to 

supplying the control machine, current and voltage 

sensor boards and a TMS320F28335 discrete signal 

processor board.  
 

 
(a) 

 
(b) 

 
(c) 

Fig. 8.  Simulation results: P & Q control with increase in rotor 
resistance (SMC); a) Rotor resistance step change, b) Active 

power, c) Reactive power. 
 

Two Hall-effect current sensors (LEM LA-55P) are 

measured the power machine currents, and a voltage 

sensor (LEM LV-25P) is calculated the line-to-line 

voltage. The analog second-order low pass filters are 

used to filtered the measured stator currents and 

voltage signals, with cut-off frequency of about 2.6 kHz, 

and converted to digital by 12-bit on-chip A/D 

converters.  

 
Fig. 9. Experimental setup of the grid connected CDFIG.  

 

An incremental encoder with 1024 pulses per round 

connected to the DC motor shaft measures the rotor 

speed. The three phase inverter used in this setup 

includes six low loss IGBT switches kth123 (with 80 A, 

1200 V ratings). Also, intelligent IGBT drivers, HCPL-316J, 

is used in this inverter which guarantee electrical 

separation between the power and control systems. The 

switching frequency of the inverter is selected as 10 kHz. 
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A.  Before grid connection 

The TMS board is used to control the stator voltage of 

power machine by a VSI which is connected to control 

machine. The terminal voltage of PM should be 

synchronized with the grid voltage. In order to ensuring 

the grid synchronization of power machine, Phase-

Locked Loop (PLL) is used. Grid voltage is transformed to 

dq-synchronous rotating reference frame using Park 

transformation with estimated phase angle from the PLL 

output. Fig. 10 shows the grid and the CDFIG voltages 

before connection together. 
 

 

 
(a) 

 
(b) 

 
Fig. 10.  Experimental results of Grid and Power machine 
terminal before connected together; (a) Grid Voltage, (b) 

Power Machine Voltage. 
 

In order to show the effectiveness of SMC for output 

voltage control before connection to grid, the speed of 

prime mover is changed from 0.6 pu to 1 pu. Fig. 11 

shows that, during the speed variation, the PM output 

voltage and frequency are controlled, but the Control 

machine current frequency decreases proportional to 

the CDFIG slip changes. Therefore, the robustness of 

proposed SMC against the rotor speed variation is 

verified. 

B.  Step change in output voltage in islanded mode 

Controllability of terminal voltage of PM is verified by 

change in output reference voltage. Fig. 12 shows the 

output voltage of PM with a step change in references 

from -0.4 pu to 0.4 pu at t=10 s. In grid-tied mode, the 

active power reference is stepped up from 0.4 pu to 0.9 

pu at t=2 s and stepped down from 0.9 pu to 0.4 pu at 

t=13 s. The reactive power reference is set to zero. 

Experimental results for vector control and sliding mode 

control are shown in Fig. 14. 

C.  Active and Reactive power control in grid connected 

mode 

As can be seen, the rise time of dynamic response 

with PI and SMC are 2 and 0.2 sec respectively. 

 
(a) 

 
(b) 

 
(c) 

Fig. 11.  Experimental result for speed change; (a) Speed of 
rotor, (b) Voltage of q-axis, (c) Voltage of d-axis. 

 

This results show that the proposed SMC has very fast 

dynamic response in active power control. Also the 

interaction between active and reactive power is very 

low. 

 
(a) 

 
(b) 

 
(c) 

Fig. 12. Experimental result for voltage Ref. change; (a) Speed, 
(b) Voltage of q-axis, (c) Voltage of d-axis. 

 

Fig. 13 shows the instantaneous output voltage of PM 

versus time. 

The overall results are shown in the Table 2. 
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Fig. 13. Change in voltage reference from -0.4 pu to +0.4 pu. 

 

 
Fig. 14.  Experimental results for changes active power 

reference at t=2s and t=13s; (a) vector control, (b) Sliding Mode 
Control. 

 

Table 2: Simulation results 
 

Parameter PI SMC 

Voltage rise time (sim.) 0.2 0.03 

Power rise time (sim.) 0.05 0.0003 

Power rise time (exp.) 2 0.2 

Conclusion 

In this paper for the first effort, the RGA index is 

calculated to determine the interaction between the 

stator voltages of power machine and control machine in 

CDFIGs. The RGA index in islanded mode is near to 

diagonal matrix form and results a successful decoupled 

control for voltage control mode. While its results for 

grid-connected mode shows a huge interaction between 

all inputs and outputs, so the plant cannot be properly 

controlled by conventional PI controller. Therefore, the 

proposed sliding mode controller can be used to track 

the CDFIG targets in both islanded and grid-connected 

mode. As well as, the proposed method is robust to 

motor parameters uncertainties and has higher dynamic 

response in comparison with conventional vector control 

using PI regulators. Also, the effectiveness of the SMC 

method is verified by some simulation and experimental 

results, with variable wind speed and step changes in 

output targets. 
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Abbreviations 

𝑣𝑞𝑠1. 𝑣𝑑𝑠1 Voltages of d- and q- axis of power machine 

𝑣𝑞𝑠2. 𝑣𝑞𝑠2 Voltages of d- and q- axis of control machine 

𝑣𝑞𝑟 . 𝑣𝑑𝑟  Voltages of d- and q- axis of rotor 

𝑖𝑞𝑠1. 𝑖𝑑𝑠1 Currents of d- and q- axis of power machine 

𝑖𝑞𝑠2. 𝑖𝑞𝑠2 Currents of d- and q- axis of control machine 

𝑖𝑞𝑟 . 𝑖𝑑𝑟  Currents of d- and q- axis of rotor 

𝜆𝑞𝑠1. 𝜆𝑑𝑠1 Fluxes of d- and q- axis of power machine 

𝜆𝑞𝑠2. 𝜆𝑑𝑠2 Fluxes of d- and q- axis of control machine 

𝜆𝑞𝑟 . 𝜆𝑑𝑟  Fluxes of d- and q- axis of rotor 

𝜔1. 𝜔2 Frequency of power and control machine 

𝜔𝑚 Mechanical angular frequency 

𝜔𝑟 Frequency of rotor flux 

Appendix 

A.  Current Model 

Current model for CDFIG can be described as 

�̇� =  𝐴 ∙ 𝑥 + 𝐵 ∙ 𝑢 
𝑦 = 𝐶 ∙ 𝑥 (A1) 

where 𝐴, 𝐵 and 𝐶 are described in (A2), 𝑢 is 

[𝑣𝑞𝑠2 𝑣𝑑𝑠2]𝑇 and 𝑦 = [𝑃𝑠 𝑄𝑠]
𝑇  for grid connected 

and 𝑦 = [𝑣𝑞𝑠1 𝑣𝑑𝑠1]𝑇 for isolated load. 

 
(a) 

 
(b) 
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A =
1

𝐿𝑎

[𝑎𝑖𝑗]   ∶   𝑖. 𝑗 = 1⋯6 

B =
1

𝐿𝑎

[
 
 
 
 
 
 
− 𝐿𝑚

2 𝐿𝑠⁄ 0

0 𝐿𝑚
2 𝐿𝑠⁄

𝐿𝑏 𝐿𝑠⁄ 0

0 𝐿𝑏 𝐿𝑠⁄

𝐿𝑚 0
0 −𝐿𝑚 ]

 
 
 
 
 
 

 

𝐶 = (2 3⁄ )𝑣𝑞𝑠1 [
1 0 0 0 0 0
0 1 0 0 0 0

] 

(A2) 

By define 𝐿𝑎 =  2(𝐿𝑟𝐿𝑠 − 𝐿𝑚
2 ), 𝐿𝑏 =  2𝐿𝑟𝐿𝑠 − 𝐿𝑚

2   

and 

𝑎11 = 𝑎22 = 𝑎33 = 𝑎44 = −𝑅𝑠 ∗ 𝐿𝑏 𝐿𝑠⁄  

𝑎12 = −𝑎21 = −𝐿𝑚
2 ∗ 𝑤𝑚 − 𝐿𝑎 ∗ 𝑤𝑠 

𝑎13 = −𝑎24 = 𝑎31 = −𝑎42 = 𝐿𝑚
2 ∗ 𝑅𝑠 𝐿𝑠⁄  

𝑎14 = 𝑎23 = 𝑎32 = 𝑎41 = 𝐿𝑚
2 ∗ 𝑤𝑚 

𝑎34 = −𝑎43 = −𝐿𝑚
2 ∗ 𝑤𝑚 − 𝐿𝑎 ∗ (2𝑤𝑚 − 𝑤𝑠) 

𝑎15 = 𝑎26 = −𝑎35 = 𝑎46 = 𝐿𝑚 ∗ 𝑅𝑟 

𝑎16 = −𝑎25 = 𝑎36 = 𝑎45 = −𝐿𝑚 ∗ 𝑤𝑚 ∗ 𝐿𝑎/𝐿𝑠 

𝑎51 = 𝑎62 = −𝑎53 = 𝑎64 = 𝐿𝑚 ∗ 𝑅𝑠 

𝑎52 = −𝑎61 = −𝑎63 = −𝑎54 = 𝐿𝑚 ∗ 𝐿𝑠 ∗ 𝑤𝑚 

𝑎55 = 𝑎66 = −𝐿𝑠 ∗ 𝑅𝑟 

𝑎56 = −𝑎65 = −𝐿𝑎 ∗ (𝑤𝑚 − 𝑤𝑠) 

 

The system output is the active and reactive power 

generated by CDFIG, that related to direct and 

quadrature current components of power machine. 

Therefore, the matrix C is shown in (A2). 

B.  Matrix E and F 

By define  𝐿𝑐 =  4𝐿𝑟𝐿𝑠 − 𝐿𝑚
2  

E =
1

4𝐿𝑠𝐿𝑏

[
𝐸1

𝐸2
] 

F = [
𝐿𝑚
2 0

0 𝐿𝑚
2 ] 



where 

𝐴1 = 𝐿𝑐𝐿𝑠𝜔𝑠𝑖𝑞𝑠1 + 𝐿𝑐𝑅𝑠𝑖𝑑𝑠1 + 𝐿𝑚
2 𝐿𝑠𝜔𝑚𝑖𝑞𝑠2

− 𝐿𝑚
2 𝑅𝑠𝑖𝑑𝑠2 + 2𝐿𝑚𝐿𝑏𝜔𝑚𝑖𝑞𝑟

+ (𝐿𝑚
2 𝐿𝑠(𝜔𝑚 − 𝜔𝑠)  + 𝐿𝑚𝐿𝑠𝑅𝑟)𝑖𝑑𝑟 

 

𝐴2 = 𝐿𝑐𝐿𝑠𝜔𝑠𝑖𝑑𝑠1 + 𝐿𝑐𝑅𝑠𝑖𝑞𝑠1 + 𝐿𝑚
2 𝐿𝑠𝜔𝑚𝑖𝑞𝑠2

− 𝐿𝑚
2 𝑅𝑠𝑖𝑑𝑠2 + 2𝐿𝑚𝐿𝑏𝜔𝑚𝑖𝑑𝑟

+ (𝐿𝑚
2 𝐿𝑠(𝜔𝑚 − 𝜔𝑠)  + 𝐿𝑚𝐿𝑠𝑅𝑟)𝑖𝑞𝑟 

(A4) 
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In this study, a forecast model was developed to 
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