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 Background and Objectives: Many real-world problems are time series 
forecasting (TSF) problem. Therefore, providing more accurate and flexible 
forecasting methods have always been a matter of interest to researchers. An 
important issue in forecasting the time series is the predicated time interval. 
Methods: In this paper, a new method is proposed for time series forecasting 
that can make more accurate predictions at larger intervals than other 
existing methods. Neural networks are an effective tool for estimating time 
series due to their nonlinearity and their ability to be used for different time 
series without specific information of those.  A variety of neural networks 
have been introduced so far, some of which have been used in forecasting 
time series.  Encoder decoder Networks are an example of networks that can 
be used in time series forcasting. an encoder network encodes the input data 
based on a particular pattern and then a decoder network decodes the output 
based on the encoded input to produce the desired output. Since these 
networks have a better understanding of the context, they provide a better 
performance. An example of this type of network is transformer.  A 
transformer neural network based on the self-attention is presented that has 
special capability in forecasting time series problems. 
Results: The proposed model has been evaluated through experimental 
results on two benchmark real-world TSF datasets from different domain. The 
experimental results states that, in terms of long-term estimation Up to eight 
times more resistant and in terms of estimation accuracy about 20 percent 
improvement, compare to other well-known methods, is obtained. 
Computational complexity has also been significantly reduced. 
Conclusion: The proposed tool could perform better or compete with other 
introduced methods with less computational complexity and longer 
estimation intervals. It was also found that with better configuration of the 
network and better adjustment of attention, it is possible to obtain more 
desirable results in any specific problem. 
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Introduction 

A time series is a sequence of data that is usually 

collected at consecutive times. The time series is defined 

by  

                       (1) 

where   denotes the elapsed time. Forecasting the time 

series means estimating the future of the series 

according to its past (see in [1]). 

In fact, time series forecasting means estimating the 

time series value in interval     based on the past 

known interval      . Three common methods for 

forecasting time series are:Random models, Support 

Vector Machine (SVM) models and Artificial Neural 

Network models [1]. Autoregressive Integrated Moving 

Average (ARIMA) model is one of the most popular and 
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widely used random models which is used as a base 

model in most time series research (see in [2], [3] and 

[4]). This model assumes that the data are linear and 

follows a certain probability distribution such as normal. 

However, this model supports wide variety of time series 

problems. One of the important tools for solving 

forecasting time series problem is artificial neural 

network (ANN). Since ANN solves problem without any 

conditions or assumption, it is considered as an effective 

and widely used tool. Some samples of ANN that are 

used in this area are MultiLayer Perceptron (MLP) [5], 

Convolutional Neural Network (CNN) [6] Recurrent 

Neural Network (RNN) [7]. The SVM is another widely 

used tool to solve the time series forecasting problems 

[8]. Random modeling is one of the oldest forecasting 

tools in time series problem. Two common random 

model for forecasting time series are Autoregressive (AR) 

and Moving Averaging (MA) [2] and [3]. Also, two new 

models Autoregressive Moving Average (ARMA) and 

ARIMA are introduced by combining these two models 

(see in [2] and [3]). In AR(p) future point of a time series 

is calculated based on linear combination of p previous 

value of time series, a constant value and random noise 

that is shown in (2), 

     ∑  
 
                 (2) 

where      are previous value of time series,    is 

random noise,   is a constant value and    are the linear 

parameters of the model. MA model is proposed with 

some change AR. In MA future point is calculated based 

on a linear combination of previous error that is shown 

in (3), 

     ∑  
 
                (3) 

where   are the errors of time series with some 

statistical properties,   is a mean value and    are the 

linear parameters of the model. ARMA and ARIMA 

models are proposed by efficient combining of the AR 

and MA models. Method BJ has proposed an iterative 

approach for finding best model among ARIMA models 

without any assumption on time series problem [1].  

Random models are used as benchmarks for 

comparisons in most studies because they are 

understandable. Random models perform well on linear 

data whereas most real time series data are nonlinear. 

Due to the limitations of random models in real data 

with special features such as missing values, 

multidimensional and nonlinear, they are less applicable. 

Because of their desirable properties, neural 

networks are more suitable tools than random models. 

Neural networks are inherently data-driven and self-

adaptive. Neural networks have the ability to learn a 

variety of linear and nonlinear data without the need to 

have expert knowledge and assumption of the data [9]. 

The neural network is a model of supervised learning so 

time series data must be transformed into this model. A 

sliding window is used to convert time series data into a 

supervised learning structure. A fixed length window 

slides over the time series data. The values in the 

window are considered as observations, which are 

represented by  . Values of the time series that are 

intended to be considered as neural network outputs 

represented by  . As a result, the        is modeled 

using a neural network.  

A variety of neural networks have been introduced so 

far, some of which have been used in forecasting time 

series. One of the examples of ANN which is used in 

forecasting time series is MLP. TLNN neural network is a 

MLP ANN which is used for estimating unseen value of 

time series [10] which is used for estimating air line time 

series data. Some of the prominent features of MLPs 

that make them effective for time series estimation are 

nonlinear modeling, noise resistance, flexibility in the 

number of inputs and outputs that give flexibility to the 

forecasting length and the possibility of its development 

in multidimensional applications. 

CNN are another set of neural networks that have a 

variety of applications in recent years. Numerous 

modeling using CNNs to estimate time series have also 

been proposed. In these models, CNNs filters learn 

periodic patterns and estimate time series with them. 

One-dimensional CNN is usually used in time series 

forecasting. The observed time series values are given as 

input to the network and by using a multilayer network 

unobserved values is estimated in the output [9]. 

Model WaveNet [11] is one of the CNN used for 

forecasting time series. In these model, casual 

convolution is used that means     value of times 

series is uncorrelated to               values. In this 

model pooling layer is not used and so the dimensions of 

the input and the output of the network is equal. This 

model is so fast because the recurrent connections are 

not used. In this model, the acceptance domain is 

increased by increasing the size of the layers and filters. 

For solving this problem a dilated convolution neural 

network was proposed. The dilated convolution 

increases the input domain by ignoring some input steps. 

The UFCNN is an other sample of CNN which is used for 

forecasting time series data [12]. The UFCNN is a kind of 

FCN that is used for semantic image segmentation. The 

UFCNN use undecimated wavelet transform 

undecimated convolution for forecasting time series 

data.  In [13] a variety of deep learning based models for 

time series forcasting in financial applications are 

presented and compared acoodring to their results.  

The Recurrent Neural Network (RNN) such as Long 

Short-Term Memory (LSTM) is the other tools that is 

used for forecasting time series [14] and [15]. In this 
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network, the history of the inputs is used by using a 

recurrent connection. The LSTM give accurate estimation 

of time series data by using the historical state of the 

inputs and current values of the inputs simultaneously. 

Many various of LSTM models were proposed for 

forecasting time series. In [9] a multilayer neural 

network is used at the end of the based model of LSTM 

that estimates the next value of time series data based 

on the LSTM outputs. Stacked LSTM is another type of 

LSTM that uses a stack of LSTM to estimate more 

complex patterns [16]. Bidirectional LSTM is another 

variation of LSTM that is made to distinct LSTM [17]. One 

LSTM is used for forward estimating and other is used 

for backward estimating. In time series forecasting the 

bidirectional LSTM is used as a transformer from input to 

coded output. Each input is coded based on the future 

and the final coded output is given to the common LSTM 

for estimating as an input [18]. CNN-LSTM is a mixture of 

CNN neural network and LSTM neural network that the 

spatial model of the input is extracted with the CNN and 

temporal model of the input is extracted with LSTM. 

Using a mix of CNN and LSTM in time series forecasting is 

varied. A one-dimensional CNN is usually used to obtain 

spatial information, followed by a RNN to obtain 

temporal information [19], [20], [15] and [21].  In [15] a 

complete review of methods based on RNN for time 

teries torecasting is provided. Due to the desirable 

performance of neural network-based models in the 

time series forcasting, in new and serious applications 

such as modeling severe epidemic and pandemic 

behaviour of Covid-19 are used [22] and [23]. In [22], the 

future conditions of novel Coronavirus is predicted by 

LSTM model. In [23] a LSTM model is used to predict the 

future mutation rate of Coronavirus virus which was able 

to provide acceptable results. In [24] a transformer 

neural network is used for time series forcasting where 

transformer-based model  is used without change. 

Encoder and Decoder networks are another approach 

of neural networks, an encoder network encodes the 

input data based on a particular pattern and then a 

decoder network decodes the output based on the 

encoded input to produce the desired output. Since 

these networks have a better understanding of the 

context, they provide a better performance. A wide 

variety of these types of networks are introduced in time 

series estimation. One of the most successful of these 

models was the LSTM sequence-to-sequence model with 

attention [25], [26] and [27]. In attention networks, the 

impact of coded inputs on outputs is controlled and 

intelligently applied in terms of other knowledge of the 

problem. 

Neural networks are an effective tool for estimating 

time series due to their nonlinearity and their ability to 

be used for different time series without specific 

information of those. Of course, challenges still remain, 

for example to provide good performance over long 

sequences, especially in RNN, which require further 

research. In this paper, one of the objectives is 

improving the performance of neural network-based 

tools for estimating long sequences. 

Proposed Model 

Since neural network has suitable features for time 

series forecasting, in this study, a model based on one of 

the desirable neural network models for estimating time 

series is proposed. The base model which is used in this 

study is the transformer model. In following describes 

how to apply this model to time series forecasting. 

A.  Transformer Model 

The transformer model [28] was initially proposed for 

machine translation, but due to its high performance it 

was quickly incorporated into other areas such as image 

production [29], audio [30], text summarization [31], and 

music [32]. The transformer does not use recurrent and 

convolution, but uses attention in modeling. The 

transformer uses an encoder-decoder approach. Initially 

the input is entered into the encoder, after encoding, 

the output is generated according to the encoded input 

and the previous outputs in the decoder. The 

transformer network is used in proposed model as a 

based model.  

 
 

Fig. 1:  Architecture of customized transformer neural network. 
 

The encoder section contains a stack of encoders. The 

number of encoders in a stack is a free parameter, which 

is usually considered to be 6 layers [28]. In the decoder, 

a stack of decoders which is equal to the number of 
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layers in the encoder is used. Each encoding layer has its 

own parameters i.e. no weight is shared between these 

layers. Unlike recurrent networks, the transformer has 

no problem vanishing gradient and can access any point 

in the past regardless of the distance between words. 

This feature allows the transformer to find long-term 

dependencies. Also, unlike recurrent networks, the 

transformer lacks sequential computation and can run 

completely in parallel at high speeds. Because of the 

transformer design for machine translation, it cannot be 

directly used to forecasting time series. In following, 

changes made to the transformer to make it suitable for 

forecasting time series are given. 

B.  Transformer Model Customization 

To adapt the transformer model with any custom 

time series some modifications to the base model are 

provided which is shown in Fig. 1. First the embedding 

layers of the model ‘s input related to NLP are omitted 

and the value of time series at any time from       is 

given to the model as input. The soft-max layer of the 

output that is used for classifying is also omitted and the 

mean square error (MSE) function which is related to 

regression is used as cost function according to (4). 

  
 

 
∑   

        ̂  
        (4) 

where    is the real output,  ̂  is the generated output by 

the model. The transformer model uses Sin-Cosine 

method to encode time, which significantly reduces 

model accuracy in forcasting continuous time series. So, 

in proposed model, the time is coded by embedding a 

unique vector to the input data for each time. Vector 

with length n is used for time intervals with length n, for 

the value of time  , all its components are zero, except 

for postion   th, whose value is one. The Fig. 2 illustrate 

the vectors added in this encoding. In this method each 

row is concatenated to the vector of the corresponding 

time.  
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Fig. 2:  Spatial encoder vectors. 
 

In fact using this method for encoding time, a 

trainable vector is added to  ,   and   vectors, letting 

the model to determine the value of the vectors by itself 

in contrary to the cosine and sine encoding method. 

Equation 6 illustrate the changes of the new encoding 

model in compare to the cosine-sine encoding method 

(5). 
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∑   
            

   ∑   
          

                  (5) 

where   
  represents the embedding vector and      

represents the cosine-sine vector in   time. Equation (5) 

is rewritten using new proposed time ‘s encoding  in the 

form of (6) (only the modified parts of which are re-

presented), 

            
             

   (  
 )     

 

   (  
 )     

 

   (  
 )     

 

             (6) 

where   
  represents the time series vector,         

and            represents the time encoding vector in 

time  . The   
 

,   
  and   

  are traniable vectors. In other 

words in (5)   
  is a trainable vector resulting from 

embedding and        vector is the time coder. While 

in (6)   
  is the time series value in   which is determined 

but the   
 

,   
  and   

  time coder vectors are trainable 

vectors. 

One of the problems in time encoding using the 

proposed         method, is the input vector 

enlargement because of the increase the input steps. It 

happens in a way that even the size of time encoding 

vector becomes bigger than the input vector. To solve 

this problem, several different time encoding vectors are 

used for different time intervals. For example in a hourly 

data for one week instead of using a           

vector, a 24 vector was using to specify the hour and 7 

vectors for days of the week. The two vectors are 

concatenated so the time is coded in a 31(    ) 

vectors. In addition, instead of encoding the time 

absolutely from the beginning of the series, the typical 

date and time value is also used. 

One of the reported research on transformer model, 

is replacing Cosine and Sine location encoding with 

relative vector [33] that increase the performance 

significantly. The presented solution of the reported 

research, using the relative vectors, is very similar to 

encoding time through concatenating a         

vector to the input vector. In the relative solutio, time is 

only coded in the   and   vector and the   vector only 

depends on the input vector independent of time which 

no explanation has been provided in the research. The 

relative solutio is also studied in proposed model.  
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Equation (7) shows the difference in calculating the   

vector in this case. The other calculations are the same. 

      
               

   

            
             

      
           

       
        

       
 

(7) 

In this research, in addition to the cost function MSE 

another cost function is used based on a probabilistic 

approach. Suppose that       is the value of   series 

in   which is a   dimensional vector. if  , is the  th 

dimension of the time series, the aim is to model the 

conditional probability distribution of the following 

equation,  (       |         )  which is shown the 

probability of future value of the   dimension. Equation 

(8) shows the observed interval of the time series and (9) 

shows unknown interval of the time series. 

                                       (8) 

                                                                      (9) 

Equation (8) is realized based on the autoregression 

which is proposed in RNN architecture [34]. it is assumed 

for the sake of simplicity in calculations, the probabilities 

of each time series value based on its previous values are 

independent of each other. Accordingly, the conditional 

probability distribution in the form of (10) can be 

calculated. 

  (       |       )       
   (    |        )  

     
                                  (10) 

where    shows the output of decoder at time  . In (10) 

              indicates the probability of occurrence of 

the time series value      with respect to the matched 

probability distribution parameters  . The distribution 

function is assumed to be the Gaussian probability 

distribution. The parameters of the Gaussian probability 

distribution function are mean and standard deviation 

        and the equation of probability distribution 

function is presented in (11). 

               
 

     
      

                                   (11) 

          
                         (12) 

                    
                         (13) 

In order to estimate the probability distribution 

parameters based on the final output of the transformer 

neural network (12) and (13) are used. Probability 

distribution parameters proposed in (10) by maximizing 

probability logarithms is obtained as shown in (14). In 

other words, the probability distribution parameters are 

calculated to maximize the probability of joint 

distribution of the samples in the prediction interval. 

  ∑   
   ∑   

                                               (14) 

Therefore, based on equations (10), (11) and (14) final 

cost function is shown as (15), 

  ∑   
   ∑   

         √              
           

 

     
  

                                           (15) 

Since     √    value is constant, it can be ignored. 

Also, by considering the variance constant, the cost 

function will be converted to the MSE cost function, 

indicating that the MSE is in fact a special case of the 

maximum likelihood cost function, where the variance is 

constant. 

In training phase, time series value is entered through 

the encoder-decoder attention layer from the 

observation section to the prediction section, and in the 

prediction or decoder interval, the network is trained by 

minimizing the    (see (15) function through the back 

propagation algorithm.  

In testing phase, the network does not have access to 

the prediction interval. In this case, the network uses the 

output at any time as input at a later time. Figure 3 

shows the model performance in the model training and 

evaluation process. 

 

Fig. 3:  Function of the model at training phase(left) and at testing phase(right) [35]. 

 
   According to Fig. 3 the parameters of the 

distribution functions               are estimated from 

the model output that is the estimated   . Then from the 

estimated distribution, the point with the highest 

probability is considered as the output. Because 

Gaussian distribution considers the probability 

distribution function, the point has the maximum 

probability of being the mean point. The model is trained 
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by maximizing the joint probability of the output, and 

the model output at each step is used as input in the 

next step because of the prediction part is unknown. 

Results and Discussion 

A series of experiments have been performed to 

validate the proposed model. First, two datasets in 

different context that are used in the experiments are 

presented and quantitative validation metrics are 

introduced. Then the results of a variety of experiments 

with different purposes are presented. The results are 

discussed and summarized. 

A.  Datasets 

The electricity consumption dataset in a power grid 

and traffic data of its application are used to validate the 

proposed model. The electricity consumption dataset 

was collected from monitoring of the electricity 

consumption of 370 households every 15 minutes from 

01-01-2011 to 01-01-2015. By averaging every 4 

consecutive time steps, the time intervals for both 

samples is converted from 15 minutes to 1 hour. So 

there are 24 observations per day. Also the model is 

trained by data from 01-01-2014 to 01-09-2014 and is 

validated by data from 01-09-2014 to 01-01-2015 data. 

In the training 7 consecutive days is used as input and 1 

day later as output. In fact, the 168 time steps are 

considered as inputs and the next 24 steps as the 

estimation intervals . The traffic dataset was collected 

from 963 traffic monitoring in the city of San Francisco 

USA every 10 minutes from 01-01-2008 to 30-03-2009. 

By averaging every 6 consecutive time steps, the dataset 

is converted from 10-minute data to hourly data. Similar 

to the electricity consumption dataset, there are 24 

observations per day, the last 7 days are used to train 

the model as input interval and the next 1 day as output 

or estimation interval. In fact we have 168 input steps 

and 24 output steps. In this dataset all available data 

prior to 15-06-2008 is used to train the model and the 

rest of the data is used as the validation data. 

B.  Evaluation Metrics 

In this study two different metrics are used to 

evaluate the proposed model. Normalized Mean Square 

Error(    ) and Normalized Deviation(  ) are two 

metrics of network performance evaluation. The    

actually represents the standard        metric that is 

well-known for predicting time series with     . The 

equation of      and the equation of    are given in 

(16) and (17) respectively. 

      
√

 

       
∑            ̂    

 

 

       
∑           

                  (16) 

   
∑            ̂    

∑           
                                  (17) 

where   is a dimension of time series for each step, 

       is the estimation interval,      is the actual value 

of time series data and  ̂    is the estimation value of the 

time series in time   and dimension  . Both metrics used 

are normalized, meaning that the effect of time series 

variations on them is diminished. 

C.  Results 

  Normalization is used in pre-processing the dataset. 

The values of the series are subtracted from the mean 

and divided by the standard deviation. The equation that 

is used for normalization is shown in (18), 

  
   

 

  
 

 
∑   

     

   
 

   
∑   

         

                (18) 

where   is the normalized value and   is the mean and 

   is the variance. Also, in some experiments, the data is 

used that is transferred to the interval between zero and 

one according to the (19) as preprocessing. In the sliding 

window method, a dataset with length       is 

created from time series data with length   and window 

size  .   is the sum of the input and output intervals for 

each step of estimation. 

  
     

       
                    (19) 

After normalization, the estimation problem should 

be converted to the problem with the observer. The step 

of process is performed with a sliding window that is 

divided in two section, the first is a observation and 

known values and the second one is the prediction 

section and unknown. In training phase two section of 

sliding window are known and in test phase the 

prediction section is estimated with the trained models 

and the actual values of this section is used for 

calculating evaluation metrics. This window moves 

forward one step at a time and generates new data. The 

results are obtained on a transformer with 2 layers, 8 

heads, feed-forward layer with 512 neurons and 64 

batch sizes after 15,000 training steps. A number of 

influential parameters of the network are discussed 

below. The experiments were performed by two 

transformer modes with the MSE objective function and 

the probabilistic objective function that are introduced. 

To validate the results, all the results were obtained 

from three different experiments and the mean and 

standard deviation of the different experiments were 

reported as a result. For comparing the results with 

other proposed methods the results which are reported 

in [35] are used. To compare the results, a similar 

datasets, training and testing procedures which are used 

in [35] are used. The obtained results from our proposed 

model, TRMF [36] and DeepAR [35] are shown in Table 1 

and Table 2. 



A Transformer Self-attention Model for Time Series Forecasting 

7 
 

Table 1: The result of electricity consumption dataset 

 

Metrics TRMF Deep AR 

Transformer 

with MSE 

objective 

function 

Transformer 

with Probabilistic 

objective 

function 

NRMSE  1.15 1 1.041 0.052 0.889 0.029 

ND  0.16 0.07 0.137 0.006 0.122 0.003 

 
Table 2: The result of traffic dataset 

 

Metrics TRMF Deep AR 

Transformer with 

Probabilistic objective 

function 

NRMSE  0.43 0.42 0.521 0.047 

ND  0.18 0.17 0.24 0.012 

 

As shown in Table 1 and Table 2 the transformer with 

the probabilistic objective function yields better results 

than the transformer with MSE objective function on 

both evaluation metrics. Also, the transformer with 

probabilistic objective function performs better on 

     metric than on other models, but on    metric it 

yields better than the TRMF model for electricity 

consumption dataset. 

Each time step in the transformer attend to the other 

steps and each step is coded according to all other steps. 

By changing the mask vectors, it is possible to determine 

what other steps to pay attention to each time step. By 

changing the masks so that each time step is only 

causally attend on its preceding steps or the number of 

time steps ahead of itself and also the number of time 

steps   in its neighborhood, no change in network 

performance is observed. The results of the experiments 

shows that changes in the number of layers and 

attentions did not affect the network performance. One 

reason for this phenomenon is the difference between 

common time series with the concepts of natural 

languages time series. Generating attention vector(Mask 

vector), considering the context of each step, seems to 

be a good solution to this problem. In electricity 

consumption dataset based on the context behind the 

data, seasonal, weekly or daily steps can be defined. For 

example, by changing the definition of attention to how 

the encoder in each time step would only pay attention 

to the same day time steps and in decoder would only 

pay attention to same time step of previous day better 

results were obtained. Based on the results of this 

experiment that are shown in Table 3 and Table 4 

performance has obviously increased with the context 

based change in attentions. Therefore, it can be 

concluded that a suitable change in attitudes can 

increase the efficiency of the transformer. 

Another improvement which is introduced is 

encoding the time of values in time series with their 

actual values instead of relative values. For example, in 

the relative encoding modes for encoding time in a daily 

time sequence with 3 consecutive steps one-hot 1, 2 and 

3 vectors were attached to each step as the first to third 

days. 
 

Table 3: The result of electricity consumption dataset after 
change in attention 

 

Metrics TRMF Deep AR 

Transformer with 

Probabilistic 

objective function 

Transformer 

with attention 

change 

NRMSE

  
1.15 1 0.889 0.029 0.734 0.012 

ND  0.16 0.07 0.122 0.003 0.101 0.0004 

 

Table 4: The result of traffic dataset after change in attention 

 

Metrics TRMF 
Deep 

AR 

Transformer with 

Probabilistic 

objective function 

Transformer 

with attention 

change 

NRMSE  0.43 0.42 0.521 0.047 0.485 0.011 

ND  0.18 0.17 0.24 0.012 0.189 0.0007 

 

Whereas in encoding by the actual value method, if 

the three consecutive steps are related to Tuesday 

through Thursday one-hot 4, 5 and 6 vectors were 

attached to each step. Encoding the location with the 

actual value did not cause a significant change in the 

electricity consumption dataset as before, but in the 

traffic data set the changes are significant which is 

shown in Table 5. 
 

Table 5: The result of traffic dataset with actual value location 
encoding 

 

Metrics TRMF 
Deep 

AR 

Transformer 

with relative 

time encoding 

Transformer 

with actual time 

encoding 

NRMSE  0.43 0.42 0.521 0.047 0.46 0.01 

ND  0.18 0.17 0.24 0.012 0.147 0.0005 

 

Another investigated result is the use of 

normalization preprocessing based on (19) for data 

transfer between zero and one and the use of sigmoid 

function on linear transformation based (12) and (13) for 

estimates of the distribution parameters. The result of 

the estimation is given in Table 6 and Table 7. 
 

Table 6: The result of traffic dataset with zero-one 
normalization and Sigmoid Function 

 

Metrics TRMF Deep AR 
Based model of 

Transformer 

Transformer 

with new 

configuration 

NRMSE  0.43 0.42 0.521 0.047 0.433 0.009 

ND  0.18 0.17 0.24 0.012 0.134 0.0006 

 



R. Mohammdi Farsani et al. 

8 
 

Table 7: The result of electricity consumption dataset with 
zero-one normalization and Sigmoid Function 

 

Metrics TRMF 
Deep 

AR 

Based model of 

Transformer 

Transformer with 

new configuration 

NRMSE  1.15 1 0.889 0.029 0.722 0.017 

ND  0.16 0.07 0.122 0.003 0.93 0.004 

 

One of the important features in time series 

prediction models is the ability of the model to predict 

long time. The performance of many models, such as the 

Deep AR model, is reduced by more than four times as 

the number of predictive steps is increased [37]. 

Changing the efficiency of the proposed transformer 

model with the probabilistic objective function in the 

RMSE metric when the prediction interval is increment 

from 24 steps to 48, 96 and 168 in the electricity 

consumption dataset is shown in Fig. 4. 

 

 
Fig. 4:  The effect of increasing the estimation 

interval(Horizontal Axis) on NRMSE(Vertical Axis) in 
transformer. 

 

As Fig. 4 shows, the error increases with the 

prediction interval increment, but the range of the error 

is from 0.9 to 1.3, while other models such as Deep AR is 

shown greater error by increasing prediction interval 

[37]. In other words, Fig. 8 shows that the proposed 

transformer is capable of long-term prediction. 

Due to the lack of sequential computing, the 

transformer can be run completely in parallel. For this 

reason, the transformer has a higher speed than the 

recurrent neural network models. Also, self-attention 

has fewer computations than recurrent and convolution 

methods when the sequence length is less than the input 

dimension. On the other hand it lacks sequential 

computation. The restricted self-attention is a kind of 

attention that each word attend to only   neighbor 

words [28]. The implementation of the heads is done so 

that the calculations of several different heads are 

paralleled. Thus increasing the number of heads does 

not change the time complexity of the transformer. Also 

as shown in Table 9 as the input sequence increases, the 

computations increase quadratically. Increasing the 

input and output interval does not affect the number of 

network parameters. As the number of layers increases, 

the number of parameters change linearly. In order to 

display the increase rates of the number of network 

parameters in Fig. 10 the number of parameters for 

different number of layers are provided for the sequence 

dimensions 963, feed dimensions 512, and dimension of 

 ,   and   vectors 20. 

 
Table 8. Compare the computational complexity for self-
attention, where n is the length of input, d is the dimension of 
input, k is the kernel size on convolution and r is the number of 
neighborhood for self-attention [28] 

 

Layer Type 
Complexity per 

Layer 

Sequential 

Operations 

Maximum Path 

Length 

Self-Attention                   

Recurrent                   

Convolutional                           

Recurrent                      

 

 

 
Fig. 5: Change the number of the network parameters (Vertical 

Axis) by changing the number of layers(Horizontal Axis). 

 
According to Fig. 5, the network parameters vary 

linearly between 2 million to 12 million for 1 to 6 layers. 

The runtime of recurrent models, such as Deep AR, on 

the common dataset is approximately 7 hours [35], while 

with the transformer model achieving better results in 

     metric and competing results in    metric in 

about 40 minutes. 

The transformer model has the parameters of the 

number of layers, the dimensions of the feed-forward 

layer, the number of heads, and the dimensions of the 

vectors  ,   and  . The dimensions of the feed-forward 

layer are typically much larger than the input dimension 

of the problem and are about twice that. In estimations 

As the number of layers increased, there was no change 

in the efficiency of the converter. The transformer uses a 

sine and cosine function to encode time. This method is 

less efficient in time series data, so this function was 

replaced by the time encoding method by adding a 

spatial vector. In training phase of the model Adam 

optimizer is used [38]. The rate of training on the 

network is very impressive and it is very difficult to 

determine. By examining different training rates and 

using different cut rates, finally the Noam scheduling 

training rate introduced in the transformer was used. 
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Also, to train the model, Google’s research collaboration 

service with the K80 graphics computing unit was used. 

Conclusion 

Many issues in different domains can be modeled in 

the time series forecasting. Therefore, providing a 

desirable tool for estimating time series can have 

significant applications. In this paper, an effective tool 

for estimating time series is introduced. The objectives 

of this paper have been to provide a more accurate and 

long interval estimation tool. Neural networks are 

effective and useful tools for modeling various problems 

such as estimation time series problem. Introducing the 

transformer network as an effective tool in natural 

language processing has made a significant improvement 

in performance compared to previous methods in recent 

years. Since contextual data is a complex example of 

time series data, the transformer network seemed to be 

a useful tool in forecasting time series. In this paper, the 

modified transformer model use in a variety of time 

series with changes in the structure of this neural 

network. The natural language processing layers were 

removed, changes were made to the encoding temporal 

layer, and a new regression-based objective function 

was introduced. Experiments were performed using a 

modified transformer network on a variety of datasets 

and it was found that the tool could perform better or 

compete with other introduced methods with less 

computational complexity and longer estimation 

intervals. It was also found that with better configuration 

of the network and better adjustment of attention, it is 

possible to obtain more desirable results in any specific 

problem. Therefore, the proposed model has the 

potential to provide more desirable results with further 

study and it is a good base model for presenting a set of 

effective methods in time series forecasting. 
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 Background and Objectives: Target detection is one of the main applications 
of remote sensing. Multispectral (MS) images with higher spatial resolution 
than hyperspectral images are an important source for shape and geometric 
characterization, and so, MS target detection is interested. 
Methods: A target detector appropriate for multispectral (MS) images is 
selected among hyperspectral target detectors and redefined in this paper. 
Many target detectors have been proposed for hyperspectral images in the 
remote sensing filed. Most of these detectors just use the spectral 
information. Since, the MS images have higher spatial resolution compared 
to hyperspectral ones, it is proposed that select a target detector that uses 
both of the spectral and spatial features. To this end, the attribute profile 
based collaborative representation (AP-CR) hyperspectral detector is chosen 
for MS images. Shape structures extracted by flexible attribute filters can 
significantly improve the MS target detection. 
Results: As a case study, the wheat fields in Chenaran County in Iran are 
chosen as targets to be detected. The image acquired by Landsat 8 is used for 
doing experiment. The results show the superior performance of AP-CR with 
96.09 % accuracy for wheat detection using MS image of Landsat 8. 
Conclusion: The high performance of AP-CR is due to extraction of flexible 
attribute characteristics and the use of collaborative representation for 
approximation of each image pixel. Although the AP-CR method provides the 
highest accuracy, it needs a high running time compared to other detectors. 
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Introduction 
Identification and detection of target pixels such as man-

made objects, special agriculture products and certain 

minerals is one of the main applications of remote 

sensing images. Target detection is interested among in 

various fields of agronomy, geology, mineralogy and so 

on [1], [2], [3] and [4]. Hyperspectral images by providing 

rich dimensionality for each pixel in the spectral domain 

allows for analyzing and discrimination of a variety of 

materials and land covers. A hyperspectral image is 

composed of hundreds images acquired in a wide range 

of electromagnetic spectrum where a high spectral 

resolution about 10 nm can be provided. So, 

hyperspectral images with two spatial dimensions and a 

spectral dimension have a high capability in separation 

of targets from background. In addition to hyperspectral 

images, there are multispectral (MS) images that capture 

images from the ground in multiple (approximately 

about 10) spectral bands. Although MS images have 

lower spectral resolution compared to the hyperspectral 

images, but, they have higher spatial resolution that is 

important in characterization of shape, geometric and 

spatial structures of objects of image [5], [6] and [7]. So 

far many target detectors have been introduced that 

http://jecei.sru.ac.ir/
mailto:maryam.imani@modares.ac.ir
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most of them are applied for hyperspectral images. 

Table 1 provides a short review of them: Spectral 

matched filter (SMF) [8], Spectral angle mapper (SAM) 

[9], Matched subspace detector (MSD) [10], Orthogonal 

subspace projection (OSP) [11], Constrained energy 

minimization (CEM) [12], Adaptive subspace detector 

(ASD) [13], Sparsity based target detector (STD) [14], 

Kernel based SAM (KSAM) [15], Difference based target 

detection (DTD)-KSAM [16], Attribute profile based 

collaborative   representation   (AP-CR)   [17]   and  some  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

other ones [18], [19], [20] and [21]. 

In this paper, we assess different hyperspectral target 

detectors to find which of them is appropriate for MS 

target detection. Since MS images have relatively high 

spatial resolution, AP-CR that utilizes the spatial 

information in addition to spectral one is selected for 

target detection.  

AP-CR is a non-parametric approach with no need to 

estimate the data statistics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Table 1: A short review of target detectors 

 

Target detector  Year Method  

Spectral matched filter (SMF) 1992 A limiting case of generalized likelihood ratio test (GLRT) detector 

with simplified test statistic in the form of a normalized matched 

filter 

Spectral angle mapper (SAM) 1993 It measures the spectral angle between the testing pixel and the 

spectral signature of target samples. 

Matched subspace detector (MSD) 1994 An improved GLRT detector. Data is projected onto a low rank 

subspace to remove interference and remain signal. The image data 

projected onto the low rank subspace is matched to the image. 

Orthogonal subspace projection (OSP) 1994 It projects the spectral vector of each pixel onto a subspace that is 

orthogonal to the undesired characteristics. It is an optimal process 

for interference suppression through the least squares approach.  

Constrained energy minimization (CEM) 2000 It maximizes the response of the target signature while suppresses 

that of the undesired background.  

Adaptive subspace detector (ASD) 2001 Based on theory of GLRT for adaption of MSD for unknown noise 

covariance matrices. It includes the adaptive cosine estimator (ACE) 

for situations that scaling of test samples may deviate from that of 

the training one. 

Sparsity based target detector (STD) 2011 It sparsely approximate an image by a few target samples and also 

individually by using some background samples. Then reconstruction 

residuals are employed to obtain the output detection. 

A supervised metric learning [18] 2014 A  subpixel Target Detection for dealing with  mixed signature of 

target spectrum and background pixels spectra through  learning a 

distance metric. 

A maximum margin metric learning [19] 2015 It transfers a hyperspectral target detection problem into  a 

maximum margin problem. 

Kernel based SAM (KSAM) 2016 The generalized version of SAM appropriate for nonlinear cases 

obtained by kernel function. 

Median-mean line  Reed-Xiaoli detector [20] 2017 An improved version of RX which utilizes the benefits of median-

mean line metric. 

Attribute profile based collaborative 

representation (AP-CR) 

2018 It uses the attribute profiles for construction of target and 

background subspaces and then approximation of testing pixel based 

on target and background subspaces individually using collaborative 

representation. Then, reconstruction residuals are employed to 

obtain the output detection 

Difference based target detection (DTD)-

KSAM 

2019 Output detection is result of difference between the distance of 

testing sample to the background signal and that to the target signal. 

KSAM is used as distance measurement. 

A sparse and collaborative representation 

based detector [2] 

2020 It utilizes the advantages of both sparse and collaborative 

representation for anomalous target detection. 

Self-regularized weighted sparse model [21] 2021 An algorithm based on this hypothesis that data may come from 

multi-subspaces. It is proposed to detect infrared small targets in 

complex background. 
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It uses the benefits of attribute profile [22], [23] and 

collaborative representation (CR) [24], [25] to increase 

separation of targets from background using both of the 

spectral and spatial features. It redefined to use for MS 

images. One of the research domains in agriculture and 

geoscience field is detection of crop products such as 

wheat [26], [27] and [28]. Specially, in this paper, the AP-

CR method is used for wheat detection using MS images 

acquired by Landsat 8 in Chenaran county fields in Iran. 

Target Detector 

Target detection algorithms have been often 

introduced for hyperspectral images. Hyperspectral 

images have a high spectral resolution that provide a 

worthful and useful source of spectral characteristics 

from background and targets. According to this reason, 

most of hyperspectral target detectors just use the 

spectral information while ignore the valuable spatial 

information. The spatial information can be very 

important for MS images that have lower spectral 

resolution and higher spatial resolution with respect to 

hyperspectral images. So, among different hyperspectral 

target detectors, the AP-CR method that uses the spatial 

information of images in addition to the spectral one is 

selected and redefined for MS target detection.  

The geometrical structures and shape features have 

much perceptual significance that is useful for modelling 

of various objects and discrimination between different 

materials. Then, exploitation of these spatial features 

can be useful for different applications such as 

classification, object detection and target detection [29], 

[30]. Morphological operators, i.e., “opening” and 

“closing” filters by reconstruction extract spatial features 

such as shape characteristics and geometrical structures 

[31]. A structure element with a specific shape such as 

circle, rectangular and so on as a sliding window is 

considered in the morphological transformations. The 

extracted shapes and structures are substantially 

dependent on the shape of the considered structure 

element.  

To extract structures with more generality that are 

not limited to some specific shapes, the attribute filters 

have been introduced. The attribute filters use one or 

several attributes instead of using a fixed structure 

element. Any attribute can be extracted from the image 

regions. The great flexibility in selection and defining the 

attributes allows a high capability for modelling of spatial 

information that are useful for discrimination of targets 

from background. The considered attributes can be 

textural such as standard deviation, entropy and range, 

geometric such as image moments, length of the 

perimeter, area, and shape factors, etc. Generally any 

measure computed from the image can be used as an 

attribute. 

An Attribute profile (AP) is constituted through 

applying several attribute filters to a single band (gray 

level) image. The attribute filters merge connected 

components of the image at different levels. The filtering 

process is done as follows: a selected attribute denoted 

by   is calculated for each connected region   . The 

computed value indicated by  (  ) is then compared 

with a reference value  . Two decision may be made 

[32]: 

 (  )     no change is applied to the connected 

region. 

 (  )     the grey level value of neighboring region 

with closer value is assigned to the connected region. 

According to this approach, the neighboring 

connected components are merged. Merging with a 

neighboring region containing lower gray level is known 

as thinning and merging with the adjacent region of a 

higher gray level is called thickening. The attribute filters 

are applied to each band of MS individually and then, the 

filter outputs are stacked together to form the AP. Let 

consider   spectral bands for MS,   attributes and a 

sequence of thresholds *          +. A thinning profile 

with attribute    is composed from applying a sequence 

of attribute thinning operators: 

      (  )  {  (  )     (  )}          

                                                                   (1) 

where    indicates the thinning operator and    is the  th 

spectral band of MS image. Similarly, the thickening 

profile is generated by applying thickening operators: 

        (  )  {  (  )     (  )}    

                                                                   (2) 

where    denotes the thickening operator. The extended 

thinning profile and the extended thickening profile of 

 th attribute are given, respectively by: 

       
 {      (  )       (  )         (  )}   

                                                                                    (3) 

        
 {       (  )        (  )          (  )}  

                                                                                    (4) 

and finally the extended multi thinning profile and the 

extended multi thickening profile are provided as 

follows: 

        *                            +          (5)   

                       
         *                                   (6)  
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The extended multi thinning profile and the extended 

multi thickening profile are called for simplicity thinning 

profile and thickening profile, respectively. While the 

thinning profile contain the detail information of image, 

the thickening one has more homogeneous regions. 

From the other hand, thinning and thickening just 

contain the spatial features. To include the spectral 

features too, the MS bands are stacked to the thinning 

profile to compose the target subspace. Moreover, the 

spectral bands are stacked to the thickening profile to 

generate the background subspace. The obtained target 

and background subspaces are used for estimate of each 

testing pixel. An unknown pixel is approximated by each 

of target subspace and background subspace 

individually. The label of each subspace that can be 

better estimate the testing pixel is assigned to the 

testing pixel. So, a label of target or background is 

determined for each pixel of image. To approximate the 

pixel through a subspace, the collaborative 

representation (CR) method is used. According to this 

approach, each pixel can be approximated through a 

linear combination of samples of subspace where a 

distance weighted Tikhonov matrix is considered to 

adjust the contribution of each sample of the subspace. 

CR has two main advantages: 1- it is a nonparametric 

method for image modeling. In other words, it does not 

consider any assumption about statistical distribution of 

data, 2- due to using    norm in the optimization 

problem, CR is simply implemented and achieves a 

closed form solution. By considering    as the 

background subspace, estimate of the testing pixel 

denoted by   is obtained by:    

 ̂     ̂                                           (7) 

Similarly, by considering    as the target subspace, 

the estimate of   is given by: 

 ̂     ̂                                            (8)     

where  ̂  and  ̂  are the weight vectors associated with 

the background and target subspaces, respectively. 

These weight vectors are computed through solving an 

optimization problem. For more explanations, the reader 

is referred to [17]. These vectors are obtained as follows: 

 ̂  (  
         

    )
  
  
                        (9) 

 ̂  (  
         

    )
  
  
                         (10) 

where    and    are the regularization parameters and 

    and     are the Tikhonov matrices. These matrices 

are used to assign larger coefficients to more similar 

pixels to the testing pixel. In other words, they force that 

pixels of the subspace with more similarity to the testing 

pixel, have greater contribution in approximation of 

testing pixel. The output of target detector is obtained 

by: 

 ( )    ( )    ( )                                                       (11) 

where   ( ) and   ( ) are the residual error of 

approximation computed in background and target 

subspaces, respectively: 

  ( )      ̂           ̂                 (12) 
 

  ( )      ̂           ̂                                  (13) 

Note that  ( ) is a scalar number assigned to each 

pixel  . The values of  ( ) for all pixels of image is used 

to form a grey level image. A pseudo color image can be 

generated according to this grey level image where a 

larger value for a pixel indicates that the pixel belongs to 

the target class with a higher probability and a smaller 

value is corresponding to belonging to the background 

class. To generate a binary detection map, it is enough 

that consider a threshold value for target detection: 

    ( )                     

    ( )                          

The block diagram of the proposed AP-CR method is 

shown in Fig.1. 

Study area and Evaluation Measures 

The study area is Chenaran County in Razavi Khorasan 

Province in Iran with the following geographic 

coordinates: 

36° 34ʹ45ʺ N 

59° 17ʹ41ʺ E 

36° 47ʹ27ʺ N 

58° 52ʹ47ʺ E 

Chenaran is an agricultural city with many farms in 

the outskirts. The image is acquired by Landsat 8
1
. An 

overview of the whole dataset is shown in Fig. 2. A part 

of this dataset, i.e., the region of Chenaran, is used for 

doing experiments in this work that the Google earth 

image of it is shown in Fig. 3. The grey level image of 

band 6 of Landsat 8 is also seen in Fig. 4. To assess the 

detection performance, the receiver operating 

characteristic (ROC) that plots a probability of detection 

   versus the false alarm rate    is used: 

   
   

  
                                                                               (14) 

and                                                                                       

   
   

 
                                                                               (15) 

where   is the total number of image pixels and    is 

the total number of target pixels. 

                                                           
1
 http://earthexplorer.usgs.gov 

https://en.wikipedia.org/wiki/Razavi_Khorasan_Province
https://en.wikipedia.org/wiki/Razavi_Khorasan_Province
https://en.wikipedia.org/wiki/Iran
http://earthexplorer.usgs.gov/
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The number of pixels that are correctly detected is 

denoted by     while the number of target pixels that 

are falsely detected is indicated by    . Usually, in 

addition to plotting ROC, the area under curve (AUC) is 

computed. If a ROC curve be closer to the top left corner 

or its associated AUC has a higher value closer to 1, the 

detector has better performance Some regions of wheat 

 

 

 

fields are obtained through field operations as samples 

of the target class. The yellow regions shown in Fig. 5 are 

the wheat fields. The binary map of the target samples is 

also shown in Fig. 6. 10% of these regions are randomly 

selected and used as training samples. The chosen 

training samples are shown in Fig. 7. Similarly, 10% of 

background regions are used as background training 

samples.

Fig. 1. Block diagram of the AP-CR method. 

Fig. 2. An overview of Landsat 8 image outskirt of Chenaran County. 
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Fig. 3: Google earth image of the study area in Chenaran. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Band 6 Landsat

Fig. 4: Grey level image of band 6 of Landsat 8 of the study area in Chenaran. 
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Target Map

Target training-10% of Target Map- selected randomly

Fig. 5: Some wheat fields as samples. 

Fig. 6: Binary map of target regions. 

Fig. 7: Chosen training samples. 
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Results and Discussion 

The detectors are firstly divided into two groups. The 

first group consists of the popular and widely used 

detectors (SMF, MSD, ASD, OSP, SAM, KSAM, CEM and 

STD).  

The second group consists of two state-of-the-art 

recently detectors (DTD-KSAM and AP-CR). In the first 

experiment, the first group of detectors are applied to 

the MS image.  

The AUC values in addition to the running time are 

reported in Table 2. Among different methods of this 

group, CEM, SAM and KSAM provide the best results, 

respectively. STD despite spending the highest running 

time could not provide desired results. The ROC curves 

of different detectors of the first group are plotted in Fig. 

8. The detection map of the first rank methods are 

shown in Fig. 9.  

The map of wheat cover is obtained through Google 

earth monitoring.  

Then, it is corrected according to field operations. The 

result map is shown in Fig. 10 where wheat fields are 

illustrated with green color in the image. It can be used 

as a reference for comparison of the obtained target 

maps. 

The different images obtained by applying thinning 

filters and thickening ones used in AP-CR method for 

composing the target and background subspaces are 

shown in Fig. 11. In addition, the target residual image 

and the background residual image are shown in Fig. 12.        

In the second experiment, the DTD-KSAM and AP-CR are 

assessed for wheat detection.  

The comparison results (AUC and time) are reported 

in Table 3. As seen, AP-CR significantly works better than 

DTD-KSAM for wheat detection using MS image of 

Landsat 8. To have a conclusion of the detection results, 

the AUC and running time of the best detectors of the 

first group are shown beside the DTD-KSAM and AP-CR 

detectors in Table 4. 

The results show that AP-CR is the best method 

although it needs the highest running time. 

 

 

 

 

 

 

 

 

 

 

 

The high complexity of AP-CR is due to 1- applying the 

attribute filters and 2- solving the optimization problem 

in the collaborative representation for approximation of 

each image pixel.  

As said before, the high ability of AP-CR is because of 

using valuable spatial features in addition to the spectral 

ones. Other competitor detectors, i.e., SAM, KSAM, CEM 

and DTD-KSAM just use the spectral information of the 

MS image. To assess the performance of these detectors 

in presence of spatial features, we do an experiment. In 

this experiment, a morphological profile containing 7 

“opening” filters and 7 “closing” filters is constituted and 

then stacked on the original MS image to form a 

spectral-spatial cube.  

Then, the obtained cube is fed to the SAM, KSAM, 

CEM, DTD-KSAM and AP-CR detectors as the input. The 

results are reported in Table 5 and the ROC curves are 

shown in Fig. 13.  

The detection maps are also illustrated in Fig. 14. By 

comparison between the results of Table 4 (obtained by 

just the spectral features) and the results of Table 5 

(obtained by the spectral and spatial features), it can be 

concluded that the SAM, KSAM and CEM detectors can 

provide better results when both of the spectral and 

spatial features are used.  

But, efficiency of DTD-KSAM and AP-CR without using 

morphological features is better than when they are 

used.  

Note that, AP-CR has itself spatial features obtained 

by attribute filters and when this detector is applied to a 

cube of spectral and spatial features of morphological 

profile, a redundancy of spatial information is generated 

that degrades the performance of AP-CR.  

However, by a comparison among all detectors of 

Table 4 and 5, it is found that the AP-CR method by using 

the MS image containing spectral features is the best 

detector with the highest AUC value. 

In the following, by selection of AP-CR as the 

appropriate target detector for MS images, the binary 

detection map is generated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Method SMF MSD ASD OSP SAM KSAM CEM STD 

AUC 55.85 49.98 49.23 19.50 70.54 69.21 82.51 50.00 

Computation 

time (seconds) 
11.24 17.16 20.43 6.43 8.41 40.92 52.19 30142.19 

 Table 2: AUC values and running time of different detectors in the first group 
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Target Map
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Fig. 8: ROC curves of different methods of the first group of detectors. 

Fig. 9: Detection maps of SAM, KSAM and CEM detectors. 

Fig. 10: The wheat cover map as reference for target detection where wheat fields are shown with green color. 
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Fig. 11: Output images of thinning and thickening filters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12: The residual images. 
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Method DTD-KSAM AP-CR 

AUC 79.88 96.09 

Computation time (seconds) 68.44 6428.38 

Method SAM KSAM CEM DTD-KSAM AP-CR 

AUC 70.54 69.21 82.51 79.88 96.09 

Computation time 

(seconds) 
8.41 40.92 52.19 68.44 6428.38 

Method SAM KSAM CEM DTD-KSAM AP-CR 

AUC 75.62 72.57 85.06 78.47 93.20 

Computation time 

(seconds) 
8.85 38.07 94.51 65.38 6509.83 

Table 3:  AUC values and running time of different detectors in the second group 

Table 4:  AUC values and running time of different detectors obtained by spectral cube 

Table 5: AUC values and running time of different detectors obtained by spectral-spatial cube 

Fig. 13: ROC curves obtained by spectral-spatial cube. 
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As said before, the binary detection map is obtained 

through applying a threshold value. With considering 

each threshold value, a different binary map is achieved. 

Let    , (  )  (  )    (  ) be the output 

detection for all   pixels of image. At first, the threshold 

value is selected by: 

        (         (  ))                                 (16) 

where       is a constant value. For instance, the binary 

detection maps of AP-CR obtained by       

                              are shown in Fig. 15. As 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

seen, by selection of a smaller threshold valueo, m re 

details of image are labeled as target while by 

considering a larger value for threshold, lower points are 

assigned to the target class. By doing more experiments, 

another formula for selection of appropriate threshold is 

obtained: 

             (  )      (         (  )  

         (  ))                                                                 (17) 

The obtained binary detection map by using the 

above threshold is shown in Fig. 16 that is very close to 

the reference image of Fig. 10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

thr=max(max(r1))*0.001; thr=max(max(r1))*0.005; thr=max(max(r1))*0.01;

thr=max(max(r1))*0.05; thr=max(max(r1))*0.1; thr=max(max(r1))*0.5;

thr=max(max(r1))*0.001; thr=max(max(r1))*0.005; thr=max(max(r1))*0.01;

thr=max(max(r1))*0.05; thr=max(max(r1))*0.1; thr=max(max(r1))*0.5;
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Fig. 14: Detection maps obtained by spectral-spatial cube. 

Fig. 15: Binary detection maps of AP-CR obtained by different thresholds. 
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Conclusion 

Different hyperspectral target detectors such as SMF, 

MSD, ASD, OSP, SAM, KSAM, CEM, STD, DTD-KSAM and 

AP-CR are assessed for MS target detection in this work. 

Among different detectors, AP-CR is selected for MS 

target detection. The high performance of AP-CR is due 

to extraction of flexible attribute characteristics and the 

use of collaborative representation for approximation of 

each image pixel. In the collaborative representation, 

two individual subspaces for target and background 

classes are considered. The thinning profile containing 

details is used for composing the target subspace while 

the background subspace is generated by the thickening 

profile. The experimental results show the superior 

performance of AP-CR compared to other detectors 

whether they are applied to the original MS cube 

(containing just spectral features) or to the spectral-

spatial cube that is result of stacking morphological 

profile on the MS image. Although the AP-CR method 

provides the highest accuracy, it needs a high running 

time compared to other detectors. 
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 Background and Objectives: Radio Frequency Identification (RFID) systems 
use radio frequency waves to exchange information between a legitimate 
sender and a receiver. One of the important features of RFID systems is to 
find and track a specific tag among a large number of tags. Numerous works 
have been done about authentication and ownership protocols, but the 
number of researches done in the tag searching area is much less. Although 
security is a paramount factor in search protocols, but these days designers 
are looking for a secure search protocol that is also low cost. One way to 
have a low cost search protocol is that to be compatible with EPC C1G2 
standard, which is an electronic product code class 1 generation 2 that works 
in the 860-960 MHz frequency range. 
Methods: Most recently, Sundaresan et al. have proposed an RFID tag search 
protocol based on quadratic residues and 128-bit pseudo random number 
generators and XOR operation that can be easily implemented on passive 
tags and is compatible with EPC C1G2 standard. We show that this protocol is 
not immune against tag tracing, and try to improve the protocol in a way that 
traceability attack will not be applicable and the protocol stays low cost and 
EPC compatible. 
Results: Since the problem in Sundaresan et al.'s search protocol is due to 
the tag not being able to recognize the used queries from the new ones, we 
improved the protocol using a counter within the queries, so the tag will 
realize that the query is used or not. Then we analyze the security of the 
improved protocol and prove its formal and informal security against known 
attacks. 
Conclusion: In this paper, we firstly analyze the security of Sundaresan et al.'s 
search protocol and show that the search protocol is vulnerable to 
traceability attack with two different scenarios. Then we propose an 
improved search protocol that is secure against tracing the tags. Following 
that, we analyze the security of the improved search protocol. 
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Introduction 
Radio Frequency Identification (RFID) system is a 

wireless technology that consists of three key parts: tags, 

readers, and a back-end server ‎[1]. 

RFID system uses electronic and electromagnetic 

waves to make a conversation between a tag and a 

reader. A tag has an antenna and uses it for receiving 

and transmitting a Radio Frequency (RF) signal. It also 

has an integrated circuit that modulates and 

demodulates these signals ‎[2]. 

RFID system can easily search for a particular tag 

among other tags by using RF signals. A reader will send 

its request for finding a specific tag and the wanted tag 

will answer the reader’s request if it was the wanted tag. 

An RFID system could use an authentication protocol 

to find a specific tag. But if the number of tags in the 

searching area increases, it will be costly to use an 

authentication protocol ‎[3], so it is better to use a search 
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protocol if we want to find a specific tag among a vast 

number of tags. 

Early works in tag searching area were based on 

cryptographic functions such as hash function ‎[3], 

AES ‎[4] and symmetric encryption function ‎[5], meaning 

the reader sends its request in the form of a 

cryptographic function and the tag also answers to 

reader’s request with the same function. 

One of the first works in the tag searching area is the 

serverless search protocol that has presented by Tan et 

al. ‎[3]. In their protocol, tags should only answer to the 

requests of authenticated readers, and readers should 

only query authenticated tags. In the proposed protocol, 

the reader queries the tag using a hash function, and the 

tag responds to the reader using a hash function as well. 

The authors state that an adversary can identify the tag 

in this search protocol. To improve the search protocol, 

authors suggested different solutions. At first, they 

oblige the reader to use a different random number 

within each query and also made the tags to store the 

received random numbers from previous queries.  

Authors also state that an opportunistic adversary can 

track at least one tag after a specific number of queries. 

The second solution is to query the first m bits of tag’s id 

(   ) alongside with reader’s and tag’s random numbers 

  ,    . Then the tag checks m bits of its own id with the 

one in the reader’s query. If it holds, it will answer to the 

query. This solution does not work well when the id for 

each tag is structured (it means few first bits of the id is 

for product code, and the next bits are for the tag’s 

origin). Another solution is when each tag receives the 

query from the reader, it checks the query and if the 

query does not belong to that specific tag, it will answer 

the query by probability of λ. This way, the adversary will 

not be able to realize if the wanted tag is present in that 

area or not. This protocol uses hash functions, so it is not 

accordant with EPC C1G2 standard. In 2011, Kim et al. ‎[6] 

showed that Tan et al.'s search protocol is vulnerable 

against reader tracing, and then they proposed a 

serverless search protocol. In their protocol, the server 

provides an access list for each reader, and each access 

list contains the group of tags that are authorized to 

search. The proposed protocol has three stages: setup, 

authentication, and search. At the first stage, the server 

gives an access list of the tags that are authorized to 

search to the reader. Tags are divided evenly into small 

groups by server and each group has its own identity 

that is set by the server. Search protocol uses hash 

functions for queries and answers. Sundaresan et al. 

stated in their papers that an adversary easily could 

impersonate the reader and compromise tag location 

privacy ‎[7], ‎[8], ‎[9]. 

In 2012, Safkhani et al. ‎[10] showed that Tan et al.'s 

search protocol ‎[3] is vulnerable against traceability 

attack. They stated that in the first and third search 

protocols a tag could be traced. 

In 2009, Lin et al. ‎[11] proposed a serverless 

authentication and search protocol, which was simply an 

improved version of Tan et al.’s ‎[3] search protocol. They 

use hash function within their protocol and aim to 

reduce the amount of computation in Tan et al.'s 

protocol. The proposed protocol is vulnerable to replay 

and impersonation attacks ‎[12]. 

Won et al. ‎[4] proposed a search protocol that was 

based on 128-bit AES cryptography function and 

timestamp, without a central database. In this protocol, 

the reader encrypts the query with 128-bit AES and 

sends it with a timestamp to the group of tags, tags that 

receive the query will check the timestamp. This way, 

the tags will be sure that it is not the query of the 

previous sessions. If the timestamp of the received query 

is smaller than timestamp of previous query it shows 

that there was a replay attack, and the tag denies the 

query. Otherwise, the query is correct and the tag will 

decrypt the query. Then, if the query is sent for that 

specific tag, it will answer to it. The answer to the query 

will also be in an encrypted form. Since all the queries 

are in an encrypted form, an adversary cannot get any 

information by eavesdropping. This protocol prevents 

illegal tracking of the tags and also provides secure 

privacy for them. DoS and de-synchronization attacks are 

impossible in this protocol. Since this protocol uses one 

way hash functions, it is not compatible with EPC C1G2 

standard.  

Ahamed et al. ‎[13] proposed a serverless tag search 

protocol. They presented three search protocols but 

claim that the last one is immune against the attacks 

applicable to the previous two protocols. They used a 

pseudo random number generator   that takes a seed as 

an argument and a function   that generates the next 

random number. The reader generates a random 

number with   and sends it to the tag. The tag checks 

the validity of the received number. If the query is valid, 

the tag updates its own number using  . Otherwise, it 

will replay with probability of λ. They state that the 

proposed search protocol is immune against tracking, 

de-synchronization, and also cloning attacks. 

Zuo proposed a search protocol in which the reader 

uses a hash function and a shared secret key to encrypt 

its own hashed random number along with the wanted 

tag’s id, and the tag evaluates the query by decrypting it 

with its own secret key ‎[14]. He used noise tags to 

guarantee that there would be an answer to the 

received queries. In Zuo’s protocol, important secrets 

and data are stored in the reader. If an attacker stoles 

the portable reader, he can perform cloning and 

impersonation attacks ‎[8]. 

In 2011, Chun et al. ‎[5] proposed a search protocol 
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that uses symmetric encryption function. Yoon showed 

that this protocol is vulnerable against DoS attacks ‎[15]. 

Also, Chun’s protocol is not compatible with EPC C1G2 

standard. 

Mtita et al. ‎[12] proposed a serverless mutual 

authentication and search protocol in which the reader 

firstly downloads a list of tags from the server that are 

authorized to search.  

Then it uses an HMAC function and a timestamp to 

query a tag and the tag answers the query using a 

random number and an HMAC function as well. 

However, Sundaresan et al. stated that their protocol is 

susceptible to DoS and de-synchronization attacks ‎[9]. 

Since Mtita’s protocol uses HMAC, it is not compatible 

with EPC C1G2 standard. 

Some of the researchers tried to propose lightweight 

search protocols that use lightweight functions such as 

Physical Unclonable Function (PUF) ‎[16], Linear Feedback 

Shift Register (LFSR)‎[16] , and Nonlinear Feedback shift 

Register (NLFSR)‎[16]. 

 Kulseng et al. ‎[16] use LFSR to generate random 

numbers when sending a query and also when tag 

answers the query, and use PUF to authenticate the tags. 

Later on, Lv et al. showed that Kulsang et al.’s search 

protocol is vulnerable against tracing attack ‎[18]. 

In 2019, Eslamnezhad namin et al. ‎[19] proposed a 

lightweight search protocol that uses an encryption 

technique called Authentication Encryption (AE), that 

guarantees confidentiality and integrity at the same 

time. In their search protocol to query a tag, the reader 

firstly increases its counter and generates a random 

number and uses XOR to hide the wanted tag’s id, the 

shared key between the reader and the tag, the random 

number and also encrypts the computed value and the 

counter. The tag evaluates the received query by 

decrypting the received query and checks if the id is also 

a valid one. If the query is not valid, the tag will answer 

with probability of λ. 

Although using these cryptographic and lightweight 

functions in tag search protocols made them secure 

against some of the possible attacks on RFID 

protocols ‎[20], such as eavesdropping, physical attacks, 

DoS attacks, and traceability.  

They were not compatible with EPC C1G2 standard. 

To have a low cost search protocol that is compatible 

with EPC C1G2 standard, the tag that concerns us is the 

passive one, and since it has no battery inside, it is 

cheaper and simpler ‎[9]. 

EPC C1G2 standard is an electronic product code class 

1 generation 2 that works in the 860-960MHz frequency 

range ‎[21]. Besides, this standard uses FHSS (Frequency 

Hopping Spread Spectrum). FHSS is a method of 

transmitting radio signals by rapidly switching a carrier 

among many frequency channels. When a radio signal is 

transmitted, it can read the tags at slightly different 

frequencies to get the best possible read from the tags. 

Protocols that are compatible with EPC C1G2 standard 

use simple functions, so they are low cost protocols. 

 Recently, some of the researchers favor protocols 

that do not utilize hash functions and are compatible 

with EPC C1G2 standard. In 2012, Sundaresan et al. ‎[7] 

proposed a search protocol that is based on quadratic 

residues and 128-bit pseudo random number generators 

and XOR operation that can be easily implemented on 

passive tags and is compatible with EPC C1G2 standard. 

But it is not secure enough. They showed later in 

2017 ‎[9] that it is not forward secure. 

In 2015, Sundaresan et al. ‎[8] proposed  another  

search protocol that was based on a 128-bit pseudo 

random number generator and  XOR  operation and was 

compatible with EPC C1G2  standard,  but in 2016 

Jannati and Bahrak showed that it was vulnerable 

against  de-synchronization  and  impersonation  attacks,  

and  tag location privacy is not satisfied ‎[22]. Also, in 

2018, Eslamnejhadnamin et al. ‎[23] showed that the 

search protocol proposed by Sundaresan et al. ‎[8] is not 

safe against traceability attack. 

In 2017, Sundaresan et al. ‎[9] proposed a search 

protocol that is based on quadratic residues and 128-bit 

pseudo random number generator and XOR operation 

that can be easily implemented on passive tags and is 

compatible with EPC C1G2 standard. It was the 

improvement of their work from 2012 ‎[7]. We will show 

in this paper that this protocol is vulnerable to 

traceability attack. 

The rest of the paper is organized as follows. We will 

briefly review the Sundaresan et al.’s latest search 

protocol. Then, we will propose a traceability attack on 

Sundaresan et al.’s search protocol with two different 

scenarios. In the next section, we will propose an 

improvement on their protocol. Then we analyze the 

security of the improved search protocol. The last 

section concludes the paper. 

Review of Sundaresan search protocol 

Sundaresan et al. ‎[9] proposed a search protocol that 

is based on quadratic residues by  using  basic  MOD,  

XOR,  and  128-bit  PRNG  operation.  For additional 

security, the protocol hides the random number 

generated by PRNG function in queries. The proposed 

protocol is consists of two phases – the setup phase and 

the secure search phase. In the setup phase, the server 

gives the reader an access list    which contains the tags 

that are authorized to search. The second phase is where 

a secure search happens with the proposed protocol. 

Table 1 shows notations that are used in proposed 

protocol. In this section, we describe two phases of the 

protocol in details as follow: 
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A. Setup Phase 

Assume the channel between server and reader is 

safe, and an adversary cannot obtain any information 

from conversation between the server and the reader. 

Server S, at first, authenticates the reader R and then 

gives an access list    to the reader. This list contains all 

the tags that are authorized to search by the reader. This 

list does not include any information about secrets of 

the tag and its ID. And the reader only has  (      ). 

The server also determines    , which is a shared secret 

between the tag and the reader.  

The reader has to store       (  and   are two 

big prime numbers) and  (   ). The tag also has to 

store hashed form of tag ID, and the random number  , 

and       (  and   are two big prime numbers). The 

server stores    ,  (   ),    ,  (   ),   , and prime 

numbers  ,  ,  , and  , current and previous shared 

secret between the server and the tag  ,     and also 

    and       . 
 

Table 1: Notations 
 

Notations  Descriptions 

      
Represents Server, Reader and 
Tag respectively 

   Access List for the Reader 

     (   ) 
Unique Tag ID and hash value of 
    

     (   ) 
Unique Reader ID and hash value 
of     

   

Secret key unique for each tag in 
the system, used to generate    
=h(   ,  ); known only to the 
server 

      
Random number generated by 
server and previous value of   

        
Four large prime numbers 
generated by the server 

    
 = .h stored in reader and  = .  
stored in the tag 

  
Number of the readers that can 
access a tag 

  
Number of tags a reader is 
authorized to search 

     Computed as     = (   )   

    
   Computed as     

  = (   )     

          
Shared secret between reader and 
a tag; previous value of   s 

     
Random numbers generated by 
the reader 

   
Random number generated by the 
tag 

          
Current and maximum value for 
counter 

λ 
Probability that a tag replies if 
query is not for that tag 

    
 

Exclusive-OR Function (XOR) and 
Concatenation of two values 

 

    is 0 at the beginning and will increase by 1 after 

each successful search and when it reaches the       , 

the reader has to get another search authorization from 

the server. 

B: Search Phase 

The search phase is shown in Fig. 1, and it has six 

steps. In this phase, the reader sends its query,   and  , 

to the tag. If the tag is the wanted tag, it answers with    

and   
  and if it is not the wanted tag, it answers with a 

random number with probability of  λ . 

Then reader sends      
  𝜇

 
  δ     

  to the server. 

Server validates the reader and the tag, and sends      

to the reader. Reader validates     , and sends     to 

the tag. 

Traceability Attack on Sundaresan et al. Protocol  

In this section, we show that traceability attack is 

applicable on Sundaresan et al. ‎[9] search protocol with 

two different scenarios. In the first scenario, an 

adversary will listen to the reader's query and saves   

and  , and will block tag's response to the reader. The 

reader will not receive the response and will not update 

its own    . At the moment, the tag will update its own 

      and     as follows: 

                                                                                   (1) 

    (   )     .                                                              (2) 

The adversary sends the captured queries to the tags. 

The target tag will check the validity of captured   and   

sent by the adversary with both       and    . Hence it 

will always consider them as valid queries, therefore the 

target tag responds to the requests with probability of  . 

On the other hand, tags that are not the wanted tag will 

replay to the requests with probability of  . 

In this scenario, which is inspired by 

Eslamnejhadnamin et al.’s work ‎[23],  suppose that there 

are   tags in the reader's searching area, the adversary 

will send a captured valid queries   times to these tags. 

Assume the random variable   denote the number of 

received answers by the adversary from the tags. If the 

wanted tag is not present, then the random variable   

follows the binomial distribution with parameters 

  (   ) and  . Hence the expected value of   is 

  (   )   and the variance is   (   )   (   ). 

The adversary counts the number of received answers. If 

for a real number    |    (   )  |      then the 

adversary concludes that the target tag is not present. 

To find the optimal value of   and   such that 

traceability attack performs with high probability, the 

adversary can use Chebyshev's inequality.  

By Chebyshev's inequality, if   is a random 

variable with expected value  , and non-

zero variance    , then for any real number    , we 

have: 

   (|   |    )    
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So, by choosing the appropriate value of parameters 

  and  , the opportunistic adversary can be successful 

with high probability. 

 

 

eavesdrops on the communication between the reader 

and the tag. Since the channel between reader and tag is 

insecure, adversary can store reader's queries 

            (        ) and        (    

    )     and block tag's respond. 

In the second scenario, which is inspired by Jannati 

and Bahrak's attack ‎[22] on Sundaresan et al. ‎[8], to 

perform the traceability attack, we assume the adversary  

 

 

So, the reader will not receive the respond and will 

not renew its own      and at the moment, the tag will 

update       and    . To trace a specific tag, the 

adversary will send reader's previous queries to tags and 

receive responses from them. 

Server Reader Tag 

 Generates random number    Extracts    : 

 Computes:     (      )        

             (        ) If           (      ) 

        (        )        Query is valid 

Computes 𝜇 δ    with                                                     

 

   Generates random number    

If    isn’t fresh aborts the protocol     Computes: 

If 𝜇 δ      (   )  

 

  

      (   )          

    Reader is valid               

If                    (  )                                           

    Computes      with            
  (  

 )        

    If                      
    else 

    Tag is valid, if no aborts the 

protocol. 

                                
 

   restarts this step using     
   

 If server identifies tag with      

then: 

 If both     and       do not return 

valid     

           ( )    
                                                         Generates random number δ 

Computes: 

   Answers with probability of λ 

 𝜇   (   )    δ If    was matched using     then: 

 𝜇
 
 𝜇

 
                     

 
𝜇
 
 (𝜇

 
)
 

      
         (   )      

Computes:  δ   ( δ  )
 
           

                        
  

      (   )         ( 

    ) 

  
  (  

 )       

       (     )   ( )                 
  𝜇

 
  δ     

   

Increments the     variable by 1   

   

If             

 

 

    Server should authorized the 

reader 

 

                                                    If δ is valid in       ( ) 

                        (𝜇)    

 

  

   Updates     as:  

                        (    ) If: 

                                                        (   )         ( 

    ) 

  Updates s as: 

      ( )    

  Otherwise aborts the protocol 

Fig. 1: Sundaresan et al. search protocol [9]. 
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The target tag will check the validity of captured   

and   sent by the adversary with both       and    . 

Hence it always will consider them as valid queries, and 

if a tag does not answer, then the adversary concludes 

that it is a noise tag. Adversary repeats this process and 

tries to find the wanted tag. 

Assume   tags exist in the reader's searching area. 

We know that noise tags will answer the query with 

probability of    Also, suppose that    is the wanted tag 

and             are noise tags, and all of them are 

available.  

Let an adversary sends the captured queries   times, 

and let    be the event that    answers to all the 

received queries, hence   (  )    . In this scenario, 

the traceability attack will fail if at least one of the noise 

tags answers all received queries. On the other hand, the 

probability of the attack’s failure is equal to   (     

   ).  

Also, we have: 

  (        )  ∑   (  )
 
    (   )                  (3) 

So, if the adversary wants to limit the probability of 

the attack’s failure to  , the number of queries that has 

to send is   ⌈
   ( )    (   )

   ( )
⌉   

In this section, we show that Sundaresan et al. ‎[9] 

search protocol is unprotected against traceability 

attack. In the next section, we will improve their 

protocol to prevent tracing the tag. 

The traceability attack is applicable because the tag 

cannot recognize if the received query is reused or not. 

So, to improve Sundaresan et al.  ‎[9] search protocol and 

prevent tractability attack, we use a counter within the 

queries. This way the tag will recognize if a query is fresh 

or not. 

Proposed Improved Search Protocol 

The setup phase in improved protocol is like 

Sundaresan et al.  ‎[9] search protocol's setup phase. 

Also, in this phase server gives a counter (    ) to the 

reader. The tag and the reader will increase the amount 

of counter after each query. After setup phase, reader 

starts to search for the wanted tag. At first, reader will 

increase its counter by 1 (           ), then 

calculates  ,   and   as follow: 

          (       )     (       )                (4) 

      (        )                                                    (5) 

           (      )                                                  (6) 

Reader then sends  ,   and   to the tags in the area. 

Each tag will extract pseudo random number from 

received   using its own    and    : 

    (        )                                                      (7) 

Then the tag will extract the counter from received   

using extracted pseudo random number and its own   : 

       (      )                                                       (8) 

If the counter (    ) extracted from query is smaller 

than the one in tag's memory, the tag will notice that 

either replay or impersonation attack took place. 

Otherwise, tag will check if the id in   is equal to its own 

id as follows: 

          (       )     (       )             (9) 

If above check fails, tag will repeat these steps using 

    
  . If tag's id didn't match using both     and     

  , 

then the tag will respond with probability of  . The 

improved search protocol is shown in  

Fig. 2. 

Informal Security Analysis 

In this section, we informally prove that our improved 

search protocol is resistant to replay, traceability, de-

synchronization, and Dos attacks. We also indicate that 

our improved protocol provides tag and reader 

anonymity and location privacy. 

A.  Replay Attack 

To perform a replay attack, the adversary stores 

legitimate queries sent from the reader during a session 

then uses this information to query the tag. Since both 

the reader and the tag use random numbers and 

encipher them properly, and the reader uses a counter 

(   ) to create a query. Also, both the reader and the tag 

update their counter after a query. So, the tag will 

understand that if the received message is fresh or not 

and will answer the old query with probability of  .  

So, the replay attack is not applicable, since every 

legitimate query will be fresh.  

B.  Traceability Attack 

The weakness of Sundaresan et al. ‎[9] search protocol 

is that the freshness of the queries is not guaranteed. In 

our improved search protocol, the reader uses a counter 

(   ) in each message and increases its counter by 1 

after each query.  

The wanted tag also increases its counter after 

receiving a legitimate query. Thus, each query will be 

fresh, and the attacker will not notice that if the wanted 

tag is present or not.  

So, performing a traceability attack is impossible, and 

tag location privacy is satisfied. 

C.  Tag Anonymity 

In improved search protocol, the attacker cannot 

detect the value of tag's unique   , since it is well hidden 

in  (      ). So, the adversary cannot obtain any 

information about the tag, and its anonymity is 

guaranteed. 
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D.  De-synchronization Attack 

If the adversary blocks answer from the tag {  ,  
 } or 

the answer gets lost during the communication, this way 

the tag updates its own     but the reader does not, and 

this causes de-synchronization of the keys. Since the tag 

saves its own     
   from the last session and checks the 

validity of the received query with it, a de-

synchronization attack is not applicable. 

 

E.   DoS Attack 

If an attacker blocks the message {   } or forges it, it 

can cause de-synchronization between the tag and the 

server leading to Dos attack. If the message {   } is 

blocked, it cannot lead to DoS attack. 

Since the server keeps both   and    , and it will be 

able to validate the next answers by     
  . 

 
 

Server Reader  Tag  

 Generates random number    Extracts    : 
 Increments the     variable by 1     (      )        
 Computes:        (      )       

Computes 𝜇 δ    with               (       )     (       ) If it's lower than tag's own counter 
then  

If    isn’t fresh aborts the protocol        (        )      impersonation attack took place  

If 𝜇 δ      (   )            (      ) If 
    

      (       )     (       ) 

    Reader is valid                                                             Query is valid 
If                Generates random number    
    Computes      with         Computes: 
    If                      

           (   )          

    Tag is valid, if no aborts the 
protocol. 

                             

 If server identifies tag with      
then: 

        (  )                                               

      
     ( )    

       
  (  

 )          

  Else  restarts this step using     
   

 Generates random number δ 
Computes: 

If both     and       do not return 
valid     

Computes: 𝜇   (   )    δ    Answers with probability of λ 
      (   )         ( 

   ) 
𝜇
 
 𝜇

 
      If    was matched using     then: 

       (     )   ( ) 
𝜇
 
 (𝜇

 
)
 

      
                       (   )      

Increments the     variable by 1  δ   ( δ  )
 
                              

  

   
  (  

 )            
If                   

  𝜇
 
  δ     

   

    Server should authorized the 
reader 

  

                                
 If δ is valid in       ( )           

                          ( )     
   Updates     as:  

                                                                 (    ) If: 

                                                               (   )         ( 
    ) 

  Updates s as: 
    ( )    

  Otherwise aborts the protocol 
   
   

 
Fig. 2: Improved Search Protocol. 

 

To forge the message {   }, the attacker has to 

know both the reader and the tag’s secrets. Since it is 

not possible to obtain any information about secrets as 

they are well hidden during the sessions, only a 
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legitimate server can calculate the message {   }.  

Therefore it is impossible to perform a DoS attack.  

F.  Reader Anonymity and Location Privacy 

The reader’s id is sent in a hash form  (   ), and it is 

properly enciphered in the 𝜇. So, if the attacker does not 

know the value of prime numbers   and  , he will not 

obtain any information. Therefore, the search protocol 

provides reader anonymity and location privacy. 

Formal Security Analysis 

In this section, we use GNY logic  [24], which is a 

formal method to evaluate the security of improved 

search protocol. Table 2 shows the rules of GNY logic. 

In the first step, we translate the messages of the 

protocol to the GNY logic parser: 

Message1:     : 

   (        (       )     (       )) (The 

tag T receives message A). 

Message2:          (    (        )   ) (The 

tag T receives message B). 

 
Table 2: GNY logic rules ‎[24] 
 

Rules Description 

T1 A principal is being told of a “not-originated-here” 

formula. 

P1 A principal is capable of possessing a formula he is 

told. 

P2 If a principal possesses two formulas, then he is 

capable of possessing a function F of them. 

F1 If P believes a formula X is fresh, then he is entitled 

to believe that any formula of which X is a 

component is fresh. 

I1 Suppose that for principal P, all of the following 

conditions hold: (1) P receives a formula consisting 

of a X encrypted with key K and marked with a not-

originated-here mark; (2) P possesses K; (3) P 

believes K is a suitable secret for himself and Q; (4) 

P believes formula X is recognizable; (5) P believes 

that K is fresh or that X is fresh. Then P is entitled 

to believe that (1) Q once conveyed X; (2) Q once 

conveyed the formula X encrypted with K; (3) Q 

possesses k. 

J1 J1 states that if P believes that Q has jurisdiction 

over some statement C and that Q believes in C, 

then P ought to believe in C as well. 

 

Message3:          (         (      )) (The 

tag T receives message C). 

Message4:        

   ( ( (   )         )
       )) (The reader 

R receives message   ). 

Message5:       
      ((  )

       ) (The reader 

R receives message   
 ). 

Message6:         

   ( ( (   )         )
       )) (The server S 

receives message   ) 

Message7:       
     ((  )

       ) (The server S 

receives message   
 ) 

Message8:           (( (   )     )       ) 

(The server S receives message 𝜇 ) 

Message9:          (( )       ) (The server S 

receives message   ) 

Message10:       ((  )
       ) (The server S 

receives message   
 ) 

Message11:           

   (     ( (   )         (     )  
 )   ( )) (The reader R receives message    ) 

Message12:            (       (𝜇))     

(The tag T receives message   ) 

Then we write the assumptions used in the improved 
protocol that are going to use to evaluate the 
correctness of the protocol: 

A1:R     : The reader R possesses   . 

A2:  |     : The reader R believes that    is fresh. 

A3:      : The reader R possesses    . 

A4:  |      : The reader R believes that     is fresh. 

A5:      : The reader R possesses    . 

A6:  |      : The reader R believes that     is fresh. 

A7:     : The tag T possesses   . 

A8:  |     : The tag T believes that    is fresh. 

A9:      : The tag T possesses    . 

A10:  |      : The tag T believes that     is fresh. 

A11:      : The tag T possesses    . 

A12:  |      : The tag T believes that     is fresh. 

A13: |   
   
↔  : The reader R believes that     is a 

suitable secret between the reader R and the tag T.  

A14:  |   
   
↔  : The tag T believes that     is a 

suitable secret between the tag T and the reader R. 

A15:    : The tag T possesses  . 

A16:  |    : The tag T believes that   is fresh. 

A17:    : The sever S possesses  . 

A18:  |    : The server S believes that   is fresh. 

A19:    :  The reader R possesses  . 

A20:  |    : The reader R believes that   is fresh. 

A21:  |   
  
↔  : The tag T believes that    is a suitable 

secret between the tag T and the server S. 

A22:  |   
  
↔  : The server S believes that    is a 

suitable secret between the server S and the tag T. 

Then we described the security correctness goals: 

B1: |  |          (       )     (       ): 

The tag T believes that the reader R conveys the formula 

(        (       )     (       )). 

B2:  |  |      (        )   : The tag T believes 
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that the reader R conveys the formula 

(    (        )   ). 

b3:  |  |  (         (      )): The tag T believes 

that the reader R conveys the formula 

(         (      )). 

B4:  |  |  ( (   )         )
       ): The 

reader R believes that the tag T conveys the formula 
(( (   )         )

       ). 

B5:  |  |  ((  )
       ): The reader R believes that 

the tag T conveys the formula ((  )
       ). 

B6:  |  |  ( (   )         )
       ): The 

server S believes that the reader R conveys the formula 
(( (   )         )

       ). 

B7:  |  |  ((  )
       ): The server S believes that 

the reader R conveys the formula ((  )
       ). 

B8:  |  |  ( (   )     )
 
      ): The server S 

believes that the reader R conveys the formula 

(( (   )     )
 
      ). 

B9:  |  |  (( )       ): The server S believes that 
the reader R conveys the formula (( )       ). 

B10:  |  |  ((  )
       ): The server S believes 

that the reader R conveys the formula ((  )
       ). 

B11: |  |  ( (   )         (     )   )  
 ( )): The reader R believes that the server S conveys 

the formula ( (   )         (     )   )  
 ( )). 

B12:  |  |  (       (𝜇))   : The tag T believes 
that The reader R conveys the formula 

(       (𝜇))   . 

-Proofing B1, B2 and B3: 

D1: Assume that the tag is being told of messages A, B 
and C (T1). 

D2: by D1, assume that the tag possesses A, B and C (P1). 

D3: by D2, assume that the tag believes that A, B and C 
are fresh (F1). 

D4: From D3 (after series of steps D1, D2, D3) and 
assumptions A2, A4, A6, and A13 and applying 
postulates I1 and P2, B1 is achieved. 

D5: From D3 and assumptions A2, A4, A13 and applying 
postulates I1 and P2, B2 is achieved. 

D6: From D3 and assumptions A2, A6 and applying 
postulates I1 and P2, B3 is achieved. 

-Proofing B4 and B5: 

D7: Assume the reader is being told of messages    and 

  
 (T1). 

D8: By D7, assume that the reader possesses    and   
  

(P1). 

D9: By D8, assume that the reader believes    and   
  are 

fresh (F1). 

D10: B4 is achieved From D9 (after series of steps D7, 
D8, D9) and assumptions A2, A8, A16 and applying 

postulates I1 and P2. 

D11: B5 is achieved From D9 (after series of steps D7, 
D8, D9) and A8, and applying postulates I1 and P2. 

-Proofing B6, B7, B8, B9 and B10: 

D12: Assume the server is being told of messages      

  
  𝜇

 
 δ  and   

  (T1). 

D13: By D12, Assume the server is possesses messages 

       
  𝜇

 
 δ  and   

   (P1). 

D14: By D13, assume server believes that messages      

  
  𝜇

 
 δ  and   

   are fresh (F1). 

D15: B6 is achieved From D14 (after series of steps D12, 
D13, D14) and A2, A8, A16 and applying postulates I1, J1 
and P2. 

D16: B7 is achieved From D14 (after series of steps D12, 
D13, D14), A8 and applying postulates I1, J1 and P2. 

D17: B8 is achieved From D14 (after series of steps D12, 
D13, D14), A2, A20 and applying postulates I1, J1 and P2. 

D18: B9 is achieved From D14 (after series of steps D12, 
D13, D14) and A20 and applying postulates I1, J1 and P2. 

D19: B10 is achieved From D14 (after series of steps D12, 
D13, D14) and A2 and applying postulates I1, J1 and P2. 

-Proofing B11: 

D20: Assume the reader is being told of message {    } 
(T1) 

D21: By D20, assume that the reader possesses {    } 
(P1). 

D22: By D21, assume that the reader believes message 
{    } is fresh (F1). 

D23: From D22 and assumptions A8, A20 and applying 
postulates I1 and P2, B11 is achieved. 

-Proofing B12: 

D24: Assume the tag is being told of message {   } 
(T1). 

D25: By D24, assume that the tag possesses {   } (P1). 

D26: By D25, assume that the tag believes message 
{   } is fresh (F1). 

D27: From D26 and assumptions A8, and applying 
postulates I1 and P2, B12 is achieved. 

Security and Performance Comparison 

In this section, we compare the improved search 

protocol with search protocols proposed earlier.  

In Table 3, we compare the improved protocol with 

some other search protocol in terms of hash, HMAC, 

PUF, PRNG, LFSR, Encryption and Decryption functions, 

XOR, and concatenate used in them. 

We observe that Tan et al.’s search protocol ‎[3] uses 

hash functions, so it cannot be a lightweight protocol. 

Chun et al. use symmetric encryption functions when 

querying a specific tag ‎[5], so their protocol cannot be 

EPC compatible. Sundaresan et al. use lightweight 

function within their protocols ‎[8], ‎[9], so their protocols 
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can be low cost and compatible with EPC standard. 
 

Table 3: Complexity comparison 
 

Protocol ‎[3] ‎[5] ‎[8] ‎[9] ‎[16] 
Proposed 

Protocol 

H1 2 0 0 0 0 0 

H2 3 2 0 1 0 1 

H3 2 2 6 8 4 12 

H4 0 0 0 0 3 0 

H5 0 0 2 3 0 5 

H6 0 0 0 0 4 0 

H7 0 2 0 0 0 0 

H1: Number of Hash/ H2: Number of  /H3: Number of 

 /H4: Number of PUF /H5: Number of PRNG/ H6: 

Number of LFSR/ H7: Number of E(.) and D(.) 

 

Kulseng et al. use PUF functions in their protocol ‎[16], 

but it is hardly unlikely to implement PUF on a large 

scale ‎[9]. In our improved protocol, the number of PRNG 

functions and XOR operators increased slightly, 

comparing to the Sundaresan et al. search protocol ‎[9]. 

But since our protocol still uses lightweight functions, 

the cost of implementing it on RFID system will be low as 

well.   

In Table 4, the improved search protocol is compared 

with some well-known search protocols based on 

various parameters such as tag and reader anonymity, 

tag and reader location privacy, EPC compliance and 

some attacks such as replay, tracing, DoS and de-

synchronization. 
 

Table 4: Security comparison 
 

 

 

Protocol 

 

 

‎[3] 

 

 

‎[4] 

 

 

‎[6] 

 

 

‎[9] 

 

 

‎[12] 

 

 

‎[14] 

IM
P

R
O

V
ED

 

P
R

O
TO

C
O

L 

Tag 

anonymity 

 

S 

 

S 

 

S 

 

S 

 

S 

 

S 

 

S 

Reader 

anonymity 

 

NS 

 

S 

 

NS 

 

S 

 

S 

 

S 

 

S 

Tag location 

privacy 

 

NS 

 

NS 

 

NS 

 

NS 

 

S 

 

S 

 

S 

Reader 

location 

privacy 

 

NS 

 

S 

 

NS 

 

S 

 

S 

 

S 

 

S 

Replay attack NA NA NA A NA NA NA 

Traceability 

attack 

 

A 

 

A 

 

A 

 

A 

 

NA 

 

NA 

 

NA 

DoS/ 

Desynchroniz

ation attack 

 

NA 

 

NA 

 

NA 

 

NA 

 

A 

 

NA 

 

NA 

EPC 

compatible 

 

N 

 

N 

 

N 

 

Y 

 

N 

 

N 

 

Y 

Applicable (A)/ Not Applicable(NA)/ Satisfied(S)/ Not Satisfied 

(NS)/ Yes (Y)/ No (N) 

Conclusion 

In this paper, we probed the security of Sundaresan 

et al. search protocol ‎[9] and discovered that an 

adversary could trace a tag. This weakness causes from 

the tag not being able to recognize an old query. 

We showed that traceability attack applicable and 

explained it with two separate scenarios.  

In the first scenario, we indicated that a traceability 

attack is executable, and the adversary could recognize 

whether the wanted tag is present with high probability 

by applying Chebyshev's inequality.  

In the second scenario, we showed that a traceability 

attack is applicable with high probability if the adversary 

sends out a sufficient amount of queries to the tags in 

the area. 

Following that, we proposed an improvement on 

Sundaresan et al. search protocol ‎[9], that uses a counter 

when sending a query to ensure the freshness of the 

legitimate requests. Then, in the last section, security 

analysis of the improved protocol showed that it is 

immune against replay, traceability, Dos and de-

synchronization attacks, and tag and reader anonymity 

and location privacy are maintained as well. 

Author Contribution  

S. Saderi, F. Moazami, G. Oudi proposed traceability 

attack on Sundaresan et al. search protocol. Sh. Saderi, F. 

Moazami proposed an improvement on the Sundaresan 

search protocol and analyzed security and performance 

of improved search protocol. 
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Abbreviation 

      
Represents Server, Reader and Tag 
respectively 

   Access List for the Reader 

     (   ) Unique Tag ID and hash value of     

     (   ) 
Unique Reader ID and hash value of 
    

   
Secret key unique for each tag in the 
system, used to generate   = 
h(   ,  ); known only to the server 

      
Random number generated by server 
and previous value of   
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Four large prime numbers generated 
by the server 

    
 = .h stored in reader and  = .  
stored in the tag 

  
Number of the readers that can 
access a tag 

  
Number of tags a reader is authorized 
to search 

     Computed as     = (   )   

    
   Computed as     

  = (   )     

          
Shared secret between reader and a 
tag; previous value of   s 

     
Random numbers generated by the 
reader 

   Random number generated by the tag 

          
Current and maximum value for 
counter 

    
Queries sent from reader to tag in 
Sundaresan et al. search protocol 

      
Queries sent from reader to tag in our 
improved search protocol 

      
  

Wanted tag’s respond to a legitimate 
query 

      
  𝜇   δ     

  Legitimate reader’s answers to server 

     
Server’s acknowledgment sent to the 
reader 

    
Reader’s acknowledgment sent to the 
valid tag 

λ 
Probability that a tag replies if query is 
not for that tag 

PRNG Pseudorandom number generator 

    
 

Exclusive-OR Function (XOR) and 
Concatenation of two values 

  Random variable 

  Expected value of   

   Finite non-zero variance of   

  A real number 

  
Assumed number of tags in reader’s 
searching area  

  
Number of captured queries sent by 
an adversary 

T1 Being told formula 

P1 First possession rule 

P2 Second possession rule 

F1 Freshness rule 

I1 Interpretation rule 

J1 Jurisdiction rule 

A Assumptions used in security analysis  

B Security correctness goals 

D Security correctness proofs  
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 Background and Objectives: medical image Segmentation is a challenging 
task due to low contrast between Region of Interest and other textures, 
hair artifacts in dermoscopic medical images, illumination variations in 
images like Chest-Xray and various imaging acquisition conditions. 
Methods: In this paper, we have utilized a novel method based on 
Convolutional Neural Networks (CNN) for medical image Segmentation and 
finally, compared our results with two famous architectures, include U-net 
and FCN neural networks. For loss functions, we have utilized both Jaccard 
distance and Binary-crossentropy and the optimization algorithm that has 
used in this method is SGD+Nestrov algorithm. In this method, we have 
used two preprocessing include resizing image’s dimensions for increasing 
the speed of our process and Image augmentation for improving the results 
of our network. Finally, we have implemented threshold technique as 
postprocessing on the outputs of neural network to improve the contrast of 
images. We have implemented our model on the famous publicly, PH2 
Database, toward Melanoma lesion segmentation and chest Xray images 
because as we have mentioned, these two types of medical images contain 
hair artifacts and illumination variations and we are going to show the 
robustness of our method for segmenting these images and compare it 
with the other methods. 
Results: Experimental results showed that this method could outperformed 
two other famous architectures, include Unet and FCN convolutional neural 
networks. Additionally, we could improve the performance metrics that 
have used in dermoscopic and Chest-Xray segmentation which used before.  
Conclusion: In this work, we have proposed an encoder-decoder framework 
based on deep convolutional neural networks for medical image 
segmentation on dermoscopic and Chest-Xray medical images. Two 
techniques of image augmentation, image rotation and horizontal flipping 
on the training dataset are performed before feeding it to the network for 
training. The predictions produced from the model on test images were 
postprocessed using the threshold technique to remove the blurry 
boundaries around the predicted lesions. 
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Introduction 

Medical image segmentation is one of the most 

important and vital tasks that in recent years, many 

 
computer-based procedures have developed to do this 

task precisely. Likewise, in this paper we have introduced 
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an algorithm for automatic medical image segmentation 

toward segmenting melanoma cancer images and Chest-

Xray medical images.  

Actually, this important and vital task contains the 

process of automatic or semi-automatic detection of 

boundaries within a 2D or 3D image. A major difficulty of 

this task is the high variability in medical images. First of 

all, human’s anatomy and body’s organs include lots of 

variations in each person. After that, different imaging 

modalities (X-ray, CT, MRI, Microscopy, PET, SPECT, 

Endoscopy, OCT, and etc.) that use to create medical 

images from different organs of patients. As we have 

mentioned before, there are some problems in medical 

images such as hair artifacts in dermoscopic medical 

images and the images which are related to the hairy 

parts of body. 

Segmentation task in medical images resulted in 

separate the region of interest (ROI) from other regions 

that exist in different medical images. This task helps 

doctors for further diagnostic insights and cure the 

patients. Possible applications are automatic 

measurement of organs, cell counting, or simulations 

based on the extracted boundary information.  

This paper is organized as following. first, we discuss 

about previous works in section II, then we introduce the 

details of the proposed segmentation method in Section 

III, then report the experimental design and results in 

Section IV. Finally, we conclude our study in Section V. 

Previous Works 

In the past years, researches introduced many 

computer-based algorithms to solve medical image 

segmentation problem. Some of these efforts include:  

Kim.J.U in  [1], proposed an iterative structure in deep 

neural networks for medical image segmentation. in this 

method an encoder-decoder structure mixed with 

iterative structure until they can improve the 

segmentation results that include complex shapes in 

medical images. they utilized two technics include 

transfer-learning and data augmentation for prevent 

overfitting.  

Chang.Y in  [2], proposed a method for segmenting 

cardiac medical images. first of all, ROI detects by YOLO 

neural network then it feeds to a convolutional neural 

network for segmentation. finally, by a fully connected 

neural network, the segmented images classify and then 

the doctor can detect the type of cardiac disease 

precisely. 

Isin in  [3], discussed about different methods for 

brain image segmentation. these methods divide to 

three categories include: non-automatic, semi-automatic 

and automatic methods. In automatic methods, there is 

no intervention from human and because of this the 

probability of error decreases. 

Pim in  [4], could train a CNN for segmenting six 

texture in MRI brain images, Chest muscle in muscle MRI 

images and vessel in CT cardiac images. then this 

method is suitable for segmentation of different organs 

and in different imaging conditions. 

Dina Abdelhafiz in  [5], proposed a method by Unet 

neural networks for addressing the lesions that exist in 

mammogram images precisely. In this paper, the 

accuracy improved, by batch normalization and data 

augmentation. 

Hauzhu Fu in  [6], developed a method for eye vessels 

segmentation by fully connected neural networks. this 

network produces the feature map of eye vessels and 

feeds it to CRF neural network until produces the binary 

images of eye vessels. 

Zhe Gou in  [7], analysed medical images in different 

levels include: feature learning, classifier level and 

decision making. They developed a neural network until 

detect malignant tumors in different imaging conditions 

(computerized tomography, PET and MRI).  

Celebi et al in  [8], used a procedure for skin lesion 

detection by using four threshold methods. 

Zhou et al in  [9], optimized the automatic skin lesion 

segmentation by mean shift estimation. This method 

needs many computational sequences. 

Xie et al in  [10], combined a neural network method 

with genetic algorithm for skin lesion segmentation. 

Recently, convolutional neural networks are one of 

the most important and practical algorithms in the 

image segmentation task, specifically for medical image 

segmentation  [11]. This algorithm has been used for 

brain tumor segmentation in MR brain images  [12], 

cardiac image segmentation  [13], skin lesion 

segmentation by non dermoscopic images  [14] and 

many other medical image segmentation tasks which are 

related to different parts of the body with different 

shapes of organs and various artifacts.    

Proposed method 

Stochastic Gradient Descent (SGD) is the optimization 

algorithm which has been used in this method. It is an 

iterative method for optimizing an objective function 

with suitable smoothness properties. It can be regarded 

as a stochastic approximation of gradient descent 

optimization, since it replaces the actual gradient by an 

estimate thereof. Especially in high dimensional 

optimization problems, it reduces the computational 

burden, achieving faster iterations in trade for a lower 

convergence rate. A good overview with convergence 

rates can be found in  [15]. Given a set of training 

examples (     )  (     ) where     
  and 

    (        for classification), our goal is to learn a 

linear scoring function  ( )         with model 

parameters      and intercept    . In order to 

make predictions for binary classification, we simply look 

at the sign of  ( )  To find the model parameters, we 
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minimize the regularized training error given by 

following formula: 

 (   )   
 

 
 ∑  (    (  ))    ( )
 
             (1) 

In this method, there are two preprocess steps that 

have been done on medical images which feed to the 

network. These steps include resizing the images and 

image augmentation. After that, preprocessed images 

enter to the network for segmentation process. The 

outputs are segmented images which are blurred. We 

have solved this problem by a post processing step 

which uses threshold technique to make the segmented 

images sharper. We have shown the sequence of our 

algorithm in Fig. 1. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1: The sequence of implemented algorithm. 

 

A. Network Architecture  

The proposed deep neural network contains an 

encoder decoder structure that includes 64-layerd 

network excluding the final activation layer. Every 

sequence of encoder has multiple convolutional layers, 

batch normalized with ReLU nonlinearity which is 

followed by non-overlapping max pooling and sub-

sampling. At the center of the network there are two 

dense layers present before the first up-sampling begins. 

The defining characteristic of proposed network is the 

use of max pooling indices in the decoders to perform 

up-sampling of low-resolution feature maps. This leads 

to keeping of the important detailed features in the 

image and non-useful features are erased. This neural 

network provides smooth images without any post-

processing technique involved. This method could 

outperform two FCN and Unet architectures. 

FCN, despite up-convolutional layers and a few 

shortcut connections produces coarse segmentation 

maps. Therefore, more shortcut connections are 

introduced. However, instead of copying the encoder 

features as in FCN, indices from max-pooling are copied. 

This proposed method more memory-efficient than FCN. 

Also, in proposed method only the pooling indices are 

transferred to the expansion path from the compression 

path, using less memory. Whereas in the Unet, entire 

feature maps are transferred from compression path to 

expansion path making, using a lot of memory. Also, the 

outputs producing by this method are smooth and the 

borders between the region of interest and surrounded 

areas can’t be detected precisely by the physicians, 

because of this we used a threshold technique for 

making the results sharper as post processing technique 

which is clarified in the next parts of this manuscript. The 

architecture of proposed neural network has been 

shown in Fig. 2.  

 

 
                                   Conv + Batch Normalization + Relu 

                                   Pooling 

                                   Up-sampling 

                                   Softmax   

Fig. 2:  Architecture of proposed neural network.  

    
The architecture consists of a sequence of non-linear 

processing layers (encoders) and a corresponding set of 

decoders followed by a pixel-wise classifier. Typically, 

each encoder consists of one or more convolutional 

layers with batch normalization and a Relu non-linearity, 

followed by non-overlapping max-pooling and sub-

sampling.  

The sparse encoding due to the pooling process is up-

sampled in the decoder using the max-pooling indices in 

the encoding sequence. One key ingredient of this 

method is the use of max-pooling indices in the decoders 

to perform up-sampling of low resolution feature maps. 

This has the important advantages of retaining high 

frequency details in the segmented images and also 
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reducing the total number of trainable parameters in the 

decoders. The entire architecture can be trained end-to-

end using stochastic gradient descent. 

B.Loss Function  

The loss functions used here are both Binary- 

crossentropy and Jaccard distance. The cross-entropy is 

a function which measures how far away from the true 

value the prediction is for each of the classes and then 

averages the errors class wise to obtain the final loss. In 

this problem, there lies only two classes for each pixel, 

either black or white (0 or 1) as per the mask. So, here 

binary cross-entropy is used as the loss function rather 

than the categorical cross-entropy originally proposed. 

The binary cross-entropy is in the below form: 

 (   ̂)    
 

 
∑ (      (  ̂
 
   )  (   )  (  (  ̂))    (2) 

Moreover, we have utilized Jaccard distance as loss 

function, but eventually we have reported our results 

based on binary cross entropy, because it had more 

accuarate and higher evaluation metrics. Jaccard 

distance defines as following  [16] : 

   (   )     (   )    
|   |

| |  | |  |   |
        

M represents the ground truth of segmentation, 

which is normally a manually identified tumor region, 

and C represents a computer-generated mask. dJ (M C) 

itself is not differentiable, which makes it difficult to be 

directly applied into backpropagation. 

C. Network Training  

For the training process, we have utilized 75% of 200 

images that are available in the PH2 dataset ‎[17]. 

moreover, the actual number of images in both PH2 

dataset and Chest-Xray images are more than 150, 

because after image augmentation technique as 

preprocessing, the number of images increases to 450 

and then enter to the network. We have separated these 

images into training and validation dataset for improving 

the network performance. 20% of these 450 image 

associate to validation dataset and the rest of them 

associate for training dataset. As per the architecture of 

the network the total parameters to be trained are 

33,377,795 out of 33,393,669 whereas the non-trainable 

parameters are 15,874. The implementations are in 

Keras and the environment used is the google colab, 

cloud space for python codes.  

D.Image Augmentation 

The procedure of image augmentation on training 

images has been used for increasing the robustness of 

the model and reducing the chances of overfitting. Also, 

it will increase the images that are available in the 

dataset. The two simple techniques that have been used 

in this method are image rotation and horizontal 

flipping  [18].  

In the image rotation, the images are rotated around 

the [-40, +40] degrees and for horizontal flip, the images 

are reversed around horizontal axis. All the above 

transformations are exactly performed on the 

corresponding masks of the images as well to maintain 

the correct orientation of feature images with their truth 

masks. As we have mentioned in the last part, after the 

augmentation the transformed images are included in 

the training set which increases our training set from 150 

to 450. Out of these 450 images, 90 (20%) have been 

excluded from training set for the formation of a 

validation set and the rest of images associate to training 

dataset. Results of our image augmentation technique 

have been displayed in Fig. 3.   

In the image augmentation technique, both original 

medical images and their corresponding masks have 

been affected by this technique and because of this, the 

total number of training images that are going to feed to 

the neural network, increase to 450. 
 

a                            b                            c 

 
Fig. 3: image augmentation technique. a) original medical 

images with their corresponding masks. b) rotated images with 
their corresponding masks. c) horizontal flipped images with 

their corresponding masks. 
 

E.Batch normalization 

Batch normalization  [14] is the technique of speeding 

(3) 
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up the learning process of the neural network by 

normalizing the values in the hidden layers similar to the 

principle behind the normalization of the features in the 

data or activation values.  

In the proposed network the batch normalization 

layer is presented after every convolution layer with a 

total of 25 batch normalization layers in the entire 

network architecture.  

Experimental Results and Design 

A. Datasets 

The used medical datasets include PH2 dermoscopic 

dataset which contains 200 dermoscopic images and 

their label masks and Chest-Xray images that contains 

200 RGB images and their corresponding label masks. 

The dimension of dermoscopic images is 572*765 and 

the dimension of Chest-Xray images is 512*512. The 

dataset has been provided publicly for experimental and 

studying purposes, to facilitate research on both 

segmentation and classification algorithms of medical 

images.  

The PH2 dataset is acquired at the Dermatology 

Service of Hospital Pedro Hispano, Matosinhos, Portugal 

and Chest-Xray dataset has provided in Kaggle ‎[19]. 

Before feeding the medical images to the network, we 

have two preprocessings that one of them is resizing the 

images for speeding up the neural network. In this work, 

we resize all of the medical images into 192*256 and 

make them smaller. 

It largely reduces the parameters to be trained in the 

network as well as the training time and complexity 

without significantly affecting the results. We train and 

evaluate our model with RGB 8 bit images and test it by 

label masks. The size of evaluation set is 20% of train set 

and the size of test set is 25% of the label masks set (50 

images). 

B. Performance Evaluation 

The outputs of the proposed neural network are 

binrized in to the lesion masks. The performance of the 

proposed algorithm has assessed by comparing 

computer generated masks as output with ground truths 

which are provided in the label masks dataset. We have 

assessed our model’s performance by the following 

metrics: 

C. Jaccard Index (JA) 

This metric also has known as Intersection Over 

Union.  

The Jaccard similarity coefficient is a statistical 

similarity measurement to check the diversity among the 

sample sets.  

The IOU gives the similarity among sets and the 

formula is the size of the intersection over the size of the 

union of the sets.  

we can define evaluation metrics based on confusion 

matrix components.  

Let TP, TN, FP, FN refer to the number of true 

positives, true negatives, false positives, and false 

negatives. We can show Jaccard distance by JA and 

define it as following formula:  

   
  

        
    (4) 

TP is the number of pixels that have been predicted as 

ROI correctly, FN is the number of pixels that have not 

been predicted as ROI wrongly and FP is the number of 

pixels that have been predicted as ROI wrongly.  

D.Dice Coefficient 

The Dice score (F1 score) is like precision. It measures 

the positives as well as it applies penalty to the false 

positives given by the model.  

It is more similar to precision than accuracy. We have 

shown dice coefficient by DI and have calculated it by 

the following formula: 

    
    

(     )  (     )
 (5) 

E.Recall 

Recall is a measure which is targeted towards the 

actual or the true positives yielded by the model output. 

In the scenarios where the cost of the False Negatives is 

greater than recall is the better metric to choose the 

best model among the possible ones. Recall also known 

as sensitivity (SE). we can calculate Recall as following 

formula: 

   
  

     
 (6) 

F. Accuracy  

Accuracy approximates that how close our predicted 

output to the real ground truth. We have shown it by AC 

and have calculated it as following formula: 

    
     

           
                 (7) 

Comparison with Two Famous Architectures 

Moreover, we have compared our results with two 

famous architectures, include Unet and FCN networks 

and the methods that have implemented in ‎[16], ‎[20]. 

We have shown our results in Table 1 by using PH2 

dataset. 

Also, we have implemented our method on Chest-

Xray dataset to develop the algorithm on different 

medical images. We have shown our results by using 



M. Taheri et al. 

42 
 

Chest-Xray medical images and compare it with other 

methods in Table 2. 

 
Table 1: Comparison results with other methods, based on 
different optimization algorithms, using PH2 dataset 

 

Method AC DI JA SE 

Yuan ‎[16] 96.3 92.2 86.1 92.6 

FCN 91.7 64.8 87.8 82.2 

Unet 90.9 85.3 92.1 93 

Our 

method 
97.2 76.5 94.5 96.3 

 

 
Table 2: comparison results with other methods, based on 
different optimization algorithms, using Chest-Xray dataset 
 

Method AC DI JA SE 

Johnatan ‎[20] 96.97 93.56 88.07 97.54 

FCN 91.16 87.03 92.90 98.31 

Unet 88.87 88.90 93.11 92.84 

Our method 97.78 97.33 98.38 99.26 

 
 

As shown in the Table 1 and Table 2, our method has 

better results with higher evaluation metrics than the 

other methods that we have mentioned. We have 

compared our method with two Unet and FCN methods, 

because they have robust results in medical image 

segmentation and many works have done by these two 

methods. 

Results and Discussion 

We have implemented our algorithm in the google 

colab space and finally, we have displayed our simulation 

results in Fig. 5 and Fig. 6. Our model is robust on blurry 

borders and segments the skin lesions clearly. We have 

implemented our final results in matlab2014 by 

implementing the segmentation results on their 

corresponding original medical images. The borders of 

region of interests (ROI) are clear in final results and 

doctors can recognize the ROI totally and cure the 

patients.  

Moreover, we have implemented two FCN and Unet 

methods on our dataset, but as shown in Fig. 4, the 

borders of ROI are blurry and not clear. Our method is a 

robust and precise algorithm toward medical image 

segmentation that can implement on other medical 

images like brain cancer dataset, bladder, Covid19-chest-

xray medical images and etc.  

we have shown each medical image with their 

segmentation result by this method and their final result. 

Firstly, we have displayed results for dermoscopic 

medical images in Fig. 5. As mentioned before, we can 

observe in results that our method has more robust 

outputs than the other methods. The borders of ROI are 

clear and specialists can detect them totally. For 

dermoscopic images, there are lots of complex Region of 

Interests with illumination variations that our method 

could overcome these problems and segmented the 

legions in these images. 

Also, for Chest-Xray images, there are illumination 

variations that our algorithm could overcome these 

problems too. 
 

                 a                                 b                                  c 

 

Fig. 4: Results of Unet and FCN. a) original medical images. b) 
Unet segmentation results. c) FCN segmentation results. 

 

For Chest-Xray medical images, we have segmented 

and separated lung’s texture from the other parts and 

also the Chest bone structures are clear in these images. 

By this work all of the problems including lung tumors, 
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lesions in lungs or Bone structure and also the infections 

in lungs and some diseases that happen by them like 

Covid19 can be detected completely. We have displayed 

the results for chest-Xray medical image segmentation in 

Fig. 6. 

 

                a                                 b                                c 

 

Fig. 5: Final simulation results. a) Original dermoscopic images. 
b) Segmentation outputs. c) Final results. 

 

As results display, the proposed algorithm has better 

and more accurate results than Unet and FCN. The 

borders between lungs and other textures in segmented 

results are exactly as similar as original images. Also, in 

final results, we have implemented the segmentation of 

original images. We utilized a post-processing step in our 

algorithm that increases the resolution of segmented 

images and sharps the borders between ROI and other 

regions by threshold technique. By this technique, we 

can compare the segmented outputs with their 

corresponding binary masks and evaluate the 

performance of our algorithm by observation too. We 

have shown the post-processed outputs in Fig. 7. 

 

               a                              b                               c 

 

Fig. 6: Final simulation results. a) original chest-Xray images. b) 
segmentation outputs. c) final results. 

 

                               a                                   b 

 
Fig. 7: post-processed outputs. a) binary masks as ground 

truths. b) corresponding segmented outputs of each binary 
mask after post-processing. 
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Conclusion  

In this work, we proposed an algorithm based on 

deep convolutional neural networks for medical image 

segmentation on dermoscopic and Chest-Xray medical 

images. Several effective training strategies were 

implemented to tackle the challenges that training a 

deep network may face when only limited training data 

is available.  

We designed our loss function based on both Jaccard 

distance and binary-crossentropy.             Two techniques 

of image augmentation, image rotation and horizontal 

flipping on the training dataset are performed before 

feeding it to the network for training. After the training 

process the model was evaluated on several measures 

for statistical values.  

The predictions produced from the model on test 

images were postprocessed using the threshold 

technique to remove the blurry boundaries around the 

predicted lesions and make images sharper for better 

detection.   

As shown in Table 1 and Table 2, Our approach could 

outperform the state-of-the-art methods like Unet and 

FCN or the algorithms that have been done in  [16],  [20] 

when evaluating on an open challenge dataset of Skin 

Lesion Analysis Towards Melanoma Detection in PH2 and 

Chest-Xray medical images. We have displayed our final 

results in Fig. 5, Fig. 6 and it has demonstrated clearly 

that the proposed method is robust to various image 

artifacts and imaging acquisition conditions while using 

minimum pre- and post-processings. We believe this 

method can generalize well to other medical image 

segmentation tasks.  

We hope future works will develop our method for   

dice coefficient improvement and implement it on other 

famous datasets, like: ISIC2017  [21] and ISBI2016  [22] 

and also the other medical datasets for different parts of 

the body. 
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Abbreviations  

CNN               Convolutional Neural Network           

SGD                Stochastic Gradient Descent                

FCN                Fully Convolutional Neural Network 

ROI                 Region Of Interest                                    

JA                     Jaccard Index                                           

DI                     Dice Coefficient                                       

SE                     Sensitivity                                                

AC                     Accuracy                                               

IOU                   Intersection Over Union                       

TP                    True Positive                                           

TN                   True Negative                                          

FP                    False Positive                                           

FN                   False Negative 
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 Background and Objectives: Video processing is one of the essential 
concerns generally regarded over the last few years. Social group detection is 
one of the most necessary issues in crowd. For human-like robots, detecting 
groups and the relationship between members in groups are important. 
Moving in a group, consisting of two or more people, means moving the 
members of the group in the same direction and speed.  
Methods: Deep neural network (DNN) is applied for detecting social groups 
in the proposed method using the parameters including Euclidean distance, 
Proximity distance, Motion causality, Trajectory shape, and Heat-maps. First, 
features between pairs of all people in the video are extracted, and then the 
matrix of features is made. Next, the DNN learns social groups by the matrix 
of features. 
Results: The goal is to detect two or more individuals in social groups. The 
proposed method with DNN and extracted features detect social groups. 
Finally, the proposed method’s output is compared with different methods. 
Conclusion: In latest years, the use of deep neural networks (DNNs) for 
learning and detecting has been increased. In this work, we used DNNs for 
detecting social groups with extracted features. The indexing consequences 
and the outputs of movies characterize the utility of DNNs with extracted 
features. 

 

Keywords: 
Social group detection 

Deep neural network 

Feature extraction 

Video processing  

 

 

 

*
Corresponding Author’s Email 

Address:  

h.farsi@birjand.ac.ir 

 

Introduction 

The importance of video processing has increased 

over time and the expanded use of a camera to detect 

suspicious activity in a crowd and social anomalies [1]-

[9]. Seeing social groups is concerned by governments 

for detecting dangerous situations. To identify abnormal 

behavior, recognizing social groups is a prerequisite. 

Contextual abnormal human behavior detection is 

presented in [10], [11]. People’s interest in moving in 

groups and tracking in the groups are detected by 

multiple cameras [12].  

To walk in the group means to be a subsystem in the 

group; in other words, a group of two or more 

individuals may be considered in the same direction of 

motion.  Walking  in  a  group  is  known   to   be   moving  

 
 

through crowds through the personal control of 

someone or other men. An individual joining a group is 

affected by the group, so that the group suits the 

person’s pace and direction. 

Social signal processing examines social relationships, 

conversational relationships, and even the position of 

people during the conversation. In addition, it shows the 

importance of identifying a social group by a robot. Here, 

it is essential to identify social groups to match these 

relations. Detection of social groups to aid the behavior 

of the robot in teamwork with humans was reported in 

[13], where linear extrapolation of inter-event intervals 

implemented an anticipation method. Skeletal data from 

participants detected social groups, and the method of 

http://jecei.sru.ac.ir/
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anticipating events was used to transfer robots among 

the human group [14], [15]. The technique described in 

[16], [17] detects the robot’s conversation and social 

classes, using people’s direction, and lower-body 

orientation. Clustering games are applied for detecting 

conversation groups in image and video [8], [18]. Deep 

matching-based pairwise potential with a conventional 

spatiotemporal relation-based pairwise potential was 

used to track many people in the video [19]. In this 

article, social group is detected by deep neural network 

(DNN). 

The rest of this paper is structured as follows: A 

summary of the literature is discussed in 2
th

 Section. The 

fundamentals of a DNN are outlined in 3
th

 Section. The 

proposed method is defined in 4
th

 Section. The 

experimental findings are shown in 5
th

 Section. The 

premise is eventually set out in 6
th

 Section. 

Related Work 

Human analysis applications in a crowded scene are 

divided into four categories: visual surveillance, crowd 

management, public space and entertainment design 

[20]. Visual surveillance is a system of monitoring activity 

in a building or area. Crowd management is important to 

manage crowd areas like stadiums. Public space is 

generally accessible to people. Human analysis is 

important for Public space and Entertainment design. 

In this article, social group detection is classified into 

three categories: Support Vector Machine (SVM)-based, 

clustering-based, and deep neural network-based 

detection. 

In SVM-based methods, sociological features between 

pairs of trajectories and supervised learning are applied 

for group detection. Body and head orientation features 

extracted from the social scene are used for detecting 

the social groups. An electric dipole and each person’s 

eyesight are used for this purpose. If a connection is 

found between the eyes of the peoples, this group of 

people is put within a social group [21]. The relationship 

between people is identified using graph-based 

clustering in the method reported in [22], and the SVM 

based classification detects further social group activity. 

Spatial proximity prior, similarity properties prior, and 

spatiotemporal closure prior are used to detect social 

group in the crowd. Features are used to train SVM for 

human group detection [23]. 

Hierarchical clustering is used to classify groups 

within society. Tracking of salient points and adaptive 

clustering is used to identify hierarchical social classes. 

To detecting social groups, agglomerative hierarchical 

clusters with pair proximity and speed are applied [24].  

The Density-Based clustering algorithm is used to 

detect the pedestrian groups. Spatiotemporal-oriented 

energy, slight motion energies, inter-group flow-field 

distance, and bottom-up hierarchical clustering are 

calculated for this purpose. If the inter-group flow-field 

distance between two persons is less than a threshold, 

then two persons are considered as a social group [25]. 

Generating coherent filtering clusters, anchor tracklet, 

seeding tracklets are applied for group detection and 

crowd understanding [26]. 

In DNN Based method, data-driven Generation of 

Socially Acceptable Trajectories (App-LSTM) is employed 

for detecting small groups. The App-LSTM consists of 

position LSTM encoder, orientation LSTM encoder, and 

Group Interaction Module (GIM). A deep affinity 

network is used based on position and orientation to 

detect conversational groups. For this purpose, an 

interaction graph is made based on location and 

orientation. Then pairwise affinities are computed, and 

the affinity matrix is made. Finally, the conversational 

group is detected [27]. Generative adversarial networks 

and LSTM encoder are used in crowds for the estimation 

of trajectories and group identification [28]. 

In recent years, DNNs have been used in many fields 

of science and proved their applications [29]-[30]. The 

Relu and Softmax functions are the most commonly used 

activation functions. In the ReLU activator function, if 

the value of the input is greater than 0, the output is 

equal to the input.  

On the other hand, if the value of the input is less 

than 0, the output is 0. The main advantage of using the 

ReLU activator function is that it has a constant 

derivative for all inputs greater than 0. Better and faster 

network learning is the result of this constant derivative. 

In [31], it is proven that supervised coaching of DNNs is a 

good deal quicker, if the hidden layers are composed of 

the ReLU. 

Softmax activation functions are usually used in the 

output layer for classification purposes. The outputs of 

this function are normalized to a range of 0 to 1 [32]. 

With the softmax activation function, the categorization 

becomes very simple and the output is finally 

probabilistic. 

The Proposed Method  

The Architecture of the proposed method is shown in 

Fig. 1.  

The DNN in the Proposed Method is designed with 

input layers, three intermediate layers with 200 nodes, 

and one output layer. The output of each input layer is 

the input of the next layer. The structure of the DNN is 

shown in Fig. 1. The DNN used in the proposed method 

has five inputs and one output. The number of entries is 

equal to the number of features between pairs. If the 

output is equal to 1, two persons are in the same social 

group, and if the output is 0, two persons are not in the 

same social group. DNN training is performed on training 

data. In the training phase, weights and bias of all layers 

of the DNN are computed. 
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Training and experimentation in identifying social 

groups require extracting attributes between two or 

more persons. In the following, the features used in the 

proposed method are defined. In this method, a row of 

feature matrices are defined for persons ‘a’ and ‘b’ as: 

  [                           ]      (1) 

The feature matrix consists of the label number of 

individuals, five features between two persons, the 

number of videos in the dataset, and the parameter 

represent two persons ‘a’ and ‘b’ in one group. Here,     

is Euclidean distance,     is the Proximity distance,     

is motion causality,     is trajectory shape, and     is 

the heat map between persons ‘a’ and ‘b’. In (1), the 

number of video database is ‘i’. The parameter ‘g’ 

represents whether persons ‘a’ and ‘b’ are in one group. 

If ‘g’ is equal to one, persons ‘a’ and ‘b’ are in the same 

group, and if ‘g’ is equal to 0, it means that two persons 

are not in the same social group.  

All five features are calculated between the two 

presented people in the video. In the matrix, the first 

and second columns of each row are the label number of 

persons, and the third column to the seventh column 

shows the features.  

There are a large number of people in the video, and 

finding five features between them cause high 

computational costs.  

 

For example, in the feature matrix in the first movie 

of the dataset, ‘i’, the number of videos is one, and the 

number of people in the first movie is 48.  

Then, 1128 rows of feature matrix represent the 

features between them. In the second movie of the 

dataset, ‘i’ is equal to two, the number of people in the 

second movie is 49, and then the next 1,176 rows of 

feature matrix represent the features between them. In 

the following, the features used in the proposed method 

are introduced.  

Euclidean distance between all pairs is computed for 

each frame of videos. The mean of Euclidean distance in 

all frames is defined as the Euclidean distance feature 

for each pair.  

Investigating the proximity distance of individuals in a 

group is one of the most critical issues of Social Group 

Representation. Figure 2 illustrates the importance of a 

Proximity distance feature. Proximity theory describes 

the theory of proximity based on the physical distance 

property [21].  

According to proximity theory, there are four classes 

for separating the type of relationship between 

individuals based on the distance of two individuals. 

Each class is separated by the boundary shown in Fig. 2. 

Intimate class is lower than 0.5 meter, between 0.5 and 

1.2 meter is personal class, between 1.2 and 3.7 meter is 

social class and between 3.7 and 7.6 meter is public 

class. 

Euclidean 

distance 

Hiden layers Relu 

layer 

Input layer Output  

Social 

Group 

Or no 

group 

Features 

Extraction Softmax 

Proximity 

distance  

Motion causality  

Trajectory shape  

DTW and Heat-

maps 

Fig. 1: The Architecture of the proposed method. 
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Fig. 2: Proximity theory and the importance of physical 
distance in identifying social groups. 

 

The proposed method uses a Gaussian mixture model 

inspired by the proximity theory. The Gaussian mixture 

model [23] is expressed by (2): 

   (  
    

 )  
 

 
∑ (  

    
      )

 

   

 (2) 

The Gaussian mixture model between two persons ‘a’ 

and ‘b’ is obtained at moment t, where   
  is the position 

of the person ‘a’ at moment t. In this model, N is a 

simple Gaussian model with zero mean. The variances 

are the boundaries of the proximity theory, namely 0.5, 

1.2, 3.7, and 7.6. Consequently, between two persons ‘a’ 

and ‘b’, at moment t, the four variances are calculated, 

and the final output is the mean of four Gaussians with 

different variances. Next, for the entire consecutive 

frame in the video between the two people, it is 

necessary to calculate the average Gaussian mixture 

model based on the next relation  [23]. 

    
 

 
∑   (  

    
 )

   

 (3) 

Equation 3 extracts the proximity distance feature for 

identifying the social groups, where T is the total video 

time. The output of the physical distance attribute 

between the two people will be a numerical value.  

Motion causality is extracted from the movement of 

people. All datasets provide people’s location in each 

frame. Based on this information,  ̅ ( ) is the stored 

information about the path traveled from (t-n to t-1). 

 (  ( )  ̅ ( )) is the trajectory predictor of a person 

where is calculated based on the ‘n’ previous frames. 

Figure 3 illustrates the similarities of the movement of 

individuals in successive frames. 

 

 
Fig. 3: Motion causality feature. 

 
 

This problem is formulated as follows [23]: 

(4)      ∑(  ( )   (  ( )  ̅ ( )))
 

 

   

 

where  ̅ ( ) is the stored information about the path 

traveled by the person ‘a’ from (t-n to t-1). Trajectory 

predictor of the person ‘a’ with the stored information of 

two persons ( ̅ ( ) for the person ‘a’ and  ̅ ( ) for the 

person ‘b’) is  (  ( )  ̅ ( )  ̅ ( )). This trajectory 

predictor with information of two persons is formulated 

as follows [23]: 

 (5)      ∑(  ( )   (  ( )  ̅ ( )  ̅ ( )))
 

 

   

 

Where trajectory predictor is computed with 

information of one person in the (5) and trajectory 

predictor is computed with information of two-person in 

the (6). In (6), the similarity of these trajectory predictors 

is computed [23]. 

     
(         )  

     (      )
 (6) 

In the (6), T is the time of each video. In the (7), 

Fisher-Snedecor probability function is used to extract 

the motion causality feature [23]. 

   (   )     
  *         +

∫  (          )  
 

 

  (7) 

In the (7), the similarity characteristic of the changes 

of movement of individuals ‘a’ and ‘b’ in successive 

frames is computed. 

Trajectory shape is extracted from the Dynamic Time 

Warping algorithm between two-time sequences. Figure 

4 presents the importance of resembling the shape of 

the path taken by individuals in identifying social groups. 

0.5 

1.2 

3.7 
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Fig. 4: Trajectory shape feature. 

 
To compute the cumulative cost function    (   )  it 

is necessary to calculate the Euclidean distance matrix of 

the path of the person ‘a’ at the first moment with the 

path of the person ‘b’ at the first moment (   
  ). Here, 

   
  

 is the Euclidean distance matrix of the path of the 

person ‘a’ at the moment i, with the path of the person 

‘b’ at moment j.  

Dimensions of the Euclidean distance matrix are f and 

g, which represent the path traveled by the person ‘a’ 

and ‘b’, respectively.  

The cumulative cost function is defined as follows 

[23]: 

   (   )     
  
    *   (     )  

                        (       )     (     )+  

(8) 

To calculate the cumulative cost function    (   ), it 

is necessary to calculate    
  , which is equal to    (   ), 

based on (8).  

Then,    (   ) is obtained based on the location of 

two individuals in the time sequence. Finally, the 

similarity property of the shape of the path followed by 

individuals is obtained from (9). 

   (   )     (   )     (   ) (9) 

Since the two numbers of f and g can be different, 

trajectory shape is divided into the maximum of these 

two numbers. 

Heat map parameter for person ‘a’ is obtained using 

(10) based on the average heat map in a small 

rectangular plot of p and q.  

The rectangular segments R and C are derived from 

the path information obtained by individuals ‘a’ and ‘b’, 

which are equal to the rectangle that two people 

traveled in and out of the time window [23]. 

  (   )  ∑∑ ̅(   )   ‖(       )‖
 

   

 

   

 (10) 

where τ in (10) is the time window of the video. Then, 

the features of the DTW and Heat-maps between 

individuals ‘a’ and ‘b’ are estimated by [23]: 

   (   )  ∑∑  (   )  (   )

 

   

 

   

            (11) 

The output of (11) is the similarity feature of the DTW 

and heat map between individuals ‘a’ and ‘b’, indicating 

the sharing of heat maps of individuals ‘a’ and ‘b’ in the 

rectangular segment R and C. 

Evaluation  

MATLAB 2017 software was used to extract the 

feature and TensorFlow 2.0 was used for training and 

testing of deep learning. The output of the TensorFlow is 

a matrix, and the first and second columns of this matrix 

are people’s number.  

If the third column of this matrix is one, two people in 

the corresponding row are in the same group, and if the 

third column is zero, the two people in the relevant row 

are not in the same social group. MATLAB 2017 has been 

used to identify groups more than two person and to 

display the output on video.  

If the person with number of 40 is in the same group 

with the person with number of 43, the person with 

number of 43 and the person with number of 44 are in 

the same group, and the persons with numbers of 40 

and 44 are in the same group, a three-person group 

consists of people with numbers 40, 43 and 44 are made.  

Due to a large number of people in the video as well 

as people crossing different paths, it is difficult to 

identify groups. Crossing groups together also 

complicates the problem. Student003 [8], GVEII [22], 

ETH [28], Hotel [28],  and MPT 20x100 [23] datasets 

were used to evaluate the efficiency of the proposed 

method. Table 1 lists the features of these five 

databases. 

In Table 1, the variable of v is the number of videos, p 

is the number of participants, and g is the number of 

groups. The variables of d1 and d2 are the minimum and 

the maximum distances to a person (in meters), 

respectively. These datasets include people’s route data 

and the number of people. The third column of the table 

shows the number of people in the five databases. The 

average distance between groups in the five datasets 

varies, indicating the need for training. 
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Table 1: Comparison of five datasets 
 

 v P G d1 d2 

ETH 1 117 18 0.99 2.79 

Hotel 1 107 11 0.75 2.0 

Student 

003 

20 406 108 0.41 0.70 

GVEII 30 630 207 0.77 1.66 

MPT 

20x100 

20 82 10 0.63 1.45 

 
The results are compared using the precision and 

recall parameters.  

The precision is the ratio of the quantity of 

organizations successfully recognized to the variety of all 

the agencies recognized.  

The recall is the ratio of the variety of agencies 

efficaciously listed in the database to the number of 

faulty companies. The standard F-score, F1, is set out as 

follows: 

   
                  

                  
 (12) 

Because ETH, Hotel, student003 (CBE), GVEII, and 

MPT-20x100 datasets have unique properties, actual 

situations are evaluated with them. We current the 

effects output from the proposed technique in this 

section, and look at them with distinct methods. The 

results of the proposed method in each database are 

compared to existing methods.  

In [23], SVM based classification was used. 

Hierarchical clustering was reported in [24]. In [26], 

generating coherent filtering clusters was used. In [28], 

Generative adversarial networks and LSTM encoder 

were used. 

Table 2 shows the results of the proposed method in 

the ETH and Hotel datasets.  

In Table 2, the letter ‘P’ indicates precision, and the 

letter ‘R’ indicates recall. ETH and Hotel datasets consist 

of one video and have less information than student003 

(CBE), GVEII, and MPT-20x100 datasets. Deep neural 

network output in ETH and Hotel datasets is much 

weaker than existing methods.  

This means that little information for the deep neural 

network will not lead to the desired result. 

Table 3 shows the results of the proposed method in 

the CBE dataset. 

 

 

 

Table 2: Compare precision and recall for the ETH and Hotel 
datasets 
 

 ETH Hotel 

 P R P R 

Proposed 

method 

62.5 59.7 65.2 55.9 

[23] 91.1 83.4 89.1 91.3 

[24] 80.7 80.8 88.9 89.3 

[26] 69.3 68.2 67.3 64.1 

[28] 91.3 83.5 90.2 93.1 

 
Table 3. Compare precision and recall for the CBE dataset 
 

 Precision Recall 

Proposed method 81.8 80.6 

[23] 82.3 74.1 

[24] 72.2 65.1 

[26] 10.6 76.0 

[28] 82.1 63.4 

 
As shown in Table 3, the recall of the technique has 

an exceptional application, and the precision of the [23] 

method has the best application. The execution of the 

proposed method in the CBE dataset is shown in Fig. 5. 

 

 

Fig. 5: The output of the social groups detected by the 
proposed method in the CBE dataset. 
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Table 4 shows the results of the proposed method in 

the GVEII dataset. GVEII dataset has 30 video and the 

most data for training and test of the deep neural 

network. 

  
Table 4. Compare precision and recall for the GVEII dataset 
 

 Precision Recall 

Proposed method 80.9 81.5 

[23] 79.7 77.5 

[28] 77.6 73.1 

 

As shown in Table 4, the precision and recall of the 

proposed method are the best among all methods. The 

execution of the proposed method in the GVEII database 

is presented in Fig. 6. 

 

Fig. 6: The output of the social group detection by the 
proposed method in the GVEII dataset. 

 

In Fig. 7 present the results of the proposed method 

in the MPT-20x100 dataset.  

As shown in Fig. 8, the F-score of the proposed 

method has the best performance in airport1, 

1chinacross4, 1dawei5, 1grand1, 1japancross2, 

1manko3, 1manko29, 1shatian3, 2dawei1, 2jiansha5, 

2manko2, and 2niurunning2. In Fig. 8, SCSL is [23] and 

VASG is [24].  

The results of the proposed method in the ETH, Hotel, 

student003 (CBE), GVEII, and MPT-20x100 datasets 

showed that small datasets like the ETH, and Hotel 

datasets have little data for deep neural network 

training.  

Large databases like the CBE, and GVEII databases 

have enough data to train deep neural networks, and the 

performance of this system in databases with high 

information is acceptable.  

MPT-20x100 dataset has one video in some scenes 

and two different videos in some scenes. As a result, in 

videos containing only one video in scene, MPT-20x100 

dataset does not perform well in the deep neural 

network. 

 

 

 

 

 
Fig. 7: The output of social group detection by the proposed 

method in the MPT-20x100 dataset. 
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Fig. 8: Compare F-score for the MPT-20x100 dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conclusion 

In this work, we used DNNs for detecting social 

groups with extracted features. Social group detection 

is one of the most necessary issues involved these 

days in the evaluation of interpersonal members in 

groups. In latest years, the use of deep neural 

networks (DNNs) for learning and detecting has been 

increased. The indexing consequences and the outputs 

of movies characterize the utility of DNNs with 

extracted features. 
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 Background and Objective: Human health is an issue that always been a 
priority for scientists, doctors, medical engineers, and others. A Wireless 
Body Area Network (WBAN) connects independent nodes (e.g. sensors and 
actuators) that are situated in the clothes, on the body, or under the skin of a 
person. In the 21st century, advent the technology in different aspects of 
human life caused WBAN has a special value in future medical technology. 
Energy harvesting from the ambient or human body for self-independent 
from the battery or power supply is an important issue in WBAN. 
Photovoltaic energy harvesting (PVEH), piezoelectric energy harvesting (PEH), 
RF energy harvesting (RFEH), and thermal electric energy harvesting (TEH) 
are some techniques used for energy harvesting in WBAN. Fault detection 
and diagnosis is an important problem in engineering. Engineers and 
researchers are always trying to find better ways to identify, detection, and 
control the fault in different systems. 
 Methods: We consider a thermal electric generator (TEG) for measurement 
energy harvested from the human body and power generation on people at 
different ambient conditions. Also, we used data reduction methods 
including principle component analysis (PCA), linear discriminant analysis 
(LDA), and neural network methods including PCA and MLP, LDA and MLP, 
Dynamic PCA and MLP, Dynamic LDA and MLP to fault detection for thermal 
electric generator (TEG).  
Results: This study shows different data reduction algorithm, in the case 
studied in this paper, can detect well and nonlinear methods have a more 
accurate answer than linear methods but implementing the linear methods 
are easier. 
Conclusion: According to simulation results, all the methods discussed in this 
paper are acceptable for fault detection. In this paper, we introduce data 
reduction linear and nonlinear algorithm as new methods for fault detection 
in WBAN. 
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Introduction 

Fault detection and diagnosis means is a deviation 

from the acceptable range of the variable or parameter 

to be measured. In other words, a fault is one of the 

physical characteristics of the system compared to 

normal conditions. When safety and reliability are the 

main parameters of system quality, fault  detection  and  

 

 
 

diagnosis are a way to improve these indicators [2], [15], 

[22], [23]. 

 Manage and predicting the fault in different systems 

is a crucial target in fault detection and diagnosis. 

Identifying the fault location cause to improve system 

safety and reliability [4]. Also, it can reduce system 

maintenance costs.  

http://jecei.sru.ac.ir/
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An accurate and fast fault identification method can 

prevent the fault from spreading in the system and its 

consequences. Using fault detection methods causes the 

performance of the monitored system and any faults in 

the system are notified to the control unit before it leads 

to irreparable accidents [6]-[9].  

Wireless sensor networks (WSN) have important 

applications in the scientific, medical, commercial, and 

military fields. Its application in medicine is also 

significant. Transferring medical care from a hospital 

setting to a home environment is an opportunity for 

patients to make optimal use of hospital resources, 

detect medical symptoms earlier, and reduce care costs 

ultimately. Wireless body area network (WBAN) devices 

have a wide range of applications and most of them use 

batteries to supply power [16], [17]. Researchers and 

engineers are trying to use ambient energy and human 

body energy to eliminate the batteries [1], [3], [5]. 

A. Related Works 

The recent years, there has been a literature review 

that has attempted to highlight the key finding regarding 

fault detection issues of WBAN. Among these, some 

well-cited papers [2], [6], [8], [15] fault detection on 

wireless sensor networks(WSN) and wireless body area 

networks (WBAN). Data reduction methods are based on 

classification [3], [4], [9]. The fault detection in WSN and 

WBAN is a challenging problem due to sensor resources 

limitation and the variety of deployment fields. Energy 

harvesting is a process of extracting various types of 

energy from the environment or the human body 

through various methods. Lack of need to replace worn-

out batteries, reducing maintenance costs due to 

checking and replacing batteries for wireless networks 

and the use of medical devices that can be installed 

inside the body are important reasons for using energy 

harvesters. So, the development of low-consumption 

wearable medical devices provides the necessary energy 

for them from the body itself and the replacement of 

this method instead of using batteries [11]- [13]. 

In this paper, we consider a thermal electric 

generator and use energy harvesting data in four cases, 

including 1) Normal data, 2) Thermal harvester module 

fault data, 3) thermal electric generator (TEG) fault data 

and 4) DC-DC conversion fault data. Then, we use data 

reduction methods to separate the fault from the normal 

data, [11], [17], [22].  

Most machine learning and data mining techniques 

may not be effective for high-dimensional data in fault 

detection. So, we use a feature reduction algorithm to 

improve performance. In this paper, we have some 

supervised data and expect the linear discriminant 

analysis (LDA) [10] to be a better result than other 

methods for supervised data. So, LDA is more suitable 

for detection. A multilayer perceptron (MLP) [14] is a 

class of feed-forward artificial neural network (ANN). We 

use PCA-MLP, LDA-MLP, Dynamic PCA-MLP, and 

Dynamic LDA-MLP as other methods [18]-[21]. 

TEG is a new technology and the fabricated samples 

did not have the desire performance. So, fault detection 

results not very acceptable. Fault detection methods 

may have different results for different devices. We use 

the linear and nonlinear algorithms and compare them 

to choose the best solution for this type of device. The 

purpose of this paper is to use some new solutions and 

algorithms based on feature extraction and neural 

networks for fault detection in TEG.  

B. Contribution 

This review paper highlights the overall fault 

detection of WBAN. In more concrete points, the 

contributions of this study are classification, data 

reduction, and wireless sensor networks. 

C. Structure of the Paper 

In this paper, we proposed new methods for fault 

detection in WBAN using data reduction algorithms. 

Moreover, we considered a TEG as a case study and 

show simulation results with a different algorithm. 

Finally, we will discuss the results and compare them. 

Also, the ability of these methods for fault detection was 

examined. This paper is organized as follows: The 

background of WBAN, fault detection, TEH, and control 

strategy, introduces the case study and their properties, 

explain the theory of PCA and LDA, simulation, results, 

conclusion and comparison between methods. 

Background 

The number of patients affected with chronic diseases 

is increasing day by day. Intermittent and transient faults 

are the largest source of failure for body sensor 

networks. A detailed overview of WBAN is presented in 

the next sub-section. 

A.  Wireless Body Area Network (WBAN) 

WBAN is a collection of multiple sensors attached to 

or in the body, which are used to receive different 

physical parameters, such as body temperature, blood 

sugar level, heart rate, pulse rate, respiratory 

measurement, and even the amount of calories, burnt 

after exercise, etc. WBAN is not only used in medical 

applications but is also in multi-media and gaming 

applications. Several sources of non-electric renewable 

energy exist all around us. Power from these sources can 

be harnessed using appropriate hardware and converted 

to electrical form to fulfill energy requirements, referred 

to as energy harvesting. In general, energy harvesting in 

WBAN is classified into two-source, the human body, 

and the ambient. Energy source from the human body 

consists of a biochemical type such as Glucose, Lactate, 

and endocochlear potential, and biomechanical type 

https://en.wikipedia.org/wiki/Feedforward_neural_network
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such as blood pressure, heartbeat, breathing, and 

locomotion. Energy source from ambient include sun, 

RF, heat, motion, and other sources can be further 

minimized energy constraints. 

B. Fault Detection 

The fault is an unpermitted deviation of at least one 

characteristic property or variable of the system from 

standard behavior. Fault detection is a determination of 

faults present in the system and the time of detection. 

Fault can be also classified taking into account the time-

variant behavior of a fault. Three classes include abrupt, 

incipient, and intermittent can be distinguished. 

C. Thermoelectric Energy Harvesting (TEH) 

Body energy harvesting is the primary alternative for 

batteries to enhance the functionality of wearable and 

wireless devices and has been the subject of many 

recent investigations. A large amount of human energy is 

released in the form of heat. Therefore, technologies for 

body heat harvesting using thermoelectric devices have 

been central for many investigations. The amount of 

generated power from thermoelectric energy harvesters 

depends on the size, position, type, and efficiency of the 

harvesters. The thermoelectric phenomenon has been 

known since the discoveries made by Seebeck in 1851, 

followed by Peltier in 1834 and Thomson in 1851. 

Thermoelectric materials provide reliable conversion of 

heat to electricity and vice versa. 

D. Control Strategy 

Generally, we have two main types of control for 

fault-tolerant, robust control, and adaptive control. 

Robust control is a fixed controller designed that 

tolerates changes of the plant dynamics. The controlled 

system satisfies its goals under all faulty conditions. Fault 

tolerance is obtained without changing the controller 

parameters.  

It is, therefore, called passive fault tolerance. 

However, the theory of robust control has shown that 

robust controllers exist only for a restricted class of 

changes of the plant behavior that may be caused by 

faults. Further, a robust controller works suboptimally 

for the nominal plant because its parameters are fixed to 

get a trade-off between performance and robustness. 

Adaptive control is controller parameters adapted to 

changes of the plant parameters. If these changes are 

caused by some fault, the adaptive control may provide 

active fault tolerance.  

However, the theory of adaptive control shows that 

this principle is particularly efficient only for plants that 

are described by linear models with slowly varying 

parameters. These restrictions are usually not met by 

systems under the influence of faults, which typically 

have a nonlinear behavior with sudden parameter 

changes. 

 

 Case Study 

Thermoelectric energy harvesting of human body 

heat represents a promising alternative candidate for 

energy harvesting. This method is independent of 

external factors. One of the most common methods 

used in thermoelectric energy harvesting is a wearable 

thermoelectric generator (TEG) heating system. A 

thermoelectric generator is a device that includes two 

aluminum oxide ceramic headers and is surrounded by 

Polydimethylsiloxane (PDMS) to help insulate and reduce 

the amount of heat lost when transferred from the heat 

spreader to the TEG. TEG can be generally classified in 

m-TEG that have macroscopic thermolegs and are 

manufactured using classic fabrication technology, and 

 -TEG that have a high number and density of TC and 

are produced with microfabrication techniques. In this 

paper, we consider a wristband that includes seven 

thermal harvester modules that their collection makes 

TEG. Another device we use in the wristband is DC-DC 

conversion. Each part thermal harvester module, 

thermal electric generator (TEG), and DC-DC conversion 

may have a problem and cause make fault for the 

system. Fault detection for energy harvesting from the 

body has some advantages such as: 

 Since, energy harvesting from the body provides 

power supply, fault in the system cause power off 

the device. 

 The cost of thermal harvester module, TEG, and DC-

Dc conversion is high and it is not economical to 

replace them. 

 Proper fault detection improves system 

performance. 

 Fault detection can improve the WBAN device in the 

next versions. 

Seven harvester modules can be attached to the wrist 

while maintaining high wearability and are connected 

electrically in series and thermally in parallel to maximize 

the produced open-circuit voltage. The thermal 

harvester is connected to a DC-DC conversion and 

energy storage circuit, an application circuit completes 

the device. All element integrates into an elastic band 

that wraps comfortably around the wrist. Figure 1 Shows 

TEG arrangement on the wrist. 

Theory 

We considered two types of the method include 

linear such as PCA, LDA, and nonlinear with help of the 

MLP algorithm. The base of nonlinear methods is usually 

neural networks. The expansion of fault detection in 

theory in various fields cause better efficiency of 

methods in practice. In this section, we will discuss the 

theory of linear methods. 
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Fig. 1:  TEG arrangement on the wrist. 
 

A.  Principle Component analysis theory 

Principle component analysis consists of n sampled 

data that each of them containing m of the selected 

variable.  

The data set can be displayed as: 
n mX R  . First, the 

mean of the data is calculated by using (1) and the 

variance values of the data are calculated using 

Equations (2), (3), and (4).  The Table 1 Shows the 

frequency-time indicators.  

We will use a table 1 Properties in PCA and LDA 

algorithms. 
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then, the covariance matrix of the data is calculated 
using (5). 
 

1
C=                                                  (5)

1

TX X
n

 

(5) 

The singular values of the above covariance matrix 

are: 

C=V V                                                        (6)T
 

(6) 

In (6), 𝛬 is a diagonal matrix that contains the 

eigenvalues of the covariance matrix. V is a matrix of 

eigenvectors for Covariance matrix C. In this solution, by 

arranging the matrix of eigenvalues from larger to 

smaller, the main components are identified.  

In fact, the eigenvalue in each row is related to the 

number of that component.  

 
Table 1: frequency-time indicators 
 

Feature Equation 

peak to peak |max(𝑋𝑖) − min(𝑋𝑖)| 

 
RMS 
 

√
1

𝑁
∑(𝑋𝑖)

2

𝑁

𝑁=1

 

 
Kurtosis 

 
 

 
1
𝑁
∑ (𝑋𝑖 − 𝑋̅)4

𝑁

𝑁=1

(
1
𝑁
∑ (𝑋𝑖 − 𝑋̅)2)2

𝑁

𝑁=1

 

 
Crest factor 

 

 
Xpeak

XRMS
 

 
Skewness 

 

 
1
𝑁
∑ (𝑋𝑖 − 𝑋̅)3

𝑁

𝑁=1

(
1
𝑁
∑ (𝑋𝑖 − 𝑋̅)2)

3
2⁄

𝑁

𝑁=1

 

 
Impulse factor 

 

 
𝑋𝑝𝑒𝑎𝑘

1
𝑁
∑ |𝑋𝑖|
𝑁
𝑁=1

 

 
Average power 

 

 

∫ 𝑆𝑥(𝑓)𝑑𝑓
𝑓max

0

 

 
Mean Frequency 

 

 

∫ 𝑓 ∗ 𝑆𝑥(𝑓)𝑑𝑓
𝑓max

0

𝑃𝑥
 

 
Median frequency 

 0
( ) ( )

maz maz

med

f f

x x
f

S f df S f df   

 

B.  Linear discriminant analysis theory 

The objective of LDA is to perform dimensionality 

reduction while preserving as much of the class 

discriminatory information as possible. LDA tries to make 

the classes very crowded in the destination space and 

classed be scattered. 

In other words, maximize the following cost function: 

( )                                       (7)
T

B

T

W

W S W
J w Max

W S W


 

(7) 

SB is a scattering matrix between classes and defined as 

follows: 
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SW is the scattering matrix in the classes and defined as 

follows: 
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Prove the optimal W for the optimization problem 

posed in (7) is equal to the vector of the properties 

corresponding to the largest value properties of the 

matrix is 
1SW BS

. In the next part, we use linear and 

nonlinear methods in simulation, show results, and 

discuss them. Fig. 2 shows the simulation methods 

diagram include PCA, LDA, MLP-PCA, MLP-LDA, MLP-

DPCA, and MLP-DLDA. 

 

 
 

Fig. 2:  Simulation methods diagram. 
 

Simulation and Results 

The purpose of using fault detection methods is 

advanced monitoring, fault management, improve 

reliability, accessibility, and optimal maintenance. 

Researchers use a variety of methods and algorithms for 

fault detection in different systems but in general, fault 

detection methods are divided into two main groups 

based on signal analysis and based on the process 

model. In methods based on signal analysis, one or more 

measurable signals in the system are analyzed using 

various algorithms such as PCA or LDA and any 

unauthorized change in signal properties indicates a fault 

in the system. Signal-based methods are the most 

common methods of fault detection. In this paper, we 

used signal-based methods with the linear algorithm 

include PCA and LDA and nonlinear algorithms include 

PCA-MLP, LDA-MLP, Dynamic PCA-MLP, and Dynamic 

LDA-MLP. 

In the following, we analyze each of this algorithm: 

A. Principle Component Analysis (PCA) 

Principle component analysis is a simple way to 

extract important variables from a large set of variables 

in a data set. PCA method extracts a low-dimensional set 

of features from a high-dimensional set to analyze more 

information with fewer variables. In the PCA 

algorithm, we must first obtain the covariance 

matrix and then calculate the eigenvalues and 

eigenvectors. If the scale of the properties is very 

different, we use the time characteristics of the 

signal to synchronize. In our case study, scale 

properties not very different. So, we consider linear 

PCA without the time characteristics of the signal. 

The results are shown in Fig. 3 and Fig. 4.  

 

 
 

Fig. 3:  Train data after linear PCA. 

 

 
 

Fig. 4:  Test data after linear PCA. 
 

The results show that data have good separable and 

fault detection with linear PCA algorithm is a good 

solution for this problem.  

In our case study, results show good detection and 

identification. Scattering between DC-DC conversion is 

more than the other class. 

Methods

Linear 
methods

PCA

LDA

Nonlinear 
methods

MLP-PCA

MLP-LDA

MLP-DPCA

MLP-DLDA
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B. Linear Discriminant Analysis (LDA) 

LDA is a statistical method to reduce the size of data 

and identify classes by maximizing the ratio of scatters 

between groups to scatters within groups. LDA method 

is similar to the method used by Ronald Fisher to 

determine the degree of differentiation between groups 

and became the basis for the analysis of variance. The 

objective of LDA is to perform dimensionality reduction 

while preserving as much of the class discriminatory 

information as possible. The objective of LDA is to 

perform dimensionality reduction while preserving as 

much of the class discriminatory information as possible. 

The solution proposed by Fisher is to maximize a 

function that represents the difference between the 

means, normalized by a measure of the within-class 

scatter. Table 2 shows the pseudocode of the LDA 

algorithm. 

LDA has some limitations such as: 

 LDA produces at most C-1 feature projections. 

 LDA is a parametric method since it assumes 

unimodal Gaussian likelihoods. 

 LDA will fail when the discriminatory 

information is not in the mean but rather in the 

variance of the data. 
Variants of LDA include non-parametric LDA, 

orthonormal LDA, generalized LDA, and multilayer 

perceptrons. One of the disadvantages of the LDA 

method is that the maximum number of dimensions 

creates C-1, which C is the number of classes and if the 

number of classes is small, but the number of features is 

large, it will not be a good result. 
 

 
The second limitation for the LDA is a response to be 

optimal, the data must be Gaussian, otherwise, a good 

response may not be obtained or even a very bad 

response may be obtained. Third, if the information is 

not averaged but is scattered, then the LDA would be 

wrong. In supervised data, the LDA method is a proper 

way to feature reduction and fault detection. Train data 

and test data after the LDA result shown in Fig. 5 and Fig. 

6. The Linear LDA result shows better classification than 

the linear PCA. Although, both methods show good 

results and fault detection has been acceptable in both 

methods. 

 

 
 

Fig. 5:  Train data after linear LDA. 
 

C. PCA and MLP 

Multilayer perceptron (MLP) is a class of feedforward 

artificial neural networks (ANN). In an MLP, there will be 

at least three-node layers: 

 Input Layer 

 Hidden Layer 

 Output layer 
 

 
 

Fig. 6:  Test data after linear LDA. 

 

Neural network nodes, called neurons, are the 

computational units in a neural network. In the neural 

networks, the outputs of the first layer (input) are used 

as the inputs of the next layer (hidden). After a certain 

number of layers, the output of the last hidden layer is 
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used as the input of the output layer. We obtain the 

optimal number of neurons in the middle layer. The 

method of network training is the  Levenberg-Marquardt 

algorithm. Figure 7 is shown the neural network 

schematic used in this problem. 

 

 
 

Fig. 7:  Neural network schematic. 
 
 

 
 

Fig. 8:  Trace of confidence matrix for different number of 
middle layer neurons. 

 
Table 3: Confidence matrix 

 Normal Fault1 Fault2 Fault3 

Normal 1 0 0 0 

 

Fault1 

 

0 

 

1 

 

0 

 

0 

 

Fault2 0 0 1 0 

Fault3 0 0 0 1 

 

As shown in Fig. 8, the optimal value for middle layer 

neurons is 6. The classification results for 6 neurons in 

the middle layer are shown in Table 3. It can be seen due 

to the sum of the elements on the original diameter, the 

nonlinear MLP method gives a good answer like the 

linear data methods. The reason for this increase in 

diagnostic accuracy is the nonlinear activator function 

used in the neural networks. 

D. LDA and MLP 

In this section, we use the neural network as a 

classifier. Moreover, feature vectors are reduced with 

the LDA method that is considered as the input of the 

neural network. Train and find optimal neurons are like 

part C. The method of network training is the Levenberg-

Marquardt algorithm. 
 

 

Fig. 9:  Neural network schematic 
 
 

 
 

Fig. 10:  Trace of confidence matrix for different number of 
middle layer neurons 

 

Figure 9 is shown the neural network schematic used 

in this problem. According to Fig. 10, the number of 

optimal neurons in the middle layer is 2. The confidence 

matrix is shown in Table 4. 
 

Table 4: Confidence matrix 
 

 Normal Fault1 Fault2 Fault3 

Normal 1 0 0 0 

 

Fault1 

 

0 

 

1 

 

0 

 

0 

 

Fault2 0 0 1 0 

Fault3 0 0 0 1 

 

According to Fig. 10, the number of optimal neurons 

in the middle layer is 2. The confidence matrix is shown 

in Table 3. 

E. Dynamic PCA (DPCA) and MLP 

A novel dynamic PCA (DPCA) algorithm is proposed to 

extract explicitly a set of dynamic latent variables with 

which to capture the most dynamic variations in the 

data. Dynamic Principal Component Analysis (DPCA) and 

Artificial Neural Networks (ANN) are compared in the 

fault diagnosis task. Both approaches are processed 
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history-based methods, which do not assume any form 

of model structure and rely only on process historical 

data. Furthermore, the neural networks classifier is 

trained by a Multilayer perceptron (MLP). 

 

 

Fig. 11:  Neural network schematic. 
 

Table 5: Confidence matrix 
 

 Normal Fault1 Fault2 Fault3 

Normal 1 0 0 0 

 

Fault1 

 

0 

 

1 

 

0 

 

0 

 

Fault2 0 0 1 0 

Fault3 0 0 0 1 

 

Figure 11 is shown the neural network schematic. As 

shown in Fig. 12, the optimal value for middle layer 

neurons is 2. The classification results for 2 neurons in 

the middle layer are shown in Table 5. The sum of the 

elements on the original diameter shows the nonlinear 

MLP method is a good answer like the linear method.  

 

 
 

Fig. 12:  Trace of confidence matrix for different number of 
middle layer neurons. 

 

F. Dynamic LDA (DLDA) and MLP 

Dynamic networks are networks that contain delays 

or integrators for continuous-time networks and that 

operate on a sequence of inputs. In this section before 

reducing the dimension, we add the delay of the feature 

to findings the feature space and then apply the LDA 

dimension reduction algorithm to large data.  

The goal of the Dynamic LDA and MLP methods is to 

reduce dimension and classification. So, we have three 

optimal value parameters; include: 

 Number of middle layer neurons for the MLP neural 

network 

 Number of eigenvectors corresponding to large 

eigenvalues in Dynamic LDA 

 The optimal amount of delay for the Dynamic LDA 

method 

The method of network training is the Levenberg-

Marquardt algorithm. Figure 13 is shown the neural 

network schematic used in this problem. 

 

 

Fig. 13:  Neural network schematic. 

 
According to Fig. 14, the number of optimal neurons 

in the middle layer is 6. The confidence matrix is shown 

in Table 6. The ideal state of separation in MLP methods 

is to maximize the diagonal of the confidence matrix. 

The diagonal matrix is the best result of the separation. 

So, fault detection is well detected in all methods. If data 

are separable, use the linear and nonlinear methods to 

give us the desired answer. Therefore, the optimal 

design and fabrication can improve the efficiency of the 

devices, and fault detection is more easily. 

 

 
 

Fig. 14:  Trace of confidence matrix for different number of 

middle layer neurons. 
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Table 6: Confidence matrix 

 
 Normal Fault1 Fault2 Fault3 

Normal 1 0 0 0 

 

Fault1 

 

0 

 

1 

 

0 

 

0 

 

Fault2 0 0 1 0 

Fault3 0 0 0 1 
 

Conclusion 

In modern industry, fault detection and isolation (FDI) 

is very important to enhance the system reliability, 

prevent serious system performance deterioration, and 

to ensure optimal process operation. In this paper, some 

classification approach has been proposed for fault 

detection in a case study of WBAN. Our proposed 

solution is based on PCA, LDA, and MLP techniques. Due 

to the high importance of medical technologies and their 

relationship with human health, rapid fault detection in 

these systems is vital.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The comparison between methods is shown in the 

Table 7.  

The mentioned results can be developed and used in 

WBAN. 
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modes normal, thermal harvester module fault, TEG 

fault, and DC-DC conversion fault. Then analyzed this 

data with help of the linear methods include linear PCA 

and linear LDA and nonlinear methods with help of 

neural networks include PCA-MLP, LDA-MLP, Dynamic 

PCA-MLP, and Dynamic LDA-MLP algorithms. Results 

show fault in all methods were well detected. We 

expected the LDA method has the best solution because 

this method can detect supervised data well. Although, 

data were good separable and faults were well detected 

in all methods. In the nonlinear method is difficult to 

predict the best algorithm between different methods 

because the neural network follows a nonlinear function 

and forecasting nonlinear function is too difficult. Results 

are shown linear LDA is better detection than linear PCA 

but in general, the nonlinear methods show better 

results than linear methods. However, we choose the 

ideal state of confidence matrix with random parameters 

in the nonlinear methods. The data used were 

reasonably separable and this is a good reason for the 

accuracy of the results.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In addition, the ethical issues including plagiarism,  

informed  consent, misconduct, data fabrication and, or 

falsification, double publication and, or submission, and 

redundancy have been completely witnessed by the 

authors. 

References 

[1] A. Liberale, E. Dallago, A. Lazzarini Barnabei, "Energy harvesting 
system for wireless body sensor nodes," presented at the 2014 
IEEE Biomedical Circuits and Systems Conference (BioCAS),  
Lausanne, Switzerland, 2014. 

[2] A. Mahapatro, P.M. Khilar, "Fault diagnosis in body sensor 
networks," Int. J. Comput. Inf. Syst. Ind. Manage. Appl., 5: 252-
259, 2012. 

[3] L. Xiao, R. Li, J. Luo, Z. Xiao, " Energy-efficient recognition of 
human activity in body sensor networks via compressed 
classification," Int. J. Distrib. Sens. Netw., 12(12): 1-8, 2016. 

[4] P. Sarcevic, Z. Kincses, S. Pletl, "Online human movement 
classification using wrist-worn wireless sensors," J. Ambient Intell. 
Hum. Comput., 10: 89–106, 2019.   

 Fault 

detection 

Linear 

method 

Nonlinear 

method 

Optimal 

result 

Fixed 

result 

Random 

result 

good 

efficiency 

PCA        

LDA        

PCA-MLP        

LDA-MLP        

DPCA-MLP        

DLDA-MLP        

Table 7: Compare between methods 

 

https://ieeexplore.ieee.org/document/6981751
https://ieeexplore.ieee.org/document/6981751
https://ieeexplore.ieee.org/document/6981751
https://ieeexplore.ieee.org/document/6981751
https://www.academia.edu/download/31286097/Paper101.pdf
https://www.academia.edu/download/31286097/Paper101.pdf
https://www.academia.edu/download/31286097/Paper101.pdf
https://journals.sagepub.com/doi/full/10.1177/1550147716679668
https://journals.sagepub.com/doi/full/10.1177/1550147716679668
https://journals.sagepub.com/doi/full/10.1177/1550147716679668
https://link.springer.com/article/10.1007/s12652-017-0606-1
https://link.springer.com/article/10.1007/s12652-017-0606-1
https://link.springer.com/article/10.1007/s12652-017-0606-1


H. Yektamoghadam et al. 

66 
 

[5] R. Gravina, P. Alinia, H. Ghasemzadeh, G. Fortino, "Multi-sensor 
fusion in body sensor networks: State-of-the-art and research 
challenges,” Inform. Fusion, 35: 68-80, 2017.  

[6] S. Zidi, T. Moulahi, B. Alaya, "Fault detection in wireless sensor 
networks through SVM classifier," IEEE Sens. J., 18(1): 340-347, 
2017.  

[7] Z. He et al., "An incipient fault detection approach via detrending 
and denoising," Control Eng. Pract., 74: 1-12, 2018. 

[8] Z. Noshad et al., "Fault detection in wireless sensor networks 
through the random forest classifier," MDPI, 19: 1-21, 2019. 

[9] B. Saneja, R. Rani. 2019. "A scalable correlation‐based approach 
for outlier detection in wireless body sensor networks," Int. J. 
Commun. Syst., 32(7): e3918, 2019. 

[10] L. Ciabattoni et al.,  "A novel LDA-based approach for motor 
bearing fault detection," in Proc. 2015 IEEE 13th International 
Conference on Industrial Informatics (INDIN): 771-776, 2015. 

[11] V. Leonov, "Thermoelectric energy harvesting of human body 
heat for wearable sensors," IEEE Sens. J., 13(6): 2284-2291, 2013. 

[12] Y. Wang, Y. Shi, D. Meia, Z. Chen, "Wearable thermoelectric 
generator to harvest body heat for powering a miniaturized 
accelerometer," Appl. Energy, 215: 690-698, 2018. 

[13] A. Sultana et al., "A pyroelectric generator as a self-powered 
temperature sensor for sustainable thermal energy harvesting 
from waste heat and human body heat," Appl. Energy, 221: 299-
307, 2018. 

[14] J.C. Tudón-Martínez et al., "Comparison of artificial neural 
networks and dynamic principal component analysis for fault 
diagnosis," in Proc. International Conference on Industrial, 
Engineering and Other Applications of Applied Intelligent 
Systems: 10-18, 2011. 

[15] H. Yuan, Z. Xiaoxia, Y. Liyang, "A distributed bayesian algorithm 
for data fault detection in wireless sensor networks," presented 
at the IEEE International Conference on Information Networking 
(ICOIN), Cambodia, Cambodia, 2015. 

[16] K. Hasan, K. Biswas, K. Ahmed, N.S. Nafi, M. Saiful Islam, "A 
comprehensive review of wireless body area network," J. Netw. 
Comput. Appl., 143: 178-198, 2019. 

[17] M. Thielen et al., "Human body heat for powering wearable 
devices: From thermal energy to application," Energy Convers. 
Manage., 131: 44-54, 2016. 

[18] C. Wu et al., "A signal-based fault detection and tolerance control 
method of current sensor for PMSM drive," IEEE Trans. Ind. 
Electron., 65(12): 9646 – 9657, 2018. 

[19] J. Huang, X. Yan, "Dynamic process fault detection and diagnosis 
based on dynamic principal component analysis, dynamic 
independent component analysis, and Bayesian inference," 

Chemometr. Intell. Lab. Syst., 148: 115-127, 2015. 

[20] S. Zhoua, J. SinghDhupia, "Online adaptive water management 
fault diagnosis of PEMFC based on orthogonal linear discriminant 
analysis and relevance vector machine," Int. J. Hydrogen Energy, 
45(11): 7005-7014, 2020. 

[21] B. Raheli et al., "Uncertainty assessment of the multilayer 
perceptron (MLP) neural network model with implementation of 
the novel hybrid MLP-FFA method for prediction of biochemical 
oxygen demand and dissolved oxygen: a case study of langat 
river," Environ. Earth Sci., 76(14): 1-16, 2017.  

[22] M. Saida,G. Zaibi, M. Samet, A. Kachouri, "Improvement of energy 
harvested from the heat of the human body," presented at the 
17th International Conference on Sciences and Techniques of 
Automatic Control and Computer Engineering (STA), Sousse, 
Tunisia, 2016. 

[23] J. Faiz, E. Mazaheri-Tehrani, "Demagnetization modeling and fault 
diagnosing techniques in permanent magnet machines under 
stationary and nonstationary conditions: An overview," IEEE 
Trans. Ind. Appl., 53(3): 2772 – 2785, 2017. 

[24] S. Moon, H. Jeong, H. Lee, S.W. Kim, "Detection and classification 
of demagnetization and interturn short faults of IPMSMs," IEEE 
Trans. Ind. Electron., 64(12): 9433 - 9441, 2017. 

Biographies 

Hossein Yektamoghadam received the B.SC 
degree in electrical engineering from the 
K.N.Toosi University of Technology, Tehran, 
Iran, in 2019. He is currently a graduate 
student at the K.N.Toosi University of 
Technology. His current research interests 
include wireless body Area network (WBAN), 
Fault diagnosis, optimization, game theory, 
and model predictive control.  
 
Amirhossein Nikofard received the B.Sc. and 
M.Sc. degrees in electrical and computer 
engineering from the University of Tehran, 
Tehran, Iran, in 2008 and 2011, respectively, 
and the Ph.D. degree in electrical and 
computer engineering from the Norwegian 
University of Science and Technology, 
Trondheim, Norway, in 2016. He is currently 
an Assistant Professor of Electrical 
Engineering with the K. N. Toosi University of 

Technology, Tehran. His current research interests include nonlinear 
and adaptive estimation, optimization, adaptive control, game theory, 
soft computing, such as fuzzy logic, neural networks, and evolutionary 
algorithms, and MPC. 

 

 Copyrights 

©2020 The auor(s). This is an open access article distributed under the terms of the 
Creative Commons Attribution (CC BY 4.0), which permits unrestricted use, distribution, 
and reproduction in any medium, as long as the original authors and source are cited. No 
permission is required from the authors or the publishers.  

  

How to cite this paper: 
H. Yektamoghadam, A. Nikoofard, “Fault detection in thermoelectric energy harvesting of 
human body,” J. Electr. Comput. Eng. Innovations, 9(1): 57-66, 2021. 

DOI: 10.22061/JECEI.2020.7392.388 

URL: http://jecei.sru.ac.ir/article_1485.html 

  

 

https://www.sciencedirect.com/science/article/abs/pii/S156625351630077X
https://www.sciencedirect.com/science/article/abs/pii/S156625351630077X
https://www.sciencedirect.com/science/article/abs/pii/S156625351630077X
https://ieeexplore.ieee.org/abstract/document/8101556
https://ieeexplore.ieee.org/abstract/document/8101556
https://ieeexplore.ieee.org/abstract/document/8101556
https://ieeexplore.ieee.org/abstract/document/8101556
https://www.sciencedirect.com/science/article/abs/pii/S0967066118300212
https://www.sciencedirect.com/science/article/abs/pii/S0967066118300212
https://www.mdpi.com/1424-8220/19/7/1568
https://www.mdpi.com/1424-8220/19/7/1568
https://onlinelibrary.wiley.com/doi/abs/10.1002/dac.3918
https://onlinelibrary.wiley.com/doi/abs/10.1002/dac.3918
https://onlinelibrary.wiley.com/doi/abs/10.1002/dac.3918
https://ieeexplore.ieee.org/abstract/document/7281834
https://ieeexplore.ieee.org/abstract/document/7281834
https://ieeexplore.ieee.org/xpl/conhome/7270516/proceeding
https://ieeexplore.ieee.org/xpl/conhome/7270516/proceeding
https://ieeexplore.ieee.org/document/6479224
https://ieeexplore.ieee.org/document/6479224
https://www.sciencedirect.com/science/article/abs/pii/S0306261918301880
https://www.sciencedirect.com/science/article/abs/pii/S0306261918301880
https://www.sciencedirect.com/science/article/abs/pii/S0306261918301880
https://www.sciencedirect.com/science/article/abs/pii/S0306261918305452
https://www.sciencedirect.com/science/article/abs/pii/S0306261918305452
https://www.sciencedirect.com/science/article/abs/pii/S0306261918305452
https://www.sciencedirect.com/science/article/abs/pii/S0306261918305452
https://link.springer.com/chapter/10.1007/978-3-642-21822-4_2
https://link.springer.com/chapter/10.1007/978-3-642-21822-4_2
https://link.springer.com/chapter/10.1007/978-3-642-21822-4_2
https://link.springer.com/chapter/10.1007/978-3-642-21822-4_2
https://link.springer.com/chapter/10.1007/978-3-642-21822-4_2
https://ieeexplore.ieee.org/document/7057858
https://ieeexplore.ieee.org/document/7057858
https://ieeexplore.ieee.org/document/7057858
https://ieeexplore.ieee.org/document/7057858
https://www.sciencedirect.com/science/article/abs/pii/S1084804519302218
https://www.sciencedirect.com/science/article/abs/pii/S1084804519302218
https://www.sciencedirect.com/science/article/abs/pii/S1084804519302218
https://www.sciencedirect.com/science/article/abs/pii/S0196890416310007
https://www.sciencedirect.com/science/article/abs/pii/S0196890416310007
https://www.sciencedirect.com/science/article/abs/pii/S0196890416310007
https://ieeexplore.ieee.org/document/8310589
https://ieeexplore.ieee.org/document/8310589
https://ieeexplore.ieee.org/document/8310589
https://www.sciencedirect.com/science/article/abs/pii/S016974391500235X
https://www.sciencedirect.com/science/article/abs/pii/S016974391500235X
https://www.sciencedirect.com/science/article/abs/pii/S016974391500235X
https://www.sciencedirect.com/science/article/abs/pii/S016974391500235X
https://www.sciencedirect.com/science/article/abs/pii/S0360319919347664
https://www.sciencedirect.com/science/article/abs/pii/S0360319919347664
https://www.sciencedirect.com/science/article/abs/pii/S0360319919347664
https://www.sciencedirect.com/science/article/abs/pii/S0360319919347664
https://link.springer.com/article/10.1007/s12665-017-6842-z
https://link.springer.com/article/10.1007/s12665-017-6842-z
https://link.springer.com/article/10.1007/s12665-017-6842-z
https://link.springer.com/article/10.1007/s12665-017-6842-z
https://link.springer.com/article/10.1007/s12665-017-6842-z
https://ieeexplore.ieee.org/abstract/document/7952072
https://ieeexplore.ieee.org/abstract/document/7952072
https://ieeexplore.ieee.org/abstract/document/7952072
https://ieeexplore.ieee.org/abstract/document/7952072
https://ieeexplore.ieee.org/abstract/document/7952072
https://ieeexplore.ieee.org/abstract/document/7565513
https://ieeexplore.ieee.org/abstract/document/7565513
https://ieeexplore.ieee.org/abstract/document/7565513
https://ieeexplore.ieee.org/abstract/document/7565513
https://ieeexplore.ieee.org/abstract/document/7930452
https://ieeexplore.ieee.org/abstract/document/7930452
https://ieeexplore.ieee.org/abstract/document/7930452
http://jecei.sru.ac.ir/article_1485.html


J. Electr. Comput. Eng. Innovations, 9(1): 67-74, 2021 

 

 

 

Doi: 10.22061/JECEI.2020.7453.393            67 

 

Journal of Electrical and Computer Engineering Innovations 

(JECEI) 

Journal homepage: http://www.jecei.sru.ac.ir 

Research paper 

NodeFetch: High Performance Graph Processing Using Processing in 
Memory 

M.A. Mosayebi, M. Dehyadegari* 

Department of Computer Systems Architecture, Faculty of Computer Engineering, K. N. Toosi University of Technology, 

Tehran, Iran. 

Article  Info  Abstract 

 

Article History: 
Received 24 April 2020 
Reviewed 24 June 2020 
Revised 14 September 2020 
Accepted 15 November 2020 

 

 Background and Objectives: Graph processing is increasingly gaining 
attention during era of big data. However graph processing applications are 
highly memory intensive due to nature of graphs. Processing-in-memory 
(PIM) is an old idea which revisited recently with the advent of technology 
specifically the ability to manufacture 3D stacked chipsets. PIM puts forward 
to enrich memory units with computational capabilities to reduce the cost of 
data movement between processor and memory system. 
This approach seems to be a way of dealing with large-scale graph 
processing, considering recent advances in the field. 
Methods: This paper explores real-world PIM technology to improve graph 
processing efficiency by reducing irregular access patterns and improving 
temporal locality using HMC. 
We propose NodeFetch, a new method to access nodes and their neighbors 
while processing a graph by adding a new command to HMC system. 
Results: Results of our simulation on a set of real-world graphs point out that 
the proposed idea can achieve 3.3x speed up in average and 69% reduction 
of energy consumption over the baseline PIM architecture which is HMC. 
Conclusion: Most of the techniques in the field of processing-in-memory, 
hire methods to reduce movement of data between processor and memory. 
This paper proposes a method to reduce graph processing execution time 
and energy consumption by reducing cache misses while processing a graph. 
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Introduction 

Graph processing is increasingly gaining attention during 

era of big data. While graph algorithms are varied, but 

most of them have expensive memory accesses. There 

are an important reason which makes graph algorithms 

memory intensive. Graph structure is irregular and 

therefore access to nodes are irregular and difficult to 

predict which leads to poor temporal locality ‎[1]. So 

Numerous techniques for large-scale graph processing 

have been proposed in the literature that address the 

memory bandwidth and data movement problems ‎[2]-

‎[4]. Hardware accelerators have proven successful in 

achieving significant speedup and energy efficiency in 

comparison to general purpose processors ‎[5]-‎[6].  

 
 

Many graph accelerators hire different techniques to 

decrease movement of data between memory and the 

host processor to achieve noticeable performance 

improvements ‎[5]-‎[10].  

Processing in memory (PIM) is an old idea which 

introduced few decades ago by academia. Back then it 

could not gain enough attention due to several issues 

such as complexity and fabrication technology. Recently 

PIM has been revisited by both industry and academia. 

Micron proposed Hybrid memory cube (HMC) as one 

solution to hire PIM in real word.  

HMC is one of the most promising DRAM systems 

which is a true 3D stacked DRAM. HMC contains of 

http://jecei.sru.ac.ir/
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multiple DRAM dies on the top of a logic die. Several 

reaches have been made based on HMC to improve 

graph computation performance.  

For example, HMC-MAC proposed a PIM architecture 

based on the hybrid memory cube (HMC) that adds a 

MAC operation to HMC to accelerate graph and NN 

applications. Enhanced Tesseract is another example 

which propose an idea for large scale graph processing 

based on HMC. In this paper, we explore real-world PIM 

technology to improve graph processing efficiency by 

reducing irregular access patterns and improving 

temporal locality. We are proposing NodeFetch, a new 

method to access node neighbours while processing a 

graph. Our research follows the HMC 2.1 

specification ‎[11].  

Background 

This section contains the background knowledge on 

PIM accelerators and graph processing. 

A.  Graph Processing 

Based on nature of a graph, graph processing 

applications suffer from several issues such as random 

access patterns, poor locality and unbalanced 

workloads  [1]. Two main issues of graph processing are: 

 Neighbours of a given node might be somewhere 

else in memory causing cache miss. 

 Accessing nodes are unpredictable and depends of 

the shape of input graph and graph algorithm. 

In this Paper we are aiming to clearly address these 

issues and propose a novel architecture to properly fix 

them. 

B.  Processing in Memory 

Processing in memory (PIM) is an old idea. With the 

advent of big data computing and also recent advances 

in memory technologies, such as emerging nonvolatile 

memories, die stacking, and high-bandwidth memory 

interfacing, PIM has been revisited recently by both 

academia and industry.  

Processing-in-memory proposes to move 

computational components to the memory units to 

alleviate the high cost of data movement in big data 

processing.   

Hybrid memory cube (HMC) proposed and 

manufactured by Mircron company in 2011 trying to 

reach high memory bandwidth using PIM idea. They put 

several 3D-stacked DRAM dies on a logic layer to 

increase available bandwidth while providing high 

performance near memory processing. Using trough 

silicon Vias (TSVs) inside a memory cube, several DRAM 

layers are connected to the logic layer at the bottom of 

the cube.  

A single memory cube consists of 32 vertical slices 

Based on Hybrid Memory Cube Specification 2.1 ‎[11]. 

Each of these slices called a vault. Each vault benefits 

from 10GBps of memory bandwidth, therefore a single 

cube has total of 320GBps of bandwidth. 

Motivation and Innovation 

Graph processing suffers from random access 

patterns, poor locality and unbalanced workloads ‎[1]. 

Therefore accessing each neighbour may lead to a cache 

miss. Upon a cache miss, processor should bring 

necessary data block from memory into each level of the 

cache and then use that data to continue the application 

process, which degrades system performance. This can 

happen to each and every neighbor of each node of 

graph without a proper prediction. Repeating cache 

misses makes the cache useless. Several techniques has 

been hired to solve this problem such as graph mapping 

and custom prefetchers.  

These methods try to solve proposed issue indirectly 

and could gain noticeable performance increase in some 

cases. But if one solution can resolve the problem 

directly, huge performance increase can be achieved. 

One solution that may come to mind is to use GPUs and 

many cores such as ‎[12], to tackles these issues. GPUs 

are being used to accelerate various applications 

through parallelism such as Neural network algorithms. 

As said earlier, the main challenge of graph processing is 

their random memory accesses and irregularity of their 

algorithms.  

One possible way to accelerate graph processing is to 

hire GPUs.  

GPU is a highly structured SIMT architecture and it is 

not suitable for graph applications ‎[1].  

The performance of graph processing on GPU is still 

limited by memory latency despite of many efforts spent 

of accelerating graph applications using them ‎[1]. The 

whole concept of processing in memory (PIM) is to 

overcome an important issue which is memory 

bandwidth wall. On one hand, GPU can’t be used 

properly to generally accelerate graph processing due to 

memory latency.  

On the other processing in memory is a solution to 

overcome memory latency and memory bandwidth wall. 

Therefore processing in memory is selected as a baseline 

technique to directly solve issues tied with graph 

processing. 

Several other researches in the field of processing in 

memory has been done to use internal bandwidth of 

memory to help with processing graphs. Some of them 

added logic into or near conventional memory units such 

as GraphR ‎[13] and which used ReRAM or Graphi-

cionado ‎[15], But others used HMC to achieve their 

desired goal. Graph processing acceleration can be done 

by moving computations into the logic layer of HMC to 

exploit High in-memory bandwidth. Among those who 

used HMC as their baseline, there are two main 

categories. 
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 Hiring Network of several memory cubes with a 

specific topology ‎[14]-‎[16]. Tesseract  [17] achieved a 

significant performance improvement. Several 

researches tried to improve performance in a 

Tesseract-based system such as GraphH  [9], 

GraphP  [8] and Enhanced Tesseract. 

 Implementing on a single cube which is extendable 

to be used in any network of multiple cubes. For 

example HMC-MAC  [18] tried to add a MAC 

operation to a HMC device.  

In-memory graph processing have to address several 

issues such as random access patterns, poor locality and 

unbalanced workloads. This paper proposes a novel PIM 

accelerator called NodeFetch based on a single HMC to 

accelerate graph processing by reducing random 

accesses and poor locality. 

Related Work 

Sseveral recent related works and ideas in graph 

processing acceleration with he help of the HMC have 

been reviewed in this section. Various techniques have 

been proposed to accelerate graph processing such as 

Graphicionado ‎[5], Tesseract ‎[17], GraphH ‎[9], 

GraphP ‎[8], Enhanced Tesseract  ‎[7] and Centaur ‎[19]. 

Graphicionado ‎[5] accelerates graph processing by 

the use of parallelism and. They proposed a domain-

specific hardware accelerator. HMC is not being used in 

their sub-system. They could achieve a better 

performance than a state-of-the-art software graph 

processing framework being executed on a 16-core 

Haswell Xeon processor. Tesseract  ‎[17] is a large-scale 

graph processing architecture which uses a network of 

modified HMCs towards graph processing acceleration. 

Altough They could gain a remarkable performance, but 

the main problem is very long waiting times in 

processors. Apparantly Tesseract spends 59% of 

execution time waiting for synchronization barriers ‎[17]. 

Several researches tried to improve performance in a 

Tesseract-based system such as GraphH ‎[9], GraphP ‎[8] 

and Enhanced Tesseract ‎[7].  

GraphP considers data organization as a first-order 

design consideration to improve Tesseract-base system. 

Therefore they could provide a better performance in 

comparison to Tesseract by designing a 

hardware/software co-designed graph processing. 

GraphH on the other hand is a PIM architecture for 

graph processing on the Hybrid Memory Cube array. It 

integrates SRAM-based on-chip vertex buffers to 

eliminate local bandwidth degradation. 

Enhanced Tesseract ‎[7] targets the main problem of 

Tesseract which is low utilization due to synchronization 

barriers. They modified each HMC device in a way to 

manage and accelerate message queues and could 

reduce execution time by 40% in average. 

 Centaur ‎[19] tries to divide graph processes into two 

parts. One part that can be processed in off-chip 

memory and the other part which should be processed 

in on-chip memory to accelerate graph processing. 

Processes related to each vertex can be done in an on-

chip of off-chip memory based on the intensity of 

process related to that particular vertex. 

Architecture 

To solve the irregular data access pattern while 

processing a graph, we are proposing NodeFetch. 

NodeFetch consists of a hardware and software co-

design.  

From processor perspective, NodeFetch is a new 

command which is supported by memory subsystem. 

Processor can use this command to bring neighbors of a 

given node from memory into host processor cache. 

Therefore reducing cache miss rate while access to 

irregular neighbors of that node during executing a 

graph application.  

Presented hardware is able to collect neighbors of a 

given node, inside memory and send them back to host 

processor as a response.  

The process of finding a node and its neighbors inside 

memory and putting them together as a block, happens 

inside memory.  

Therefore this is a case of using processing in 

memory.  

To avoid building from ground up, Presented 

hardware placed inside logic layer of a HMC device by 

providing a new command inside HMC device. Figure 1  

shows the flow of data between software and hardware 

in presented architecture. 

1. Processor sends a NodeFetch command to memory, 

requesting to fetch a node and its neighbours using 

NodeFetch hardware inside the memory. 

2. NodeFetch hardware receives the request and starts 

to gather requested node itself, and neighbors of 

the node, inside a buffer. The buffer size equals to a 

normal memory response.  

3. After collecting node neighbors and the node itself, 

memory returns node data and its neighbors to 

processor. As of now, software running on processor 

knows that all neighbors are in adjacent addresses 

in memory. Therefore Upon each software request 

to access any of neighbors, neighbor data is already 

inside cache. 

NodeFetch only finds level one neighbors which 

means the response does not contain neighbors of 

neighbors and so on. Figure 2 shows logic layer of a HMC 

device. NodeFetch hardware placed between crossbar 

switch and vault controllers. NodeFetch hardware 

consists of several components. Figure 3 shows block 

diagram of a NodeFetch unit.  
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Fig. 1: Flow of data between software and hardware. 

 
Activation Register is used to enable or disable the 

whole unit. If NodeFetch unit is not activated, then 

memory packets will pass around the unit. 

Vertex Address Register keeps data address of 

requested node. 

Offset Register holds the offset of neighbors to fetch 

them. Processor sends this variable with the memory 

request. When fetching neighbours of a node, there 

might not be enough space in a memory response to fit 

all neighbors. Therefore processor can request for the 

remaining neighbors of a node by properly setting the 

Offset Register. 

Neighbor Prefetcher checks Activation register to 

determine whether to start the process or not. First, 

Finds address of node data and sets the Vertex Address 

Register with that address. Then fetch node neighbors 

and put them inside Block Buffer. 

Neighbor Address Buffer keeps address of neighbors 

during the actual process. 

Block Buffer keeps final memory response. Figure 4 

shows more details of a NodeFetch unit. After activation, 

NP checks the request type to find out whether it's a 

read request or a write request.  

If the request type is of type read, Finds address of 

given node and write it into vertex address register 

(VAR).  

Also write given offset from request into offset 

register (OR). 

 
 

Fig. 2: HMC Logic layer including NodeFetch hardware. 
 

After that, fetches address of neighbors from memory 

and writes them in neighbor address buffer (NAB). Offset 

Flag (OF) become activated if there isn't enough space to 

fit all neighbors inside NAB. Following that, iterates 

through NAB and fetch neighbor data into block buffer 

(BB).  

After all a memory response emerges from BB and 

which goes to processor. This response contains node 

itself, neighbors and offset flag. On the other hand if the 

request is of type write, repeats previous steps, only 

instead of fetching neighbors data, update them inside 

memory. 

NodeFetch is not a programmable unit and therefore 

only can work with a standard form graph storage inside 

memory. In this standard, there is an array for graph 

nodes.  

Each key in array, refers to a node and the value for 

that key, contains a pointer to node data and a list of 

neighbors connected to that node. As a result finding 

address of node data and neighbors only takes up to 

O(1). 

 

 
 

Fig. 3: NodeFetch block diagram. 
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Fig. 4: Nodefetch detail. 
 

Evaluation Methodology 

A. Simulation Configuration 

We evaluate the proposed system using an in-house 

cycle accurate simulator. Table 1 shows simulation 

configuration: 

 
Table 1: Simulation configuration of Nodefetch 
 

Memory 
1 HMC module with 8GB of memory capacity 

and a NodeFetch unit 

Processor 
2 cores of 2GHz ARM Cortex A15 with 64KB of 

level 1 cache for data and instruction 

 

Figure 5 illustrates block diagram of the simulator. 

Input graph and graph algorithm are inputs of the 

simulator. Dispatcher stores input graph of HMC 

memory.  

Programmer puts graph algorithm in processor. 

Processor starts working on input graph based on given 

algorithm. After all, generates several reports such as 

timings and power consumption.  

This simulator developed in a way to use the help of 

modified HMCSim. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Workloads 

For evaluation, we implement five different graph 

algorithms, namely Page Rank (PR), Single-Source 

Shortest Paths (SSSP), Connected Components (CC), 

Triangle Counting (TC) and Betweenness Centrality (BC). 

PR computes importance nodes in graph. This is 

commonly used in search engines.  

PR algorithm assign a number to each node of graph 

which indicates importance of that node. SSSP computes 

shortest path between two nodes of graph. SSSP has 

various applications in networks and also used to find 

critical path.  

SP used in results as a shorter form for SSSP. CC finds 

connected components in a graph which has several 

applications in image processing. TC counts triangles in a 

graph. TC is used in social networks. BC finds the most 

important node between two given nodes.  

BC has various applications in social networks and 

computer networks. There are a few benchmark suites 

such as GAP  [20] or CRONO  [21].  

These suits are known to researchers and are being 

used to evaluate their architectures and ideas.  

These benchmark suits include similar applications 

such as SSSP, BC and PR to process graphs.  

We chose GAP  [20] benchmark suite as a baseline for 

graph algorithms. We simulate well-known real-world 

workloads from Stanford large network dataset 

(SNAP)  [22]. 

Results and Discussion 

This section provides the results of simulations. 

A. Execution Time 

Figure 6 shows speedup of the chosen workloads 

normalized to the baseline HMC. Due to better 

management of poor graph locality, the proposed 

architecture could reach a better  execution  time  for  all  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5: Block diagram of the simulator. 
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of the benchmark graph applications. The simulation 

results indicate an average speed up of 3.3x in 

comparison to the baseline. 
 

 
 

Fig. 6: NodeFetch Speedup in comparison to baseline. 
 

B. Power and Energy Consumption 

Improving the execution time and offloading parts of 

computation from the processor to HMC, results in 

reduction of energy consumption, indeed at the cost of 

energy overheads caused by the additional hardware. 

Simulation results shows that the system energy 

overheads are significantly less than energy  savings. As a 

result, the overall system energy is decreased. Figure 7 

shows the system energy of the NodeFetch normalized 

to the baseline HMC.  

An average of 69% energy reduction is obtained for 

the evaluated workloads. 

Table 2 shows area and power consumption 

overheads of NodeFetch, Tesseract  [17] and Enhanced 

Tesseract  [7] relative to one HMC device. It 

demonstrates the proposed idea leads to a very low 

power and area overhead. 
 

Table 2: Area and power overhead NodeFetch, Tesseract and 
Enhanced Tesseract relative to HMC 
 

Relative to Logic 

layer of One HMC 
Tesseract

  [17] 

Enhanced 

Tesseract  [7] 
NodeFetch 

Area Overhead 9.6% 9.73% 0.1% 

Power Overhead 40% 42% 4.5% 

 

Table 3 shows area power density of NodeFetch, 

Tesseract and Enhanced Tesseract.  

The highest power density of the logic die across all 

workloads in our design is 14mW/mm2 which is by far 

below the maximum power density that does not 

require faster DRAM refresh using a passive heat sink 

(i.e. 133mW/mm2  [23]). 

 
Table 3: Power density and area comparison 
 

 Tesseract  [17] 
Enhanced 

Tesseract  [7] 
NodeFetch 

Max Power 

Density 
94 mW/mm

2 96 

mW/mm
2 

14 

mW/mm
2 

Area Overhead 

per HMC 
21.75 mm

2
 22 mm

2
 0.07 mm

2
 

 

The total area of a NodeFetch unit is 0.07mm
2
 which 

solely account for 0.1% area overhead. Our approach 

increases the average power consumption by 4.5% in 

comparison to HMC, which may lead a negative impact 

on device temperature. However according to recent 

measurements in industrial research on thermal 

feasibility of 3D-stacked PIM  [23], the power 

consumption should be within the power budget. 

Therefore, proposed idea is thermally feasible.  
 

 
Fig. 7: Relative system energy consumption of the proposed 

architecture normalized to the baseline architecture. 
 

Conclusion 

This paper proposed an optimization to PIM-based 

graph processing with the help of HMC. Most of the 

techniques in the field of processing-in-memory, hire 

methods to reduce movement of data between 

processor and memory.  

This paper proposed a method to reduce graph 

processing execution time and energy consumption by 

reducing cache misses while processing a graph. 

Proposed idea which named NodeFetch, adds a 

command to HMC for that purpose.  

NodeFetch helps graph processing to have a better 

performance by increasing locality and decreasing 

irregularity.  

Simulation results shows that NodeFetch in average is 

3.3x faster than HMC itself, and reduces energy 

consumption by 69% in average. 



NodeFetch: High Performance Graph Processing Using Processing in Memory 

73 
 

Author Contributions 

M.A. Mosayebi, and M. Dehyadegari contributed to 

the design and implementation of the research, to the 

analysis of the results and to the writing of the 

manuscript 

Acknowledgment 

We thank the editor and all anonymous reviewers. 

Conflict of Interest 

The authors declare no potential conflict of interest 

regarding the publication of this work. In addition, the 

ethical issues including plagiarism, informed consent, 

misconduct, data fabrication and, or falsification, double 

publication and, or submission, and redundancy have 

been completely witnessed by the authors. 

References 

[1] X. Chen, "GraphCage: Cache Aware Graph Processing on GPUs," 

arXiv preprint arXiv:1904.02241, 2019. 

[2] J.E. Gonzalez, Y. Low, H. Gu, D. Bickson, C. Guestrin, "Powergraph: 

Distributed graph-parallel computation on natural graphs," in 
Proc. the 10th Symposium on Operating Systems Design and 

Implementation (OSDI): 17-30, 2012.  

[3] A. Fidel, N.M. Amato, L. Rauchwerger, "Kla: A new algorithmic 
paradigm for parallel graph computations," in Proc. 23rd 

International Conference on Parallel Architecture and 

Compilation Techniques (PACT): 27-38, 2014.  

[4] S. Hong, H. Chafi, E. Sedlar, K. Olukotun, "Green-Marl: a DSL for 
easy and efficient graph analysis," in Proc. Seventeenth 

International Conference on Architectural Support for 

Programming Languages and Operating Systems: 349-362, 2012.  

[5] T.J. Ham, L. Wu, N. Sundaram, N. Satish, M. Martonosi, 
"Graphicionado: A high-performance and energy-efficient 

accelerator for graph analytics," in Proc. 2016 49th Annual 

IEEE/ACM International Symposium on Microarchitecture 

(MICRO): 1-13, 2016.  

[6] S. Ghose, K. Hsieh, A. Boroumand, R. Ausavarungnirun, O. Mutlu, 

"Enabling the adoption of processing-in-memory: Challenges, 

mechanisms, future research directions," arXiv preprint 

arXiv:1802.00320, 2018. 

[7] M.A. Mosayebi, A.M. Hasani, M. Dehyadegari, "Enhanced graph 

processing in PIM accelerators with improved queue 

management," Microelectron. J., 94: 104637, 2019. 

[8] M. Zhang et al., "GraphP: Reducing communication for PIM-based 
graph processing with efficient data partition," in Proc. 2018 IEEE 

International Symposium on High Performance Computer 

Architecture (HPCA): 544-557, 2018.  

[9] G. Dai et al., "Graphh: A processing-in-memory architecture for 
large-scale graph processing," IEEE Trans. Comput. Aided Des. 

Integr. Circuits Syst., 38(4): 640-653, 2018. 

[10] L. Nai, R. Hadidi, J. Sim, H. Kim, P. Kumar, H. Kim, "Graphpim: 
enabling instruction-level pim offloading in graph computing 

frameworks," in Proc. 2017 IEEE International symposium on high 

performance computer architecture (HPCA): 457-468, 2017.  

[11] H.M.C. Specification, "2.1, Nov. 2015, Hybrid Memory Cube 

Consortium," Tech. Rep.  

[12] B. Soltani Farani, H. Dorosti, M. Salehi, S. M. Fakhraie, "Ultra-low-

energy dsp processor design for many-core parallel applications," 

JECEI,” J. Electr. Comput. Eng. Innovations (JECEI), 8(1): 71-84, 
2019. 

[13] L. Song, Y. Zhuo, X. Qian, H. Li, Y. Chen, "GraphR: Accelerating 

graph processing using ReRAM," in Proc. 2018 IEEE International 

Symposium on High Performance Computer Architecture (HPCA): 
531-543, 2018.  

[14] G. Kim, J. Kim, J. H. Ahn, J. Kim, "Memory-centric system 

interconnect design with hybrid memory cubes," in Proc. the 

22nd international conference on Parallel architectures and 
compilation techniques: 145-155, 2013.  

[15] J. Kim, W. Dally, S. Scott, D. Abts, "Cost-efficient dragonfly 

topology for large-scale systems," IEEE micro, 29(1): 33-40, 2009. 

[16]  J. Kim, W. J. Dally, D. Abts, "Flattened butterfly: a cost-efficient 
topology for high-radix networks," in Proc. 34th Annual 

International Symposium on Computer Architecture: 126-137, 

2007.  

[17] J. Ahn, S. Hong, S. Yoo, O. Mutlu, K. Choi, "A scalable processing-
in-memory accelerator for parallel graph processing," in Proc. 

42nd Annual International Symposium on Computer Architecture:  

105-117, 2015.  

[18] D.-I. Jeon, K.-B. Park, K.-S. Chung, "HMC-MAC: Processing-in 

memory architecture for multiply-accumulate operations with 

hybrid memory cube," IEEE Comput. Archit. Lett., 17(1): 5-8, 

2017. 

[19] A. Addisie, V. Bertacco, "Centaur: Hybrid processing in on/off-chip 

memory architecture for graph analytics," in Proc. 57th ACM/IEEE 

Design Automation Conference (DAC): 1-6, 2020.  

[20] S. Beamer, K. Asanovid, D. Patterson, "The GAP benchmark suite," 
arXiv preprint arXiv:1508.03619, 2015. 

[21] M. Ahmad, F. Hijaz, Q. Shi, O. Khan, "Crono: A benchmark suite 

for multithreaded graph algorithms executing on futuristic 

multicores," in Proc. EEE International Symposium on Workload 
Characterization: 44-55, 2015. 

[22] J. Leskovec, A. Krevl, "SNAP Datasets: Stanford large network 

dataset collection," ed, 2014. 

[23] Y. Eckert, N. Jayasena, and G. H. Loh, "Thermal feasibility of die-

stacked processing in memory," 2014. 

Biographies 

Mohammad Amin Mosayebi received his MSc. 
Degree from K. N. Toosi University in 2019 in 
computer engineering. He is currently a Ph.D. 
student at Shahid Beheshti University 
researching on bio inspired hardware designs 
and bio-medical signal processing. 
 

Masoud Dehyadegari received his Ph.D. degree 
from University of Tehran, Tehran, IRAN, in 2013 
in computer engineering. He is currently an 
Assistant Professor of school of computer 
engineering with the K. N. Toosi University of 
Technology. His research interests include Low-
power system design, Network-on-chips, and 
Multi-Processor System-on-chip. 

https://arxiv.org/abs/1904.02241
https://arxiv.org/abs/1904.02241
https://www.usenix.org/conference/osdi12/technical-sessions/presentation/gonzalez
https://www.usenix.org/conference/osdi12/technical-sessions/presentation/gonzalez
https://www.usenix.org/conference/osdi12/technical-sessions/presentation/gonzalez
https://www.usenix.org/conference/osdi12/technical-sessions/presentation/gonzalez
https://ieeexplore.ieee.org/abstract/document/7855886
https://ieeexplore.ieee.org/abstract/document/7855886
https://ieeexplore.ieee.org/abstract/document/7855886
https://ieeexplore.ieee.org/abstract/document/7855886
https://dl.acm.org/doi/abs/10.1145/2150976.2151013
https://dl.acm.org/doi/abs/10.1145/2150976.2151013
https://dl.acm.org/doi/abs/10.1145/2150976.2151013
https://dl.acm.org/doi/abs/10.1145/2150976.2151013
https://ieeexplore.ieee.org/abstract/document/7783759
https://ieeexplore.ieee.org/abstract/document/7783759
https://ieeexplore.ieee.org/abstract/document/7783759
https://ieeexplore.ieee.org/abstract/document/7783759
https://ieeexplore.ieee.org/abstract/document/7783759
https://arxiv.org/abs/1802.00320
https://arxiv.org/abs/1802.00320
https://arxiv.org/abs/1802.00320
https://arxiv.org/abs/1802.00320
https://www.sciencedirect.com/science/article/abs/pii/S0026269218306177
https://www.sciencedirect.com/science/article/abs/pii/S0026269218306177
https://www.sciencedirect.com/science/article/abs/pii/S0026269218306177
https://ieeexplore.ieee.org/abstract/document/8327036
https://ieeexplore.ieee.org/abstract/document/8327036
https://ieeexplore.ieee.org/abstract/document/8327036
https://ieeexplore.ieee.org/abstract/document/8327036
https://ieeexplore.ieee.org/abstract/document/8328836
https://ieeexplore.ieee.org/abstract/document/8328836
https://ieeexplore.ieee.org/abstract/document/8328836
https://ieeexplore.ieee.org/abstract/document/7920847
https://ieeexplore.ieee.org/abstract/document/7920847
https://ieeexplore.ieee.org/abstract/document/7920847
https://ieeexplore.ieee.org/abstract/document/7920847
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwiz46rsu8rtAhW0RxUIHRsECRIQFjAAegQIAhAC&url=https%3A%2F%2Fwww.nuvation.com%2Fsites%2Fdefault%2Ffiles%2FNuvation-Engineering-Images%2FArticles%2FFPGAs-and-HMC%2FHMC-30G-VSR_HMCC_Specification.pdf&usg=AOvVaw1UKgHibpuUCM74-nRHRwXY
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwiz46rsu8rtAhW0RxUIHRsECRIQFjAAegQIAhAC&url=https%3A%2F%2Fwww.nuvation.com%2Fsites%2Fdefault%2Ffiles%2FNuvation-Engineering-Images%2FArticles%2FFPGAs-and-HMC%2FHMC-30G-VSR_HMCC_Specification.pdf&usg=AOvVaw1UKgHibpuUCM74-nRHRwXY
http://jecei.sru.ac.ir/article_1424.html
http://jecei.sru.ac.ir/article_1424.html
http://jecei.sru.ac.ir/article_1424.html
http://jecei.sru.ac.ir/article_1424.html
https://ieeexplore.ieee.org/abstract/document/8327035
https://ieeexplore.ieee.org/abstract/document/8327035
https://ieeexplore.ieee.org/abstract/document/8327035
https://ieeexplore.ieee.org/abstract/document/8327035
https://ieeexplore.ieee.org/abstract/document/6618812
https://ieeexplore.ieee.org/abstract/document/6618812
https://ieeexplore.ieee.org/abstract/document/6618812
https://ieeexplore.ieee.org/abstract/document/6618812
https://ieeexplore.ieee.org/abstract/document/4796167
https://ieeexplore.ieee.org/abstract/document/4796167
https://dl.acm.org/doi/abs/10.1145/1250662.1250679
https://dl.acm.org/doi/abs/10.1145/1250662.1250679
https://dl.acm.org/doi/abs/10.1145/1250662.1250679
https://dl.acm.org/doi/abs/10.1145/2749469.2750386
https://dl.acm.org/doi/abs/10.1145/2749469.2750386
https://dl.acm.org/doi/abs/10.1145/2749469.2750386
https://dl.acm.org/doi/abs/10.1145/2749469.2750386
https://ieeexplore.ieee.org/abstract/document/7917248
https://ieeexplore.ieee.org/abstract/document/7917248
https://ieeexplore.ieee.org/abstract/document/7917248
https://ieeexplore.ieee.org/abstract/document/7917248
https://ieeexplore.ieee.org/abstract/document/9218624
https://ieeexplore.ieee.org/abstract/document/9218624
https://ieeexplore.ieee.org/abstract/document/9218624
https://arxiv.org/abs/1508.03619
https://arxiv.org/abs/1508.03619
https://ieeexplore.ieee.org/abstract/document/7314146
https://ieeexplore.ieee.org/abstract/document/7314146
https://ieeexplore.ieee.org/abstract/document/7314146
https://ieeexplore.ieee.org/abstract/document/7314146
http://snap.stanford.edu/data/index.html
http://snap.stanford.edu/data/index.html
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.705.9293
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.705.9293


M.A. Mosayebi et al. 

74 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyrights 

©2020 The auor(s). This is an open access article distributed under the terms of the 
Creative Commons Attribution (CC BY 4.0), which permits unrestricted use, distribution, 
and reproduction in any medium, as long as the original authors and source are cited. No 
permission is required from the authors or the publishers.  

  

How to cite this paper: 
M.A. Mosayebi, M. Dehyadegari, “NodeFetch: High performance graph processing using 
processing in memory,” J. Electr. Comput. Eng. Innovations, 9(1): 67-74, 2021. 

DOI: 10.22061/JECEI.2020.7453.393 

URL: http://jecei.sru.ac.ir/article_1486.html 

  

 

http://jecei.sru.ac.ir/article_1486.html


J. Electr. Comput. Eng. Innovations, 9(1): 75-82, 2021 

 

 

 

Doi: 10.22061/JECEI.2020.7511.397            75 

 

Journal of Electrical and Computer Engineering Innovations 

(JECEI) 

Journal homepage: http://www.jecei.sru.ac.ir 

Research paper 

A New Routing Protocol in MANET using Cuckoo Optimization 
Algorithm 

S. Tabatabaei*, H. Nosrati Nahook 
 Department of Computer Engineering, Faculty of Engineering, Higher Educational Complex of Saravan, Saravan, Iran. 

 

Article  Info  Abstract 

 

Article History: 
Received 14 April 2020 
Reviewed 15 June 2020 
Revised 14 September 2020 
Accepted 15 November 2020 

 

 Background and Objectives: With the recent progressions in wireless 
communication technology, powerful and costless wireless receivers are 
used in a variety of mobile applications. Mobile networks are a self-arranged 
network, which is including of mobile nodes that communicate with each 
other without a central control Mobile networks gained considerable 
attention due to the adaptability, scalability, and costs reduction. Routing 
and power consumption is a major problem in mobile networks because the 
network topology changes frequently.  Mobile wireless networks suffer from 
high error rates, power constraints, and limited bandwidth. Due to the high 
importance of routing protocols in dynamic multi-hop networks, many 
researchers have paid attention to the routing problem in Mobile Ad hoc 
Networks  (MANET). This paper proposes a new routing algorithm in MANETs 
which is based upon the Cuckoo optimization algorithm (COA).  
Methods: COA is inspired by the lifestyle of a family of birds called cuckoo. 
These birds’ lifestyle, egg-laying features, and breeding are the basis of the 
development of this optimization algorithm. COA is started by an initial 
population. There are two types of population of cuckoos in different 
societies: mature cuckoos and eggs. This algorithm tries to find more stable 
links for routing. 
Results:  Simulation results prove the high performance of proposed work in 
terms of throughput, delay, hop count, and discovery time. 
Conclusion: The cuckoo search convergence is based on the establishment of 
the Markov chain model to prove that it satisfies the two conditions of the 
global convergence in a random search algorithm. Also, the cuckoo search 
that suitable for solving continuous problems and multi-objective problems. 
We have done a lot of experiments to verify the performance of the Cuckoo 
algorithm for routing in MANETs. The result of experiments shows the 
superiority of the proposed method against a well-known AODV algorithm.   
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Introduction 

MANET is a collection of mobile wireless nodes that are 

organized in a temporary network without any 

infrastructure and central management. Routers in these 

networks can move freely and organized themselves. 

Therefore, maybe the network topology changes 

frequently without any prior knowledge [1] This kind of 

networks   can   be   used   individually,   or  they  can  be  

 

connected to the Internet. Features such as multi-hop, 

mobility, supporting heterogeneity, limited power, and 

scarce bandwidth, make the designing of routing 

protocols a challenging task.  

Due to the high dynamicity of these networks, maybe 

some routing protocols, require frequent control packet 

exchange to be informed about connection losing [2]. 

Mobile users want to make a connection in an 

http://jecei.sru.ac.ir/
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environment that there is not any prior infrastructure. 

MANETs do not have any fixed communication 

infrastructure. Due to the lack of communication 

infrastructures such as access points (Aps) and a base 

station (BS), communication in such a network depends 

on forwarding nodes. Therefore, each node in the 

network except the role of the client could take the role 

of router and exchange data packets for other nodes [3]. 

In this kind of network, the network topology changes 

frequently because of node mobility. Besides, some 

nodes may join or leave the network, or maybe they 

alter to the sleep mode. Because of these characteristics, 

the main problem in MANETs is to route data packets 

efficiently. Energy consumption is another problem. 

Since most of the mobile hosts are equipped with 

batteries and have limited energy, energy consumption 

should be minimized to a lower extent. Many scenarios 

such as emergency operations, military operations, 

conferences, etc. can benefit from these kinds of 

networks because networks with fixed infrastructure 

cannot fulfill these requirements [3]. 

The dynamic nature of MANETs provided a very 

convenient area for applying heuristic and met-heuristic 

approaches. Many routing protocols have been 

proposed for these networks, but most of them make 

simple assumptions about the amount of mobility in 

these networks. Since, in different situations 

automaticity and informed interactions between nodes 

avoids link failure and cause the path reliability tile the 

end of the transmission phase, investigating the 

possibility of using heuristic and meta-heuristic 

approaches in MANET routing could be an attractive 

research topic [5]. 

In MANETs, network nodes do not have any prior 

information about network topology, and because of 

that, they are forced to discover the location of a 

destination node to communicate with other nodes. In 

other words, before transmitting data packets to the 

destination, the sender node has to perform some 

operations to discover the right location of the 

destination node.  

In [6] suggested an Adaptive Nero-Fuzzy Inference 

System (ANFIS) and make use of some fixed and mobile 

agents. The proposed algorithm uses three kinds of 

agents: (a) fixed any-cast management agent, (b) fixed 

optimization agent, and (c) mobile any-cast route 

construction agent.  

In [6] introduced a new algorithm called Multi-

Channel On-Demand Routing with Coordinate 

Awareness (MCORCA). This algorithm uses several 

wireless channels to enhance network performance in 

MANETs. The proposed cross-layer approach uses 

channel assignment and collision avoidance strategies. 

This approach uses two kinds of channels one control 

channel for scheduling and another for data 

transmitting. MCORCA is an extended version of a 

request-based routing algorithm named ORCA for single-

channel networks.  

In [8] proposed a multipath routing protocol for 

OSDM-TDMA mesh networks, which uses several paths 

to reach the destination. When these paths face a 

problem, they can replace each other immediately. In [9] 

had made some modifications on MMQR in which 

alternative paths make some changes in the network, 

and they will be ordered adaptively. They suggest a 

heuristic model for selecting attractors by which 

biological entities would be identified for dynamic 

environment changes. 

With today’s wireless technologies, most of the 

applications, need Quality of Service (QoS), self-

organization, and self-healing services. Authors [10], 

consider the above mentioned problems, and propose a 

new cross-layer method that improves existing routing 

protocols. These improvements include adding new 

decision metrics to all network layers and using a fuzzy 

method with [11] proposed a new algorithm named 

Energy-Aware Span Routing Protocol (EASRP) which 

utilizes energy-saving approaches such as Span and 

Adaptive Fidelity Energy Conservation Algorithm (AFECA) 

approaches. Also, energy consumption could be reduced 

to a large extent because of a hardware circuit named 

Remote Activated Switch (RAS) for awaking nodes that 

are in sleep mode. These kinds of energy-saving 

protocols can work better than passive routing 

protocols. Even though, there are lots of problems that 

should be solved when using the EASRP algorithm 

whiten a hybrid protocol.  

In [12] presented a novel AODV based routing 

algorithm called QoS Routing Protocol Based on AODV 

(AQA-AODV). This algorithm established routes based on 

the QoS requirements of a specific application. A 

mechanism for bandwidth estimation of a path and an 

adaptive scheme that could provide helpful feedback 

about the current status of the network is utilized. 

Therefore, special applications could optimally tune their 

transmission rate. Also, a route recovery (retrieving) 

approach has been suggested, which provides an error 

detection mechanism in path links and communication 

reestablishment.  

Authors [13] proposed a reliable and Markova Chain 

based multi-path algorithm, which has a great 

performance in terms of energy consumption. The 

proposed protocol computes multiple paths from source 

to destination and among them, a path will be chosen in 

a random manner which consumes a smaller amount of 

energy.  Also, due to the transmission of data packets 

using random paths, this protocol makes the data flow 

safer.  
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Authors [14] proposed a fuzzy logic-based routing 

protocol for mobile ad hoc network MANETs. The 

proposed method uses the fuzzy logic strategy to selects 

suitable routes based on the energy level of the battery 

and speed of mobile nodes.  The proposed method with 

the AODV protocol was simulated in OPNET simulator 

10.5 and simulation results revealed that the proposed 

protocol outperformed the AODV protocol considering 

the throughput, data dropped, packet delivery rate, and 

hop count. Authors [15] proposed an intelligent 

algorithm to find the feasible route in an ad-hoc 

network. The proposed protocol uses the Cuckoo Search 

(CS) algorithm, to satisfying the constraint of QoS in 

MANET and select the QoS path based on a computation 

of the highest fitness value with three parameters such 

as routing load, remaining energy, and hop count. The 

proposed method was simulated with the Ant Colony 

Optimization protocol, Particle Swarm Optimization, and 

AODV protocol was simulated and their evaluation was 

accomplished based on important metrics, including 

mobility, scalability, and congestion. The Simulation 

result analysis shows that the proposed protocol is 

outperformed for all the above mentioned Metrics. 

Authors [16] proposed a new routing protocol in Manet 

networks to increase the efficiency of the network with a 

zone-Based method, which has been created by 

modifying the multi-path directing protocol AOMDV 

protocol, by improving power usage. This protocol uses 

metrics such as the power of battery consumption and 

network lifetime to selecting the best path from the 

multipath based on labels, node tracking, and power 

analysis. Proposed routing protocol uses an energy 

sensitive system. The Simulation result shows that the 

proposed method more reliable than is with AOMDV and 

AODV protocols.   

Authors [17] proposed a method in Optimized Link 

State Routing (OLSR) protocol that select the best multi-

point relay node for forwarding packet control to 

increase the QoS of the link while making a routing 

decision. The proposed protocol was simulated with an 

NS-2 simulator by varying the pause time of nodes, 

simulation time of nodes, and speed of nodes. Many 

simulations have been performed for evaluating the 

performance of the proposed protocols regarding 

throughput, end to end delay, energy cost per packet, 

and node’s average remaining energy. Experimental 

results reveal that the protocol has a more efficient 

mechanism for routing and a more satisfactory solution 

for maximizing the throughput in MANET. 

Cuckoo Algorithm  

Cuckoo optimization algorithm [18] is a novel and 

powerful optimization method, which is suitable for 

continuous and nonlinear optimization problems. Like 

other evolutionary algorithms, cuckoo starts with an 

initial generation. The population of cuckoos has some 

amount of eggs that lay them in some host birds. Some 

eggs that are similar to the host bird eggs have more 

chances to be born and become a mature cuckoo. Other 

eggs will be recognized by the host cuckoo, and they will 

be destroyed. The amount of grown eggs determines the 

suitability of the nest of that region. More grownup eggs 

in a region result in more profit for that region. Thus, a 

region where the largest amount of eggs are saved is a 

parameter that cuckoo intended to optimize. The cuckoo 

optimization algorithm can be applied to purposes such 

as (a) districted and continuous optimization problems, 

(b) layout designing problems, (c) scheduling and 

sequence operation problems, (d) designing intelligent 

networks, and I problems that have many parameters for 

optimization, and their global solution could not be 

achieved by these methods. The superiority of the 

cuckoo algorithm in comparison to other algorithms is 

latent by multiple operations of cuckoo optimization 

operators, like lying eggs and migration. Other 

evolutionary optimization algorithms use operations that 

have a single purpose. However, in the cuckoo 

optimization algorithm, the defined operators have 

several purposes simultaneously. 

 Operation of Proposed Protocol 

When a source node attends to send data to an away 

node, following step should be performed: 

1. Source node ‘S’ checks its routing table to find a 

path to the destination. If the available path has the 

required amount of energy to send packets, then data 

will be sent through that path.  

2. If there is no path toward the destination, a route 

discovery process will be started and a Route Request 

message (RREQ) is created continuing destination 

address and itself parameters. This message will be 

broadcasted on the network. It is worth noting, the 

proposed protocol before sending the message 

computed the reminded energy after sending the packet 

using (1) and will be added to the RREQ message, and 

the value of the fitness function is set to zero.  

𝑃𝑅 = 𝑃𝐿 − ((𝑃𝑆)/𝐵𝑊)  ∗ 𝑇𝑃  (1) 

where PR is the remaining energy, PL energy level of the 

battery, PS data packet size, BW available bandwidth, 

and YP is the required energy for data transmitting.  

3. Through the path, each intermediate node that 

receives the RREQ message extracts the information and 

determines the suitability of the link by which the packet 

is received using the cuckoo optimization algorithm. In 

other words, it checks whether this node has a sufficient 

amount of energy for data transiting or not? The node 

has a sufficient amount of energy, and the value of the 

fitness function is greater than the threshold value does 

the same operation for the available bandwidth 
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parameter. For example, if there is enough bandwidth 

for packet transmitting, it means that the fitness 

function has a greater value in comparison to the 

threshold value. It means that the node has a good 

potential for data transmission. It should be noted, the 

value of fitness function for remained energy and 

bandwidth computed using (2) and (3), respectively. 

Furthermore, the cumulative value of the fitness 

function can be computed using (4).  

 𝐹𝐼𝑇𝑃 = 𝑃𝑅/𝑀𝐴𝑋 𝑃𝐿 (2) 

 𝐹𝐼𝑇𝐵𝑊 = 𝐴𝐵𝑊/𝑀𝐴𝑋 𝐵𝑊𝐿 (3) 

 𝐹𝐼𝑇 = ((𝛼 ∗ 𝐹𝐼𝑇) + (𝐹𝐼𝑇𝐵𝑊 + 𝐹𝐼𝑇𝑃)) (4) 

Where in (2), FITP is the fitness function for energy, 

PR is reminded energy, and MAX PL is the maximum 

level of the battery.  

In (3), FITBW is the fitness function for bandwidth, 

ABW is the available bandwidth, and MAX BWL is the 

maximum level of bandwidth.  

In (4), FIT is the general faintness function, α is the 

reduction confection for function convergence which is 

equal to 0.9. Also, the intermediate node checks to find 

a path to the destination in the routing table. If the path 

has existed, creates a Route Reply (RREP) packet, which 

includes the fitness value of the node and itself 

parameters, then sending them back to the previous 

node. If there is no path to the destination, the RREQ 

message will be broadcasted again.  

  When the RREQ message reaches the destination 

node, like intermediate nodes, it extracts itself 

parameters and fitness value from the packet and checks 

the suitability of the node using the cuckoo optimization 

algorithm. Furthermore, determines those paths that 

have higher fitness value using extracted information 

from the RREQ message. Four paths are selected as best 

paths, then one that has a higher fitness value will be 

chosen for data transmitting, and the other three paths 

are maintained as alternate paths for link failures.  

The destination node creates an RREP message and 

copies the source address and destination address from 

the RREQ message and also adds its parameters and 

cumulative fitness function to the RREP message and 

sends it back to the source node.  

Each node in the reverse path extracts parameters 

and adds its parameters to the RREP message to 

determine the suitability of the link. The source node 

uses the discovered path to send data to the destination.  

The source code of proposed method show in below: 

Proposed Cuckoo Search Algorithm  

Procedure routing function (f(p), v=(P1,…. ,Pn)N) 
Get available node of N Paths pi  i=1,2,…….n for 
source and destination 

While i≤N or(stop criterion) 
Get intermediate node ni 
Evaluate its fitness function F(ni) with (4). 
If intermediate node to find a path to the destination in 
the routing table 
Creates a Route Reply (RREP) packet and RREP message 
sends to the source node. 
Else 
RREQ message will be broadcasted again. 
End if 
Increment i 
End While 
 If  RREQ message reaches the destination node 
Choose an optimized path with high fitness value. 
Creates a Route Reply (RREP) packet and RREP message 
sends to the source node.  
End if 
The best solution is chosen or kept(Quality solutions 
nests); 
The current best is rank to find solutions 
The source node uses the discovered path to send data 
to the destination.  
Post-process results and visualization 
End 

Simulating the Proposed Method 

S. Simulation Environment 

This paper uses the OPNET Modeler 10.5 [19] to 

implemented and verify the effectiveness of the 

proposed method and comparing it to the well-known 

AODV (Ad hoc On-Demand Distance Vector Routing ) 

[20] algorithm and fuzzy logic-based reliable routing 

protocol (FRRP) [20] As shown in Fig. 1 network topology 

contains 30 nodes that are distributed in an 1127 * 1127 

meter area. Furthermore, it is assumed that each node 

can turn in 0 to 359 degrees. 
  

 

Fig. 1: Network topology for simulating network in an error-
free state. 
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The rotating time is between 0 to 200 seconds and 

the movement of each node is 1 to 10 meters. Figure 2 

shows a view of the node editor for the network model. 

Transmission range of each node equals 250 meters and 

the bandwidth is considered about 1 to 10 megabytes 

randomly.   

 

 

Fig. 2: Node editor for simulated model. 
 

We use the following metrics to evaluate the 

performance of our algorithm. We want to analyze the 
performance of the proposed algorithm in two error-free 

and failure states.  

Throughput: the amount of data that successfully 

passed through a network in a given time.  

Received packets: number of successfully received 

packets to the destination.  

Delay: the average time between the sending time of 

a packet and its receiving time of a pocket which is 

calculated for all packets.  

The number of hops: the distance between source 

and destination in hops. 

Route discovery time: the required time to find a 

path to the destination.  

In the first scenario, we want to evaluate the 

performance of the proposed algorithm in terms of 

throughput for error-free and failure states. In the error-

free state, all nodes that are participating in the network 

work without any specific problem. However, in a failure 

state may be some nodes get out from the network and 

encounter some serious problems. Now we want to 

evaluate the performance of our proposed algorithm 

against the AODV algorithm and FRRP to show the 

superiority of the proposed method. As it can be seen 

from Fig. 3 and Fig. 4, the cuckoo based algorithm has a 

higher throughput in both stats than AODV algorithm 

and after learning with fuzzy logic, FRRP protocol can 

determine appropriate links and in case the link is 

suitable, it can transmit data through that link. Hence, 

the throughput rate for FRRP scenario is more than the 

proposed algorithm. Also, in the mode with errors, after 

learning, FRRP protocol can select appropriate links for 

transmitting data and it can have more throughput rate.   

 
Fig. 3: Throughput of Cuckoo against AODV in error-free state. 

 

 
Fig. 4: Throughput of Cuckoo against AODV in failure stat. 

  

In the second scenario number of successfully 

received packets are counted to show the great 

performance of our proposed algorithm in comparison 

with the AODV algorithm and FRRP algorithm. Based on 

detailed information about the cuckoo algorithm which 

selects more stable paths to the destination, this 

algorithm can deliver a greater number of packets to the 

destination than AODV algorithm also the FRRP protocol 

can determine suitable links for data transmission Than 

proposed algorithm. Figure 5 and Fig. 6 illustrate the 

performance evaluation of the proposed algorithm in 

error-free and failure stats.  

Considering Fig. 7 and Fig. 8, it can be concluded that 

with the progress of simulation time, network delay will 

be decreased by the Cuckoo algorithm than AODV 

algorithm, and the reason is that suitable paths are 

chosen for data transmitting. In other words, the routes 

that deliver packets with high possibility are established 

and there is no need to discover routes again. Therefore, 

network delay decreases significantly. 
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Fig. 5: Number of received packet in cuckoo algorithm and 

AODV in error-free state. 
 

 
Fig. 6: Number of received packet on cuckoo algorithm and 

AODV in failure state. 
 

Considering Fig. 7 and Fig. 8, it can be concluded that 

with the progress of simulation time, network delay will 

be decreased by the Cuckoo algorithm than AODV 

algorithm, and the reason is that suitable paths are 

chosen for data transmitting. In other words, the routes 

that deliver packets with high possibility are established 

and there is no need to discover routes again. Therefore, 

network delay decreases significantly.  Computing 

available bandwidth and energy level increase the delay 

but in our algorithm, the delay has a great reduction 

which shows that the required time for computing and 

comparison is low and does not impact the performance 

of the network. In the first seconds, the suitable links are 

not specified yet and because of that network delay is 

high.  Also FRRP protocol, after learning, can consider 

stability parameters and determine appropriate links 

from transmitting data. Moreover, in the failure mode, 

FRRP protocol selects appropriate links for transmitting 

data.  

It is noted that cuckoo uses those paths they have a 

lower hop count. In other words, cuckoo makes paths 

that have a lower hop count in comparison to AODV and 

tries to choose the shortest path to decrease the 

consumed energy for data transmitting. 

 
Fig. 7: Network delay for Cuckoo against AODV in error-free 

state. 

 
Fig. 8: Network delay for Cuckoo against AODV in failure state. 

 

 
Fig. 9: Number of hop counts for each route in Cuckoo and 

AODV algorithm in error-free state. 

 
Figure 9 and Fig. 10 show the achieved result from 

comparing cuckoo, FRRP protocol, and AODV algorithms 

in terms of hop count. In Fig. 11 and Fig. 12 network 

discovery time for Cuckoo, FRRP protocol, and AODV are 

computed and this parameter has a great reduction for 

the Cuckoo algorithm than the AODV algorithm. 

This reduction arises from the fact that suitable links 

are recorded in the neighbor routing table of the nodes. 

Initially, network discovery time is high, and it is because 

the network is not fully trained with the Cuckoo 

algorithm, and suitable links are not determined yet. 
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Fig. 10: Number of hop counts for each route in Cuckoo and 

AODV algorithm in failure state. 

 

Also as shown in this figure, as the simulation time 

increases, route discovery time for FRRP protocol 

decreases in comparison with the proposed method. 

This is attributed to the FRRP protocol can determine 

suitable links for data transmission. 

 
Fig. 11: Discovery time for Cuckoo and AODV in error-free stat. 

 

 
Fig. 12: Discovery time for Cuckoo and AODV in failure stat 

 

Conclusion 

MANETs have gained a significant attraction in the 

last decades. Routing in MANTs became a very 

challenging research area due to its special 

characteristics. In this paper, a new algorithm for routing 

in MANETs is proposed, which is based on the Cuckoo 

optimization algorithm. Cuckoo optimization algorithm 

[18] is a novel and powerful optimization method that is 

suitable for continuous and nonlinear optimization 

problems. Cuckoo search is a Metaheuristic algorithm 

that continuously iterating the optimal solution until the 

globally optimal solution is obtained, which helps to 

provides finding the optimal path. The cuckoo search 

convergence is based on the establishment of the 

Markov chain model to prove that it satisfies the two 

conditions of the global convergence in a random search 

algorithm. Also, the powerful attribute such as 

portability and platform independence of the cuckoo 

search is of profound significance it has strong global 

search ability. That suitable for solving continuous 

problems and multi-objective problems [22]. We have 

done a lot of experiments to verify the performance of 

the Cuckoo algorithm for routing in MANETs. The result 

of experiments shows the superiority of the proposed 

method against a well-known AODV algorithm.   
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 Background and Objectives: In this paper, a novel objective function is 
proposed for designing the power system stabilizers (PSSs). Although the 
object of the previous designs was to enhance the critical modes' stability, 
the derived stability indices were, to some extent, low and in some cases not 
acceptable at all. The prospect of attaining higher stability motivated authors 
to design a new objective function in this study. In all the previous objective 
functions, the same priority is accorded to all modes, and an objective 
function is generally defined. A novel function is presented, called Variable 
Slope Damping Scale (VSDS), based on the assumed variable slope for the 
straight line in the fan-shaped region, which is an area in the complex plane 
for determining the eigenvalue placement range, with a reference tip at the 
negative point. This can be an efficient solution to the low value of critical 
modes' stability. In general, more damping for critical modes and lower 
priority for searching non-critical modes are taken as key points. The result of 
applying VSDS leads to a high value of damping scales for critical modes. The 
nonlinear simulation results and eigenvalues analysis has demonstrated that 
the proposed approach in this study is highly effective in damping the most 
critical modes. 
Methods: The proposed method assumes a variable slope for the straight 
line of the convergence region (specified area for placement of poles) in a 
fan-shaped type. Indeed, the increase in critical mode's damping scale is 
taken into account as a key point to introduce a powerful objective function. 
Results: The value of the damping scale and also the overall dynamic stability 
of the test system has increased by using the proposed objective function. 
Conclusion: Also, it has been shown that a variable slope convergence region 
is better than that of a constant slope one to the optimal tuning of WAPSS. In 
other words, the value of the damping scale with the proposed method over 
the existing techniques clearly shows that the proposed objective function is 
more effective than the other ones.  
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Introduction 
In most power plants, PSS is taken into account as 

efficient equipment to solve oscillations and stability 

problems in our process ‎[1]-‎[3]. Effective application of 

stabilizers is mostly related to the effectiveness of 

objective function, especially when several PSSs are 

considered simultaneously in power system designing. 

There are lots of objective functions offered to provide a 

better condition for PSS design. However, all of them 

consider the same strategy for different modes and 
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ignore the fact that critical modes play a significant role 

in the overall stability of the power system. Regarding 

the significant effects of objective functions, there are 

some limitations associated with the displacement of the 

whole eigenvalues in each power system. It goes without 

saying that this issue has experienced both growing 

interest and extensive efforts when it came directly to 

the design of a powerful objective function ‎[4]-‎[12]. 

This paper proposes a new objective function known 

as the VSDS objective function. It is obvious that 

achieving greater stability is of great importance and all 

equipment must be designed to meet this goal. The 

commonly used objective functions proposed in previous 

works are relatively appropriate, but they are not as 

effective in providing high stability. Therefore, in this 

paper, some thoughts and novelties are provided to 

address this important issue. In ‎[4], a method is 

proposed for designing a wide-area power system 

stabilizer based on a new multi-objective function. In this 

function, critical modes are displaced to improve the 

system stability, which the stabilizer is designed in the 

minimum-phase with less control gain. In the objective 

function presented in ‎[5], there is no limitation in the 

confrontation of high-frequency oscillation and just all 

damping factors are placed in a rectangular region. 

In ‎[6], the performance of various commonly used 

objective functions including integral square error (ISE), 

integral time square error (ITSE), integral absolute error 

(IAE), and integral time absolute error (ITAE) are 

analyzed. The objective functions are used to tune the 

proportional–integral–derivative (PID) controller values 

in various power systems. The results established that 

their performance change based on the power system 

size, which is a weak point. The objective function 

presented in ‎[7], similar to one in ‎[5], the limitation of 

damping factors is performed, but it still has problems 

with the high-frequency oscillations. In ‎[8], a multi-

objective optimization procedure including both 

performance and robustness criteria is considered for 

formulating the dual-dimensional supplementary 

damping controller (SDC) and accelerating PSS (PSS2B). 

However, in designing the objective function, there is no 

difference between system modes, and the same 

method is used for their displacement. The objective 

function presented in ‎[9], the problem of high-frequency 

oscillation has been solved, but there is no investigation 

on the modes works on damping factor limitation. 

In ‎[10], a novel performance index is proposed to 

evaluate a system's ramp response. The study is applied 

to the tuning of a PSS of a simple power system, at 

several operating points of the synchronous machine. It 

explores the process of tuning controllers for conditions 

that better reflect realistic operating conditions, such as 

input signals of different shapes. In ‎[11], a novel 

objective function based on power system exciter 

frequency response is proposed to design a robust PSS 

using heuristic optimization techniques, in order to 

damp the electromechanical oscillations at very low 

frequencies (0.1-3 Hz), that often tend to grow with time 

and cause system instability. The objective function 

presented in , which is called the damping scale 

objective function, all the problems with the previous 

well-known objective function such as lightly damped 

and higher-frequency modes were eliminated 

somewhat, and the only problem is the slight 

convergence difficulty. Now, the proposed objective 

function has all advantages of the previous method, and 

there are no convergence problems. In this investigation, 

the novelty is about finding a convergence region that 

result in a more damping scale for critical modes. 

Actually, the main idea of this paper is to deal with some 

particular modes by defining a special convergence 

region. Moreover, this method scrutinizes some issues 

like the non-constant slope of the convergence region or 

less energy consumption for un-critical modes. Also, to 

enhance the system stability, a combinational input of 

both local and remote signals was regarded for damping 

controllers in this study. The GRSA (a newly proposed 

objective function inspired by general relativity theory) 

with considering VSDS objective function was applied in 

PSSs designing, and its positive effects have been 

investigated. This paper has organized as follows: Second 

section introduces the power system model and PSSs 

structure, which is accompanied by a review of both new 

and customary objective functions. Third section 

presents simulation results and a comparison in 

investigating the efficacy of the proposed methods 

under various system operating conditions. Some 

conclusions are also explained in next section. 

Problem Statement 

The problem statement is defined in three parts as 

follows: 

A. Power system model and PSSs structure 

The closed-loop nonlinear modeling can be 

constructed with a set of nonlinear differential-algebraic 

equations by the following form: 

 ̇         (1)   

Regardless of the damping controller's structure, the 

linearized incremental model of the interconnected 

power system around an equilibrium point is generally 

shown as follows: 

  ̇          (2)       

This paper implements a commonly utilized lead-lag 

PSS and the IEEE-type-ST1 excitation system, which are 

similar to Fig.1,  [2]. The considered PSS structure and     

angular speed deviation are denoted as follows: 
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Fig. 1  : Overall interconnection of     PSS with IEEE-type-ST1 
excitation system. 

 

In this paper, the input signal of PSSs is not just a local 

signal, and a combination of local and remote signals is 

considered as the input signal. In this regard, the second 

equation, which determines the input signal of the     

generator, is based on the local signal and combination 

of all remote signals impacting the determined 

generator. It should be mentioned that remote inputs 

for each generator will be selected based on a sensitive 

analysis of its state variables. The weighting coefficients 

can be calculated by the optimization method, but 

constant values are also acceptable. The values of 

parameters are available in the Appendix section. 

B. Overview of Previous Objective Function 

Up to now, there have been several attempts with the 

presentation of a different objective function in order to 

achieve higher small-signal stability. A schematic of 

these convergence regions in four well-known objective 

functions is depicted as shaded areas in Fig. 2. The 

objective function depicted in Fig. 2(d) has been 

constructed by defining the damping scale function in 

the form of (4)  [12]. As such, this damping scale 

objective can be written as below (5): 

  
       

√      
    

      (4) 

       ∑       
      

    

  

   

 (5) 

In the mentioned convergence region, damping 

factors and damping scales of eigenvalues are 

respectively lower than    and upper than   . 

Furthermore, the slope of the straight line of the fan-

shaped region can be calculated as following  [12]: 

       
  √
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ζ  
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 ||

 (6) 

 

As it is obvious in Fig. 2(d), there is not any problem 

associated with the existence of high-frequency or low-

frequency lightly damped modes. So, the substantial 

drawback of prior works has been resolved in this work. 

For      in the (6),        
will has the same value as 

     ζ 
, and for    on the negative side of the damping 

scale axis, the magnitude of        
 is smaller than that 

of       ζ 
‎    . 

C. Proposed Objective Function 

In the proposed objective function (VSDS) it has been 

assumed that there is a variable slope for the straight 

line of the fan-shaped region, which its value is different 

in each range of damping factor interval [     ]. This 

variable slope has been considered for the most 

important modes and    depicts the endpoint of this 

range. Indeed, the elevate of the critical mode's damping 

is taken into account as a key point to introduce a 

powerful objective function. Considering the incremental 

slope in the VSDS and its less energy expenditure for 

uncritical modes, it provides a higher damping scale and 

frequency limitation. Since the effectiveness of the last 

introduced well-known objective function has been 

compared to previous ones in  [12], this objective 

function will be considered as a comparison criterion in 

designing a new proposed objective function. The 

objective function must be optimized to limit the 

eigenvalues considering the different damping scale 

values in each damping factor interval. The objective 

function can be expressed as follows: 

{
 

 
       ∑ ∑    

     
  

   

  

   

  

           
             

 

 
(7) 

 

 

Fig. 2:  Convergence regions of four objective functions. (a) 
Rectangular region of damping factor ‎[5]. (b) Fan-shaped 

region with tip at the origin of damping ratio ‎[13]. (c) D-shaped 
region of damping factor and damping ratio ‎[7]. (d) Fan-shaped 

region with tip at    and the damping ratio ζ
 

 of damping 

scale ‎[12]. 
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where   
  and   

  are shown in Fig. 3(a), and they can be 

computed as follows (indices of i and k are associated 

with different eigenvalue and interval step numbers, 

respectively): 

           
  {

                 

            
 

(8) 

The parameter of    is defined as follows: 

   {           |    
 }                        (9) 

where, 

       
                (10) 

In (7), all of the operating conditions have taken into 

consideration by the first sigma operator, and the value 

of inner parenthesis under different damping factor 

intervals has determined by the second sigma operator. 

The values of the required constant parameters such as 

k; r; m and etc. are listed in Appendix (Table A2). 

As it is obvious in (11), the slope of the convergence 

curve is directly in the effect of    
  and varies by its 

change. In a specific interval,   
  is equal to   , and it 

reduces by the rate of (k-1) × m times. As such, we have 

various values for   
 , and they will be obtained by the 

same procedure at different intervals (see Fig. 3(a)).  

The slope of the convergence region, similar to (6), is 

computed as: 

       
   √

 

   
 
  

   

(11) 

According to (11), the slope of the convergence 

region is variable in different ranges. In the range of 

        , the value of        
  is smaller than        

 

and for      , these values are equal. The evaluation 

of the proposed objective function in Table 1 

demonstrates its superiority, as it has other significant 

features in addition to the considerable characteristics of 

the well-known objective functions It should be 

mentioned that axis scales of the depicted figures in this 

section are not exact, and they are considered just for 

the sake of better presentation of our objective function 

characteristics (all of the terms/variables are defined in 

the nomenclature section).  
 

Table 1: Evaluation of well-known objective functions 
 

Convergence 

region 
Component 

High 

Frequency 

limitation 

Damping 

factor 

limitation 

High 

damping 

scale 

Fig.2. (a)   No Yes No 

Fig.2. (b)   No No No 

Fig.2. (c)  ,   No Yes No 

Fig.2. (d)   Yes Yes No 

Fig.3. (b)    Yes Yes Yes 

Simulation Results and Discussion 

The case study here is a 10-machine 39-bus system as 

a medium multi-machine power system, which is shown 

in Fig. 4. Generally speaking, the PSS optimum 

parameters will be obtained by applying objective 

functions (OFs) of    and    and considering below 

constrained optimization problems. 
 

 
(a) 

 

 
(b) 

 

Fig. 3: (a) Slope change of convergence region, (b) Convergence 
region of the proposed objective function. 

 

Minimize (OFs) subject to: 

  
         

    (12) 

   
           

    (13) 

   
           

    (14) 

   
           

    (15) 

   
           

    (16) 

The range of optimizing our parameters is [0:001   50] 

for    and [0:01 1.0] for                    . 

Furthermore, the optimization algorithm of GRSA has 

been chosen to be used in this optimization procedure. 

In the way of designing the proposed PSSs, OFs ( 
 
 

     
 

) and GRSA are utilized to pursue a comparative 

study in our objective functions. In this paper, PSSs' 

parameters are optimized based on two kinds of an 

objective function, and the design based on each of 

which is considered as a scenario. 
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A. Tested system 

The single-line diagram of the IEEE 10 machine (New 

England) power system (Fig. 4) is considered for 

simulation and the detail of system data is taken from . 

In this study, in order to achieve the overall dynamic 

stability of the test system with the presented 

approaches, all generators, except G2, which is an 

equivalent power source of the U.S.-Canadian 

interconnection system, are equipped with PSSs. To 

design robust PSSs, two different operating conditions in 

addition to our base case are characterized by the 

system under both severe loading conditions and critical 

line outage. Here the "Robust" term is used in this 

concept that the designed controllers will be responsive 

to load changes and will keep the system stable. The 

three cases are defined as: 

Base case: normal condition. 

Case 1: outage of the line between buses 21-22. 

Case 2: outage of the line between buses 21-22 and 10% 

increase in the loads at even buses. 

The above-mentioned cases are chosen based on the 

authors' knowledge which is obtained by various 

simulated cases. The obtained results also demonstrate 

that the above-mentioned cases are two sensitive ones 

for designing the PSSs. The results of sensitivity analysis, 

as it is needed for designing PSSs, illustrate the 

oscillation among given     and      generators as 

follows: 

Considering "  " as oscillation symbol,       

,            ,       and      . Therefore, all of 

generators G1, G4, G5 and G7 are select to equip with 

the WAPSSs installation. The feedback combination 

signal of the      generator is    ∑    .  

B. Eigenvalue Analysis and Simulation Results 

The worst numerical values of stability characteristic 

out of eigenvalue's analysis under multiple operating 

conditions are summarized in Table 2. For the sake of 

brevity, only some critical modes are presented. 

Additionally, for each of objective function different 

values of    are considered over the maximum obtained 

value regarded to them. To give more details, 4:08% is 

considered for F_1 and 8:16% for F_2 both of which are 

obtained based on GRSA. After describing the accuracy 

of tuning method, our objective function can be 

assessed on the basis of root locus analysis at three 

operating points, which they are drawn into the complex 

s-plane as shown in Fig. 5. For space constraint reason 

and the significance of dominant poles, only the 

eigenvalues in the right side of -4 in horizontal axis are 

considered. The Root-Locus plot shows the placement of 

eigenvalues bounded based on the objective functions of 

F_1 and F_2 with the tip at the σ_0. According to that, 

higher values of critical modes' damping scale are clearly 

visible for the proposed objective function. In this way, it 

can be concluded that the proposed method effectively 

extend the power system stability limitations. 

Furthermore, convergence characteristic of objective 

functions under applied optimization technique has been 

depicted in Fig. 6. The PSS parameters searched by F_2 

and utilizing GRSA method, and in addition, the 

requirement data in the process of evaluating proposed 

approach are written in Appendix (Tables A1 and A2). 

 

 
 

Fig. 4: Single-line diagram of 10-machine 39-bus (New England) 
Test System. 

 

 
 

Fig. 5: Dominant eigenvalues of the system result by three 
operating conditions. 

 

 
 

Fig. 6: Convergence characteristic of the proposed objective 
function. 
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C. Nonlinear Time-Domain Simulation 

The nonlinear time-domain simulation of the power 

system is conducted, which uses a power flow program 

to calculate the dynamic initial conditions, and 

Differential- Algebraic-Equations (DAEs) of the power 

system is solved with MATLAB/Simulink through using 

the Ordinary Differential Equation (ODE) solver which is 

presented in. Additionally, to ascertain the designed 

PSSs' robustness in the state of variable operating 

conditions, there is a study which completely 

investigates the system response by considering three 

following disturbance (Corresponding to D:1, D:2, and 

D:3): 

 A three-phase short circuit fault at bus 39 at t = 1s. 

The fault is cleared by tripping the line between 

buses 36-39 after 100 ms. 

 0.05 pu increment in      of the    excitation system 

at t = 1s, with a duration of 100 ms. 

 50% load increasing at bus 35 at t = 1s with a duration 

of 100 ms. 

Because of space constraints, some studies are only 

conducted with considering the first disturbance. 

D. Evaluation of Objective Functions 

The main goal of this section is to concentrate on the 

positive effect of the proposed objective function by 

considering the first scenario under various operating 

conditions. Since all of the state variables of the system, 

such as speed response and generators' rotor angle 

deviation, obviously demonstrate the behavior of the 

power system, rotor angle deviations are selected to be 

analyzed here. 

 

 
The rotor angle of    with respect to    (as reference 

generator) under the presence of the first disturbance is 

depicted graphically in Fig. 7(a)-Fig.7 (c). These figures 

show that the generators' response by applying the old 

objective functions undergo more oscillations. In 

contrast, designed PSSs by considering proposed 

objective function can effectively mitigate the 

oscillations so that settle faster and reach the new 

steady-state condition. The latest figure shows that the 

designed PSSs can be effective even under severe 

conditions and robustness will be obtained. 

E. Evaluation of Performance Indices 

In order to do a clear and complete system response for 
different disturbances, two common performance 
indices (PI) which are respectively associated with the 
settling time and overshoot in speed response (ISTSE, 
and ISE)  [9], are described as (17) and (18). It has been 
shown that these indices are more appropriate ones 
than others for representing system characteristics. 

            ∑∫           
   

      

   

  

   

 (17) 

          ∑∫         
   

      

   

  

   

 (18) 

Furthermore, Table 3 represents the information 

about the performance indices of     and     by 

considering all three disturbances in the mathematical 

equations. Here, it is obvious that the obtained result of 

performance indices for the second scenario is better in 

all of the disturbances. As such, from the stability point 

Case type Base Case Case 1 Case 2 
sorted f (Hz)   ζ         f(Hz)   ζ         f(Hz)   ζ         

Non-PSSs 

0.593 0.049 -1.32 -14.5 0.556 0.168 -4.81 -18.7 0.551 0.184 -5.32 -19.38 
0.959 0.238 -3.95 -12.1 0.959 0.161 -2.68 -10.9 0.866 0.048 -0. 88 -10.02 

1.001 -0.070         1.12 -6.81 0.867 -0.005       0.09 -9.04 1.139 0.013 -0. 18 -7.15 

1.133 -0.123         1.73 -5.29 1.127 -0.115       1.63 -5.41 0.950 0.227 -9.04 -3.80 

  1.012 -0.75 11.86 4.08 0.461 -0.62 21.08 4.31 0.463 -0.62 20.90 4.20 
 Max   0.474 -0.86 27.95 12.24 1.008 -0.76 11.95 4.14 0.970 -0.76 12.48 4.38 
  0.001 -1.12 100 99.00 1.018 -1.01 15.7 8.06 1.022 -0.83 12.89 5.21 
  1.012 -0.75 11.86 4.08 1.008 -0.76 11.95 4.14 0.970 -0.76 12.48 4.38 

   Min ζ 1.116 -1.25 17.63 10.72 1.018 -1.01 15.7 8.06 1.022 -0.83 12.89 5.21 

  1.024 -1.15 17.66 10.13 1.162 -1.25 16.9 10.24 1.186 -1.14 15.14 8.57 
  1.012 -0.75 11.86 4.08 1.008 -0.76 11.95 4.14 0.463 -0.62 20.9 4.20 
 Min   1.024 -1.15 17.66 10.13 0.461 -0.62 21.08 4.31 0.970 -0.76 12.48 4.38 
  1.116 -1.25 17.63 10.72 1.018 -1.01 15.7 8.06 1.022 -0.83 12.89 5.21 

  0.506 -0.82 25.20 10.27 0.474 -0.76 25.00 9.00 0.484 -0.74 23.90 8.16 
 Max   0.029 -0.90 98.01 91.07 0.016 -0.92 99.40 97.25 0.020 -0.95 99.14 96.41 
  1.005 -1.04 16.28 8.55 1.026 -1.07 16.46 8.90 0.998 -1.02 16.09 8.30 
  1.005 -1.04 16.28 8.55 1.321 -1.37 16.29 10.43 0.998 -1.02 16.09 8.30 

   Min ζ 1.329 -1.38 16.41 10.59 1.026 -1.07 16.46 8.90 1.008 -1.03 16.20 8.49 

  1.266 -1.69 20.88 14.90 0.993 -1.14 18.00 10.24 1.328 -1.38 16.33 10.50 
  1.005 -1.04 16.28 8.55 1.026 -1.07 16.46 8.90 0.484 -0.74 23.90 8.16 
 Min   0.506 -0.82 25.20 10.27 0.474 -0.76 25.00 9.00 0.998 -1.02 16.09 8.30 
  1.329 -1.38 16.41 10.59 0.993 -1.14 18.00 10.24 1.008 -1.03 16.20 8.49 

Table 2: Dynamic stability characteristics of the test system in different conditions 
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of view, it should be noted that there has been 

supremacy in relation to our proposed technique in 

different disturbances.  
 

 

 

 

Fig. 7: Rotor angle deviation with the first disturbance (a) Base 
case for evaluating of objective function (b) Case 1 for 

evaluating of objective function (c) Case 2 for evaluating of 
objective function. 

 

Table 3: Performance indices of the system response under 
different scenarios and disturbances 

 
 
 
 
 
 

Conclusion 

The purpose of this paper was to introduce a novel 

objective function and use it in designing powerful PSSs. 

To overcome the low value of the obtained damping 

scale in old objective functions, some additional 

restrictions have been applied to the convergence region 

and led to the VSDS objective function. To be more 

specific, further displacements of critical modes were 

considered to enhance the overall dynamic stability of 

the power system. To prove the superiority of the 

proposed function, a comparison study has been taken 

place over the values of damping scale and performance 

indices. It has been shown that a variable slope 

convergence region is better than that of a constant 

slope one in obtaining optimal parameters. Small signal 

analysis and time-domain simulations have been 

implemented on a multi-machine power system and the 

effectiveness of the proposed method has been 

demonstrated. 

Appendix 

Optimal parameters of the designed PSSs and also 
requirement data for evaluating the proposed approach 
are listed in Table A1 and Table A2, respectively.  

 

Table A1: Optimal parameters of the designed PSSs 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table A2: Requirement data 

 

 

 

 

 

 

 

 

 

 

(a)  

(b)  

(c)  

Parameter Symbol Unit Value 

Damping factor interval number 𝑘 - 1:1000 

Desired value of damping factor 𝜎𝑑  - -10.5 

Factor of gradient reduction  m - 0.0001 

Step length of damping factor 
intervals 

r - 0.01 

Initial value of damping factor 𝜎  - -0.5 

Number of operating conditions  𝑛𝑦 - 3 

Number of steps in slope change  𝑛𝑘 - 1000 

Washout time constant 𝑇𝑤 Sec 10 

Weight of local machine feedback 
signal 

𝛾𝐿 - 1 

Weight of remote machine feedback 
signal 

𝛾𝑅 - -1 

 

Scenario Parameter 
Disturbance 

D.1 D.2 D.3 

S.1 

S.2 

𝑃𝐼   . 3 8  . 665  .   4 

𝑃𝐼   . 7 6  .5 3   .34 7 

𝑃𝐼   .  9   .9     .   7 

𝑃𝐼   . 533  . 974  .3  6 

 

Gen 
Old Objective Function  

𝑲 𝑻𝟏 𝑻𝟐 𝑻𝟑 𝑻𝟒 

𝐺  16.9523 0.5033 0.1708 0.3986 0.0209 
𝐺  2.6856 0.3305 0.0206 0.6281 0.2350 
𝐺  45.0241 0.5252 0.0201 0.4207 0.5239 
𝐺  4.8984 0.3366 0.0200 0.3934 0.1849 
𝐺  45.3028 0.6905 0.2952 0.3499 0.0228 
𝐺  2.895 0.5971 0.0200 0.8119 0.6676 
𝐺8 3.0008 0.4011 0.2050 0.5041 0.0229 
𝐺9 5.5970 0.5146 0.0205 0.1888 0.2132 
𝐺   12.405 0.1861 0.1607 0.4746 0.0244 

 Proposed Objective Function  

𝑲 𝑻𝟏 𝑻𝟐 𝑻𝟑 𝑻𝟒 

𝐺  8.9127 0.6506 0.0203 0.5743 0.3967 
𝐺  6.8628 0.2696 0.1584 0.4414 0.0382 
𝐺  49.3471 0.3670 0.3838 0.6252 0.0210 
𝐺  46.7737 0.4394 0.2333 0.3453 0.0200 
𝐺  5.7158 0.4169 0.3143 0.7340 0.0215 
𝐺  6.7360 0.3990 0.3317 0.4173 0.0233 
𝐺8 5.2918 0.2736 0.2544 0.6973 0.0209 
𝐺9 30.0610 0.1307 0.0242 0.6043 0.1316 
𝐺   3.4127 0.6069 0.4990 0.4321 0.0221 
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Abbreviations 

A, B Constant matrices of state-space equations 

   Crossover probabilities 

d Dimension of particle position 

   Dimension of cloud 

     Field voltage of     excitation system (V) 

   Entropy or uncertainty measurement of 

qualitative concept 

   Mathematical expectation of cloud drop 

   Damping scale objective function 

   Variable slope damping scale objective 

function 

     Average value of function  

   Best solution for optimization algorithm till 

now 

      Random selected objective function value in 

current subspace 

FNC Forward normal cloud generator 

   Transfer function of     PSS 

    Gain of      excitation system  

k Subscript index of machine numbers  

   Optimal value of     PSS’s stabilizer gain  

         Distance of best position and a random 

particle position in search subspace s 

l Number of particle  

   Maximum generation  

   Mutation probabilities  

m Factor of gradient reduction 

   Population size   

n Number of state variable 

   Number of steps in slope change 

   Number of system’s eigenvalues  

   Number of system’s operating condition 

   Number of test system’s machine  

q Subscript index of system’s eigenvalues 

r Step length of damping factor intervals 

     Search space size  

S Number of search subspaces  

      𝜁 
 Convergence region slope in old objective 

function ( ) 

       
 Convergence region slope in objective 

function    ( ) 

       
  Convergence region slope in objective 

function    ( ) 

s Denotation of complex plane 

     Signum function 

    Search space size 

    Time constant of     excitation system 

        optimal time constant of     PSS 

   Washout time constant 

 
   

 Simulation time duration 

      Best particle position obtained in 

exploration till now 

       Best position of     component of     

particle 

T
rand,s

 Random position in search subspace s 

T
Best,s

 Best position in search subspace s 

  
              component of best position in search 

subspace s  

   Global best particle position obtained in 

tensor till now 

    Best position obtained in the exploration till 

now 

      Cloud drop of     agent 

        Negative random selected cloud drop of     

agent 

y Subscript index of system operating 

condition  

U Vector of input variable  

       Velocity vector of     agent of     dimention 

      Output voltage of     PSS (V) 

      Reference voltage of     generator (V) 

    Terminal voltage of     generator(V) 

X Vector of state variable  
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   Weight of local machine feedback signal 

   Weight of remote machine feedback signal  

  Damping factor of eigenvalue  

   Initial value of damping factor 

   Desired value of damping factor 

   Damping factor of     step 

  
  Damping factor of      interval 

   Damping factor of     eigenvalue 

    Angular speed of     local machine (rad/s) 

    Angular speed of     remote machine 

(rad/s) 

   Angular speed of     machine (rad/s) 

   Damping scale of     eigenvalue 

   Damping scale of     eigenvalue 

   Expected damping scale’s value in different 

conditions  

   Final damping scale value in different 

conditions 

  
  Damping scale’s expected value of     

interval 

 𝜁
 
 Initial value of damping ratio  

   Weighting factor in step length equation 

  Very small number  

  Symbol of deviation 

  Symbol of difference 

∑. Symbol of summation 
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 Background and Objectives: Programmable logic devices, such as Field 
Programmable Gate Arrays, are well-suited for implementing biologically-
inspired visual processing algorithms and among those algorithms is HMAX 
model. This model mimics the feedforward path of object recognition in the 
visual cortex.  
Methods: HMAX includes several layers and its most computation intensive 
stage could be the S1 layer which applies 64 2D Gabor filters with various 
scales and orientations on the input image. A Gabor filter is the product of a 
Gaussian window and a sinusoid function. Using the separability property in 
the Gabor filter in the 0° and 90° directions and assuming the isotropic filter 
in the 45° and 135° directions, a 2D Gabor filter converts to two more 
efficient 1D filters. 
Results: The current paper presents a novel hardware architecture for the S1 
layer of the HMAX model, in which a 1D Gabor filter is utilized twice to create 
a 2D filter. Using the even or odd symmetry properties in the Gabor filter 
coefficients reduce the required number of multipliers by about 50%. The 
normalization value in every input image location is also calculated 
simultaneously. The implementation of this architecture on the Xilinx Virtex-
6 family shows a 2.83ms delay for a 128×128 pixel input image that is a 
1.86X-speedup relative to the last best implementation. 
Conclusion: In this study, a hardware architecture is proposed to realize the 
S1 layer of the HMAX model. Using the property of separability and 
symmetry in filter coefficients saves significant resources, especially in DSP48 
blocks.  
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Introduction 

Feature extraction in object recognition is performed in 

the primary visual cortex (V1) in the mammalian visual 

pathway. The V1 simple cells behavior modeling 

discovered by Hubel and Wiesel [1] is generally 

performed by 2 dimensional (2D) Gabor filters. A Gabor 

filter is a Gaussian kernel function modulated by a 

sinusoidal plane wave. A pyramid of 2D Gabor filters is a 

common approach for modeling classical simple cells (S1 
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layer) of HMAX (Hierarchical model and X) model ‎[2], ‎[3]. 

HMAX is a computational model of the ventral visual 

pathway found within the visual cortex, which is 

responsible for object recognition with an admissible 

performance. In S1 layer of the HMAX model, which is 

one of the computationally intensive stages of the 

model, the real part of the 2D Gabor filter is applied to 

the input image in four orientations and 16 scales. 

Applying different filters increases the robustness of the 

model for changes of object orientation and scale in the 

input image. This is performed in the S1 layer of the 

model, which is one of the computationally intensive 

stages of the model. 

In addition to biologically-inspired systems, the 2D 

Gabor filter is employed in many other applications, such 

as texture classification, facial expression recognition 

techniques [4], edge detection [5], and iris recognition 

[6]. For this reason, speedup in applying a 2D Gabor filter 

to an image is particularly critical in real-time 

applications. 

Many articles have been written in the last decade 

with the aim of acceleration of applying Gabor 2D filter 

to an input image. In [7], a technique has been proposed 

to integrate the interpolation and the convolution 

processes of the Gabor filter. The integration of these 

two processes makes the 2D Gabor filter separable along 

any direction.  

Separating the filter in two dimensions, x and y, 

converts the 2D filter to two more efficient 1D filters 

with Gaussian and sinusoidal modulations. However, this 

method requires a technique for re-sampling an image 

by an interpolation kernel, a process which involves 

additional computational complexity.  

To convert convolution to multiplication, some 

articles have used frequency domain and Fourier 

transforms. To obtain the final output, [8] first 

transforms input data and filters to Winograd or 

frequency domain, performs element-wise 

multiplication, and then applies inverse transformation. 

This study proposes a novel architecture for 

implementing fast algorithms on FPGAs. 

Utilizing some mathematical techniques in 

mathematical relationships reduces computation 

overhead without any loss in accuracy. Some recent 

studies have computed filters as linear combinations of a 

smaller number of separable filters, thus greatly 

reducing computational complexity at no cost in terms 

of performance ‎[9], ‎[10].  

In this study, a filter with rank R converts to an R 

separable filter or R filter with rank one. Separation in a 

2D filter indicates that separation may be achieved by 

applying two or more 1D filters, which greatly reduces 

the run-time and computational resource requirements 

without a loss in accuracy. The idea of separating Gabor 

filter kernels is also introduced in [11], but the suggested 

method only accommodates particularly oriented Gabor 

filters and so is not generic or flexible enough.  

Reference [12] proposes GPU acceleration of the 

texture feature extraction algorithm by using separable 

1D Gabor filters to approximate non-separable Gabor 

filter kernels. 

The complexity and severity of computations in the 

Gabor filter’s real-time applications, such as S1 layer of 

HMAX, has always posed a challenge in filter 

implementation. In recent years, researchers have been 

fascinated by an effective approach to overcoming this 

challenge: the design of hardware accelerators, which 

enable massive parallel processing and pipelining ‎[13]-

‎[15].  

In addition, FPGA-based accelerators provide fast 

programming times and cost-effective ways for 

evaluating algorithms and prototyping, which eliminate 

fabrication time [16]. Furthermore, FPGA fabricators 

have developed IP Cores, such as CORDIC Cores, 

Memory Cores, and math calculation Cores, for instance 

rooting and power, which make designing easier, faster, 

and more optimal. 

A.  Our Contributions 

As the main contribution of this paper, we proposed a 

resource efficient version of the S1 layer of the HMAX 

model for hardware implementation. More precisely, 

the proposed model has the following properties: 

 The 2D Gabor filter is separable in 0° and 90° 

directions, and in other directions the Gabor filters 

becomes separable by approximating them using its 

isotropic (γ = 1,circular) version. In order to reduce 

the complexity of computation, separation and 

symmetry properties have been used in the isotropic 

version of 2D Gabor filters, which is effectively raises 

the filtering speed. 

 This method is employed in the design of hardware 

architecture for accelerating the S1 layer of the HMAX 

model. The effect of this approximation (i.e. γ = 1)  on 

the accuracy of the HMAX model has been 

investigated in [17] and it has been shown that it has 

no effect on its accuracy. 

 Pipeline hardware architecture for the proposed S1 

layer was designed and implemented on one Virtex-6 

FPGA family. By utilizing the separation and symmetry 

property, there is a desirable reduction in hardware 

resources, especially in DSP48E1 and memory blocks. 

 The normalization value of the results is calculated in 

parallel with the filter to increase the illumination 

invariance. 

B.  Paper Organization 

The organization of the present paper is as follows. 

The second section reviews the S1 layer of a HMAX 
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model of a classical simple cell emulating V1 simple cell. 

In the third Section discusses the mathematical relations 

of the separability and symmetric coefficient of a Gabor 

filter in special orientations. The next section presents 

the overall hardware architecture of the S1 layer of the 

HMAX model according to the contents of the previous 

section. The next section presents the simulations of the 

modified model.  

The following section provides the results of the 

proposed architecture and a comparison with a state-of-

the-art implementation. Finally, the conclusion of the 

work is presented. 

S1 Layer of HMAX 

The S1 layer is the lowest layer of the HMAX model 

and receives a gray value image as its input. This input 

image is then applied to a set of Gabor filters as an edge 

detector filter. The Gabor filters fit very well with the 

receptive field weight functions found in the simple cells 

of the primary visual cortex. The following equations 

describe the real part of the two-dimensional Gabor 

filter [3]: 

 (   )   
 
       

       (
  

 
 ) 

              

               

(1) 

x and y are determined by the filter size, which spans 

a range of sizes from 7×7 to 37×37 pixels in the steps of 

the two pixels. Table 1 of [2] presents all filter 

parameters, i.e., the aspect ratio, γ=0.3, orientation θ 

(0°, 45°, 90°, and 135°), effective width σ, and 

wavelength λ. Thus, the complete pyramid consists of 

4×16=64 filters, leading to 64 different S1 receptive field 

types (four orientations and 16 scales). Figure 1 shows 

the 2D Gabor filter bank. 

 

 

Fig. 1: The 2D Gabor filter bank with four orientations and 16 
scales [17]. 

 

In the S1 layer of the HMAX model, the 64 Gabor 

filters should be applied to the input image and then the 

results should be normalized for illumination invariance. 

Normalization values are obtained by calculating the 

root sum square values of the input image pixels at each 

location where the Gabor filter is applied. Figure 2 

provides the pseudo code for computing the S1 layer 

response and Fig. 3 shows the result of the S1 layer in 

various orientations and scales of the Gabor filter. 

 

 

 

 Fig. 3: Applying Gabor filters in 4 orientations and in 16 scales. 
 

Mathematical Relations 

The conventional way to apply the Gabor filters in the 

S1 layer is convolution in the spatial domain. The 

complexity of convolution depends directly on M×N and 

P, where P is the width and height of the filter and M 

and N are the width and height of the image, 

respectively.  

The complexity of calculating the filter response for 

one location is P
2
 and for the entire image is MNP

2
.  

 

        Input Image 

 
 

      n×n 

 

angle 

7×7 9×9 … 37×37 

0 Deg. 

  

… 

 

45 Deg. 

  

… 

 

90 Deg. 

  

… 

 

135 Deg. 

  

… 

 

 

For each scale, s = 7 : 2 : 37 
      For each orientation, Ө = 0 : 45 : 135 
          Extract s×s Gabor Filter in Ө orientation from 
memory 
          Computing the 2D convolution between the input 
Image and the Gabor Filter 
          Computing the Normalization value of the Image in 
the s×s region 
      end  
end 
result <= 2D convolution / Normalization value  

Fig. 2: Pseudo code of the S1 layer. 
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A filter is called separable if it can be expressed as the 

multiplication of two column and row vectors. 

Therefore, the convolution in the separable filters can be 

performed by two one-dimensional filters.  

Consequently, the computational complexity 

decreases to 2PMN or P/2 times. 
 

 (   )    ( )    ( ) 

(2) 
   (   )   (   )    (   )

 [  ( )    ( )]    (   )

   ( )  [  ( )    (   )] 

where the operator * denote to the convolution, G(x,y) 

is the 2D Gabor filter and G1 and G2 are 1D Gabor filters 

by column and row representation. Out(x,y) and In(x,y) 

are the input image and the output of the filter, 

respectively. 

Solving (1 in 0° and 90° shows that the Gabor filter is 

separable in these orientations. 
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in which: 
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where E1
T
(y) , E2

T
(y) and E1(x) , E2(x) are column and row 

vectors, respectively, and the * sign designates the 

convolution of the two column and row vectors. 

In any orientation Ө other than 0° and 90°: 
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In order to reduce the complexity of computation and 

make the Gabor filters separable, we approximate them 

using its isotropic (γ=1, circular) version. The effect of 

this approximation on the accuracy of the HMAX model 

is investigated in [17] and substituting γ=1 does not 

reduce accuracy. Therefore:  
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(7) 

 

This signifies that the 2D Gabor filter is equal to the 

minus of two separable filters in each arbitrary 

orientation. 

Especially in 45° and 135° orientations E3 = E4 and 

O1=O2 due to          : 
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Then: 
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Therefore, in these cases, the 2D Gabor filter 

transforms to plus or minus of two separate 1D filter. In 

addition, each 1D filter can be halved by using the even 

or odd symmetry properties in the functions of (10). This 

will reduce the required number of multipliers by about 

50%.  

The use of separability and symmetry properties 

improves storage capacity of Gabor filter coefficients. 

For example, storing a 37×37 filter requires 1,699 

memory locations. However, in the proposed design, 

19+19=38 memory locations are utilized. For a total of 

64 filters in S1 layer of HMAX, instead of  

∑                       memory locations, 

∑     (   )                   are utilized which 

k is the filters dimension. This represents a 95.8% 

reduction in the memory requirement for storing Gabor 

filter coefficients. 

Hardware Architecture of the Accelerator 

This section describes the hardware accelerator 

architecture of the HMAX model’s S1 layer. This design is 

the result of an accurate study of the S1 layer structure 

and the arrangement of the steps involved in this layer. 

The design is part of the HMAX model and is ultimately 

utilized with this model.  

A gray scale image as the accelerator input is stored in 

an internal memory. In addition, the Gabor filter 

coefficients are pre-calculated with the functions 

presented in the previous section and stored in the FPGA 

internal memory.  

Figure 3 presents the block diagram of the entire S1 

layer architecture. The design has two paths. In the first 

path, the input image data is applied to the 1D filter and 

the outputs are stored in an intermediate RAM. In the 

second path, instead of the input image, the stored 

values of the first path are applied to the 1D filter with a 

vertical sweep. Since the input image is required to apply 

other filters, the memory allocated for the input image 

cannot be used for intermediate values. Except for input 

image RAM and normalization values calculator (the 

normalization value is the same for all filters), this 

architecture has been replicated four times (for 

orientations 0°, 45°, 90° and 135°). The results of 

applying 0° and 90° Gabor filter are directly divided by 

the normalization value, but according to (10), the 

results of applying E3 and O1 filters must be + and – for 

Gabor filters 135° and 45°, respectively. The 

normalization value is calculated with the processing of 

the filter, simultaneously. 

 

Fig. 4: The block diagram of the S1 layer architecture. 

Figure 5 shows the architecture of a 1D filter. At each 

clock pulse, one pixel from a row of the input image is 

entered into a filter. Therefore, in the 37×37 filter, after 

37 clock pulses, the data is available and the accelerator 

starts to work.  

By exploiting the even or odd symmetry in the 

coefficients of the 1D filters, the pixel values of the input 

image are added or subtracted and then applied to the 

filter coefficients. Finally, the outputs of 19 multipliers, 

resulting of 37×37 filter, are added together using a 

pipelined version of the adder tree. Using multi-stage 

pipeline structure, the 1D filter output is prepared in one 

position of the input image in one clock pulse. 

 

 

Fig. 5: Architecture of a 1D filter (with even symmetry). Z
-1

 
represents a one-sample delay and GF is a Gabor Filter 

coefficient. 
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Figure 6 shows the architecture of the normalization 

values calculator. Initially, the image values are squared 

and entered into a shift register. A pipeline adder 

collects the register values and the results of the first 

path are stored in an intermediate RAM.  

In the second path, the stored values are vertically 

swept and entered into the shift register. The square 

root of the results are used as normalization value as 

shown in Fig. 5.  

The “Image RAM” shown in Fig. 6 and Fig. 4 is the 

same. 

 

 

Fig. 6: Architecture of the normalization values calculator. 
 

With the employment of the Xilinx IP cores available 

in ISE Design Suite software, the design of the circuit is 

facilitated and its square root, division, multiplication, 

and RAM components become more efficient. In order 

to more parallel processing in the hardware, four 1D 

filters with orientations of 0°, 45°, 90° and 135° have 

been instantiated to generate the results at four angles 

simultaneously.  

Simulation 

The present study investigates three different 

simulations on various images from well-known 

datasets, such as Caltech 101 [18]. The first one is the S1 

layer from the standard HMAX model written by Serre et 

al. [2], whose source code is available online. This is a 

simulation in MATLAB and serves as a basis for 

comparing our extension code results.  

The second simulation is the modified code in 

MATLAB, which converts a 2D filter to two 1D filter by 

use of the separability and symmetry properties of 

isotropic Gabor filters (γ=1). As expected, the result of 

this simulation is exactly equivalent to the first 

simulation or the standard model, due to the 

mathematical proof given in the third section.  

With the usage of ModelSim software, the VHDL code 

of the designed architecture is simulated as the third 

simulation.  

This simulation tests the functional operation and 

timing characteristics of the circuit (Fig. 7). The 

functional simulation is useful for checking the 

fundamental correctness of the designed circuit and the 

accuracy of the results due to the bit width limitations. 

Hardware implementation of circuit with Xilinx ISE 

determines the timing and resource consumption. The 

timing simulation evaluates the speed performance by 

considering the latency of wires and logic components 

and tests the mathematical operation of the circuit. The 

target platform for simulation and synthesis is a mid-

range commercial Xilinx FPGA, i.e. XC6VLX240T of the 

Virtex-6 family. 

Implementation Results and Comparisons 

By considering accuracy, efficiency, as well as 

resource and power consumption, this section evaluates 

the accelerator proposed. Implementation is performed 

on a Xilinx XC6VLX240T device, which hosts 

approximately 150,000 LUTs, a 14.5 Mb built-in RAM, 

and 768 DSP48. The design is written in VHDL language 

and synthesized and implemented with ISE 14.7 

software.  

The input image is assumed to be 128×128 pixels and 

converts to a gray scale with an integer number between 

0 and 255 (8 bits) assigned to every pixel. The input 

image is stored in an internal memory. The output is 

expressed with four 16-bit integer numbers in 

conjunction with the 14-bit address of the image pixel 

and a signal for output validation (Fig. 7). The output is 

not stored in the internal memory due to its 

consumption of excessive storage space. 

For each of the Gabor filter coefficients, a 16-bit fixed 

point number was assigned; 8 bits for integer part and 8 

bits for fractional part.  

Fixed point expression was selected since this 

expression uses fewer physical resources and fewer 

clock cycles than do floating point numbers. At the end 

of the first and second path, 8 bits from the low 

significant of the result numbers are removed. So the 

number stored in the intermediate RAM and the result 

of the second path will be integer. The bit width of 

intermediate values is adjusted such that it never 

overflows in the worst-case scenario.  

Multiplication, division, RAM, and square root 

components are generated by Core Generator software. 

A state machine controls the entire circuit via multiple 

counters for counting the rows and columns of the input 

image.  

Implementation of the total circuit indicates that the 

design can run at a minimum period of 5.38nsec or a 

maximum frequency of 185 MHz.  

Since the processing of a single line of input images 

with the pipeline structure takes about N clock cycles, 

processing the first path of filter in four orientations 

requires about MN clocks, where M and N are the width 

and height of the input image, respectively.  
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Therefore, process of first and second path of the 

filter and produce the final result take about 2MN clocks. 

Thus applying 16 filters take about: 

Del= 16×2MN×5.38 nsec (12) 

Del is the total delay of our hardware for each input 

image with M×N pixels. This time is 2.82msec for 

128×128 pixel image. Simulation of the circuit shows 

2.84msec delays, resulting in a maximum throughput of 

354 frames per second (fps). Consequently, the average 

processing time for one filter is 2.84ms/64=44μs. 

Obviously, this circuit is one layer of the HMAX model 

and its throughput should be comparable by the 

throughput of the rest of the circuit. In this calculation, 

the loading time of the input image is eliminated due to 

the pipeline structure of the circuit. 

Table 1 presents the total hardware resources 

consumed by the implemented circuit on a XC6VLX240T 

device. The limiting factor in further parallel processing 

is the amount of memory available. Table 1 is for a 

128×128 pixel image. The major impact of increasing the 

input image’s size is on the RAM used as it is directly 

related to the image’s dimensions. Therefore, if the 

image is enlarged to 256×256, then the memory 

consumption is quadrupled. Regardless of the amount of 

memory required, one of the advantages of the 

proposed architecture is that increasing the size of the 

input image has no effect on the number of multipliers 

required. Number of multipliers is affected by the largest 

filter dimension or 37. It should be noted that not 

utilizing the separability and symmetry property, we will 

require 37×37×4=5,476 multiplications.  

The estimated dynamic power consumption is 1.02W 

and the quiescent power consumption is 2.97W due to 

leakage by use of Xilinx XPower Analyzer software. 

For comparison of circuit speeds, Table 2 provides 

three different implementations of the HMAX model’s S1 

layer released in recent years. In addition to the 

standard HMAX model which is discussed in the present 

paper, there is an extension model developed by Mutch 

et al. [3].  In  this  model,  Gabor  filters  with  same  sizes  

 

(11×11) are used for all scales, applying them to scaled 

versions of the image. The advantage of this model is in 

reducing computational complexity, so it has been used 

in many implementations in recent years. 
 

Table 1: Hardware resource usage 
 

Resource Used Available Percent 

DSP48E1 77 768 10% 

RAMB36E1 57 416 13% 

RAMB18E1 5 832 1% 

Slice Reg. 15,598 301,440 5% 

LUTs 9,619 150,720 6% 

 

Reference [19] implements the whole Mutch HMAX 

model in the embedded Power PC, applies four 11×11 

Gabor filter to 10 images pyramid in the S1 layer, and 

reports a 511ms delay. The hardware implementation of 

this study achieved a maximum delay of 260msec. In the 

hardware proposed in [14], implements the application 

of an 11×11 Gabor filter, in four directions, to a 12 

images pyramid, from 256×256 to 38×38 image 

dimensions, and reports a hardware delay of 56.3 msec. 

In an article similar to the current work, the S1 layer of 

the standard HMAX model with a 128×128 image is 

implemented on programmable hardware, achieving a 

favorable Throughput of 190 fps. with a separable Gabor 

filter [13].  

In a comparable work, two 7×7 and 9×9 Gabor filters 

are applied to an input image in four directions [20]. As 

reported, 75 and 143 fps could be processed in their 

FPGA and std_cell implementations for full-HD 

(1920×1080) images, respectively. Even though the 

image dimensions are about 126 times larger than those 

of the present study’s implementation, only the two 

smallest filters, out of the 16, are used in this 

implementation. In the present work, there are 16 scales 

filter from 7×7 to 37×37 which include 36,416 multiply 

accumulate while in 7×7 and 9×9 filters 130 multiply 

accumulate are required.  

Fig. 7: Simulation of the S1 layer with ModelSim (states: W1: load image, W2: first path of filter, W3: second path of filter). 
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Table 2: Speed comparisons among various implementations 

 Image Size (pixel) Filter Size Throughput (fps) Description 

Debole [19] 140×140 ~ 30×30 (10*) 11×11 3.85 Mutch HMAX model, 11 orientation 

Masshri [14] 256×256 ~ 38×38 (12*) 11×11 17.8 Mutch HMAX model 

Orchard [13] 128×128 7×7 ~ 37×37 (16*) 190 standard HMAX 

Licciardo [20] 1920×1080 7×7 and 9×9 75/143 FPGA/Std_cell implementation 

This paper 128×128 7×7 ~ 37×37 (16*) 353 standard HMAX 

* Number of images in the pyramid 

 
Therefore, the complexity ratio in these two works in 

filters will be 36,416/130=280, which is much larger than 

image dimensions complexity ratio (126). By other 

calculation, according to (12), delay of our circuit for 

1920×1080 pixel images is about 357msec. Since the 

difference in complexity of the filters used in the two 

implementations is 280 times, therefore, it can be 

concluded that if our circuit hardware resources are 

used for [20] implementation, the circuit delay will be 

357/280=1.34msec which is 9.9X speedup. 

Comparisons of ‎[14], ‎[19], ‎[20] are unfair due to their 

differences in, for example, the model, filter size, input 

image size, and implementation platform. Despite this, 

Table 2 presents these implementations since they are 

the most recently designed for increasing the response 

speed.  

The design that is most resembling to that of present 

article is [13], which is an architecture about 1.86X 

slower than the current work’s on the identical hardware 

platform. 

Conclusion 

In this study, we proposed a new method for applying 

an isotropic 2D Gabor filter to an input image. With the 

conversion of one 2D filter to two 1D filters (the 

separability property), the computational complexity is 

reduced. Besides, to determine the efficiency and 

resource requirements of the proposed method, pipeline 

structure of the S1 layer of the HMAX model has been 

implemented, which consists of 64 2D Gabor filter in 

different scales and orientation as well as normalization 

value calculator circuit.   

The architecture implemented on a fast and mid-

range commercial FPGA platform, i.e. XC6VLX240T, for 

which the achieved throughput was 353 fps. Using this 

method saves FPGA resources, specially the number of 

DSP48E1 and RAM blocks, as well as reducing hardware 

delays.  

The hardware design of the S1 layer of the standard 

HMAX model is performed with the assistance of Xilinx 

IP cores.  

The proposed S1 layer architecture accelerates by 

more than 1.86X compared to the most similar work.  

Using two one-dimensional filters and using a pipeline 

structure between the two filters can be introduced as a 

future work. 
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 Background and Objectives: Broadband power line communications (PLC) is 
a promising candidate for implementing access network of different 
telecommunication Technologies. Planning process of the PLC access 
network is subdivided into two main optimization problems of the 
generalized base station placement and PLC channel allocation.  
Methods: This paper studies the latter one for an actual PLC network by 
taking both in-line and in-space neighboring schemes into account for the 
first time and modeling the PLC channel allocation according to them. In this 
regards, different aspects of this problem are first introduced in details and 
then our suggested models for them are presented and numerically 
evaluated.  
Results: Specifically, for each pair of the broadband-PLC cells, in-line 
neighboring is modeled either by one or zero indicating the cells are neighbor 
or not; in-space neighboring is suggested to be a number from the interval [0 
1] according to physical vicinity of cell’s wirings; and consequently aggregate 
neighboring intensity will be a number from [0 2]. Subsequently, the network 
interference is defined as a function of neighboring intensity and assigned 
frequency sets to the neighbor cells; so that the more neighboring intensity is 
increased and the more distance between the sets is decreased, the more 
interference is imposed on the PLC network. Eventually, the meta-heuristic 
methods of Genetic and shuffled frog-leaping algorithms are exploited to 
solve resulting PLC channel allocation problem via minimizing the 
interference.  
Conclusion: In general, the results confirmed the success of the suggested 
method in modeling PLC channel allocation problem in actual scenarios, 
tracking the network interference in these situations, providing an optimal 
solution for them, and including all previous research as a comprehensive 
method. 
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Introduction 
Power Line Communications (PLC) technology utilizes 

existing electrical infrastructure to provide and deliver 

various telecommunications services. History of this 

technology dates back to the 1900’s, and its fast and 

low-cost deployment together with the wide spread 

availability of power grids has been the most promoting 

factors encouraging power companies to develop PLC 
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technology over the years [1]-[3]. Compared with other 

wireline technologies like fiber optic and coaxial cables, 

PLC has lower deployment cost, fast installation time 

and much more pervasive structure [4], [5]. 

Furthermore, since PLC utilizing already implemented 

infrastructure, its deployment cost is comparable with 

that one of wireless technologies [4], [5]. Moreover, to 

increase coverage and enable signal propagation 

through concrete walls in different floors, ultra-

wideband PLC has been suggested as an alternative for 

the existing in-building wireless solutions [6], [7]. 

Different PLC technologies can be classified into three 

main categories of ultra-narrowband PLC (UN-PLC), 

narrowband-PLC (N-PLC) and broadband-PLC (B-PLC), 

where the ultra-narrowband and narrowband ones use 

frequency bands below 500 kHz and support date rates 

between a few hundreds of bits per second (b/s) up to a 

few Mb/s. However, the operation frequencies of B-PLC 

systems are more than 1 MHz and may reach to 250 

MHz. B-PLC systems provide data rate ranging from 

several Mb/s to several hundred Mb/s [4], [5], [8]. PLC 

technology has wide application area including from 

management and monitoring tasks for power utilities, 

smart grid applications, implementing access network of 

different telecommunication systems as a last mile 

solution, to smart homing, in-home and in-building 

networking, and in-vehicle communications [9]-[11].  

In the last two decades, PLC have also received 

increasing attention as a promising solutions for 

telecommunication infrastructure needed by smart grid 

and a new subcategory, called high data rate N-PLC, has 

been emerged and standardized by the PRIME, G3-PLC, 

IEEE and ITU-T alliances for applications such as 

automatic meter reading, vehicle-to-grid 

communications and networking of consumer appliances 

[12], [13]. Furthermore, it is worth to be noted that the 

integration of the PLC with wireless technologies such as 

radio frequency and visible light communications 

systems have also received great attention and explored 

to enhance performance metrics like coverage and 

reliability [14], [15]. 

However, power lines are very harsh medium and 

suffer from some constraints such as deep attenuation, 

multipath propagation and impulsive noise [16], [17]. To 

overcome them, orthogonal frequency division 

multiplexing (OFDM) has been received increasing 

interest as an anti-multipath technique [18] and adapted 

to the B-PLC and high data rate N-PLC standards [17]. 

As outlined earlier, B-PLC can be exploited to 

implement the last mile (or access network) of various 

telecommunication technologies. In a B-PLC access 

network, the low voltage grid is subdivided into several 

cells and these cells are equipped with PLC base stations 

(BS), modems and repeaters to establish connection of 

telecommunications backbone network with end-user 

subscribers via an OFDM-based system. Typical structure 

of a B-PLC access network is conceptually illustrated in 

Fig. 1, in which the cell's areas are distinguished by 

dotted lines and the BS terminal of each cell is located in 

the low voltage transformer station or a street cabinet. A 

more detailed structure of a typical B-PLC cell is shown in 

Fig. 2, where the BS terminal will connect the 

telecommunications backbone network to low voltage 

grid through an access point. At low voltage side, PLC 

modems over power outlets are utilized to connect the 

end-user devices to the BS terminal and the backbone 

network. In addition, several repeaters may be used in 

each cell to provide BS coverage for all users. As a result, 

this design enables injection of telecommunication 

signals into the low voltage grid and extraction of them 

from the grid. 

Planning process of B-PLC access network can be 

subdivided into two different optimization problems: the 

generalized base station placement (GBSP) problem and 

the PLC channel allocation (PLC-CA) problem [19]. The 

main task of former one is to optimize network cost and 

quality of service by determining the optimum number 

of cells for serving all users, the most appropriate 

locations of the BS terminals, the set of required 

repeaters and subset of users must be served by each 

cell or BS terminal. When GBSP problem is solved, the 

PLC-CA problem will rise to optimally share the PLC 

resources such as available OFDM frequencies between 

different B-PLC cells. Expressing with more details, in 

order to increase network capacity, the frequency reuse 

technique is used to assign bandwidth to different cells 

and this results in assignment of same or near 

frequencies to neighbor cells and imposing co-site 

interference on the B-PLC network. PLC-CA solution must 

manage this challenge by providing a channel allocation 

which keeps this interference at authorized level.  

A.  Related Works and Our Motivations 

As outlined, design of the B-PLC access network has 

been first addressed in [19] by converting this process 

into problems of the GBPS and PLC-CA. This work was 

paved the way for subsequent research on these 

problems. In the case of the GBPS problem, this 

challenge has been modeled as an optimization problem 

in [20]-[22] and solved by minimizing the network costs 

and delay. The challenge of PLC-CA is first addressed in 

[23], [24], and modeled as an optimization problem. 

Subsequently, the authors have generalized their works 

in [23], [24] and investigating PLC-CA problem more 

precisely in [25]. Furthermore, it is worth to be noted 

that dynamic resource allocation, by assuming dynamic 

structure for the B-PLC cells, has been developed to the 

B-PLC access networks in [26]. 
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 However, similar to that one of [23]-[25], we 

investigate the channel allocation for the fixed B-PLC 

network and dynamic resource allocation falls beyond its 

scope.  

Unfortunately, the provided analysis in [23]-[25] 

suffers from some limitations, since these works directly 

applied existing wireless solutions to the B-PLC networks 

without considering the differences between them. 

Expressing with more details, whereas there exist some 

similarities between B-PLC and wireless access networks, 

but the physical medium, size, geometrical shape and 

neighboring schemes of the cells are different in wireless 

and PLC networks.  

In fact, PLC uses a physical medium with a specific 

wiring topology, and the PLC cells (as demonstrated in 

Fig. 2) are not similar to that one’s of the wireless 

networks, i.e. hexagonal cells in free space. More 

specifically, in contrast to wireless, there exist two 

different neighboring schemes for the B-PLC access 

networks. These are in-line and in-space neighboring. In-

line neighboring is due to existence of common 

segments or wirings between two cells and generates 

conducted disturbances in the form of electrical signal. 

However, in-space neighboring is due to physical vicinity 

of wirings and generates disturbances in the term of 

electromagnetic signals. For instance, as demonstrated 

in Fig. 1, the cells 3 and 7 are in-line and in-space 

neighbors of the cell 2, respectively. Thereby, the 

channel and resource allocation in wireless scenarios 

(like [27] and [28]) is different from that one of the B-PLC 

networks and these are two distinct problems needing 

different models, analyses and solutions.  

However, these differences have not taken into 

account in [23]-[25] and they have considered the B-PLC 

network similar to a wireless environment, which is only 

in expose of the in-line neighboring scheme. 

 

Fig. 1: Typical structure of a B-PLC access network [23]. 

 

Fig. 2: Typical structure of a B-PLC cell [20]. 
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Consequently, the PLC-CA have been modeled and 

analyzed in this regard and the impact of co-site 

interference imposed by in-space neighboring scheme 

has been ignored. This is while in-space neighboring is 

the main distinguishing feature of the PLC access and 

wireless networks. Therefore, it is necessary and vital to 

investigate and analyze the PLC-CA problem for the 

actual B-PLC networks by taking these differences into 

account. The lacks of this analysis has motivated us to 

devote this research on investigation of the PLC-CA 

problem over actual networks by taking both in-line and 

in-space neighboring schemes into account. 

B.  Our Contributions and Paper Organization 

In order to overcome the above-mentioned 

limitations, this paper is devoted to investigating PLC-CA 

problem for the actual B-PLC access network by taking 

both in-line and in-space neighboring schemes into 

account and allocating channels accordingly. In this 

regard, in-line neighboring is modeled either by one or 

zero similar to [23]-[25]; however, in-space neighboring 

is considered as a real number from the interval [0 1] 

according to physical vicinity of cell’s wirings; and the 

aggregate neighboring intensity is assumed as the 

summation of these two numbers. Then, the co-site 

interference of the B-PLC access networks is defined as a 

function of the aggregate neighboring intensity and the 

assigned frequency sets to the cells, so that the 

interference is increased when the value of neighboring 

intensity is increased and the distance of assigned 

frequency sets is decreased. Finally, the resulting co-site 

interference is minimized using genetic algorithm (GA) 

and shuffled frog-leaping algorithm (SFLA), and the 

assigned channels to cells are extracted. In general, the 

suggested method has advantage over the existing 

studies in terms of considering actual PLC network, 

providing more suitable  and accurate model for the co-

site interference, and evaluating the performance using 

two evolutionary methods and various realizations. 

However, since providing full details requires the 

problem model and its formulation and parameters, our 

contributions and novelties and their modifications over 

existing works have been postponed until the second 

part of the next section and highlighted in details at the 

beginning of this part. 

The rest of paper is organized as follows: In Section II, 

we present the main results of this study by modeling 

PLC-CA problem as an optimization problem and 

suggesting our models for neighboring schemes and co-

site interference. Optimum performance of these 

models is numerically evaluated and verified in Section 

III. Finally, Section VI includes conclusion. 

Notations: Throughout this paper, matrices are 

defined by boldface letters like 𝑴, where 𝑚𝑖𝑗  indicates 

its (𝑖, 𝑗) element. The notations 𝒜 are used to define 

sets, where |𝒜| indicates the set cardinality, i.e. the 

number of elements in the sets. 

Main Results 

In this section, the PLC-CA problem is first formalized 

as an optimization problem and then the suggested 

models for different aspects of this problem are 

presented.  

C.  Modeling PLC-CA Problem as an Optimization 
Problem 

Generally speaking, planning process of B-PLC access 

network includes dividing the low voltage power gird 

into several cells; equipping each cell with a BS terminal, 

PLC modems and repeaters; determining the subset of 

users have to be served by each cell; and assigning 

OFDM channels (frequencies) needed by each cell to 

serve its users. 

In this paper, available B-PLC cells and OFDM 

frequencies are denoted by the sets  𝒞 =

{𝒞1, 𝒞2, … , 𝒞|𝒞|} and ℱ𝑠 = {ℱ1, ℱ2, … , |ℱ𝑠|} respectively, 

where |𝒞| and |ℱ𝑠| are the cardinality of these sets. The 

𝑖𝑡ℎ cell, i.e. 𝒞𝑖, is modeled by 𝒞𝑖 = {𝐵𝑖 , 𝒰𝑠
𝑖 , ℛ𝑠

𝑖 , ℱ𝐶𝐴
𝑖  }, 

where 𝐵𝑖  indicates to BS terminal and its access point, 

ℛ𝑠
𝑖  determines its repeaters set and 𝒰𝑠

𝑖  represents the 

subset of users have to be served by this cell. These 

three quantities, i.e. 𝐵𝑖 , ℛ𝑠
𝑖  and 𝒰𝑠

𝑖 , are determined by 

solving the GBSP problem and the task of PLC-CA is to 

discover ℱ𝐶𝐴
𝑖 , where ℱ𝐶𝐴

𝑖  represents the set of assigned 

frequencies to cell 𝒞𝑖.  

In general, any solution of the PLC-CA problem can be 

represented using a binary matrix of size |𝒞| × |ℱ𝑠|. 

Throughout this paper, we have named this matrix by 

𝑴𝐶𝐴, where 𝑚𝑖𝑗
𝐶𝐴 = 1 means that the 𝑗𝑡ℎ  frequency of 

the ℱ𝑠 has been assigned to the cell 𝒞𝑖  and 𝑚𝑖𝑗
𝐶𝐴 = 0 

means this frequency has not allocated to this cell. Note 

that the index values of non-zero elements in 𝑖𝑡ℎ row of 

𝑴𝐶𝐴 are the members of assigned frequency set to cell 

𝒞𝑖, i.e. ℱ𝐶𝐴
𝑖 .   

The requirements and constraints must be taken into 

account for solving PLC-CA problem are as below:  

 First, due to some technical and regulatory 

restrictions, cell 𝒞𝑖  may has a forbidden frequency set 

as ℱ𝐹𝑜𝑟𝑏𝑖𝑑
𝑖 . Thus, its allowable frequency set is ℱ𝑖 =

ℱ𝑠 − ℱ𝐹𝑜𝑟𝑏𝑖𝑑
𝑖 , and the constraint of ℱ𝐶𝐴

𝑖 ⊆ ℱ𝑖  must be 

met in solving PLC-CA problem. 

 To guarantee serving of all users, the number of 

assigned frequencies to cell 𝒞𝑖  must be as |𝐹𝑅𝑒𝑞
𝑖 | =

𝐴𝑈𝑠𝑒𝑟|𝑈𝑠
𝑖|, where |𝑈𝑠

𝑖| is the number of allocated 

users to this cell and 𝐴𝑈𝑠𝑒𝑟  is a constant number 

representing the average number of frequencies 

needed by each user to provide the traffic requested 

in its downlink and uplink channels. This imposes 

another constraint to the PLC-CA problem as |ℱ𝐶𝐴
𝑖 | ≥
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|𝐹𝑅𝑒𝑞
𝑖 |.      

 Moreover, to optimally solve PLC-CA problem, it is 

necessary to minimize the co-site interference. Since 

the in-line and in-space neighboring are the sources 

of the co-site interference over B-PLC access 

networks, PLC-CA solution must keep the summation 

of these two interferences at authorized level by 

increasing distance between assigned frequencies to 

neighbor cells as much as possible. Hence, a |𝒞| × |𝒞| 

matrix, called interference distance matrix 𝑴𝐼𝐷, is 

needed to determine the threshold limits of 

interference for each pair of cells. Indeed, elements of 

this matrix are the thresholds determining assigned 

frequencies to cells leading to co-site interference or 

not. Expressing more precisely, for the two neighbor 

cells of 𝒞𝑖  and 𝐶𝑖′ , if distance between the frequency 

𝑓𝑖  of 𝒞𝑖  and 𝑓𝑖′  of 𝐶𝑖′  is less than 𝑚𝑖𝑖′
𝐼𝐷 , i.e. |𝑓𝑖 − 𝑓𝑖′| <

𝑚𝑖𝑖′
𝐼𝐷 , then this assignment of frequency leads to 

network interference. But, when |𝑓𝑖 − 𝑓𝑖′| ≥ 𝑚𝑖𝑖′
𝐼𝐷 , 

this assignment has no interference effect on the 

network. 

According to the above considerations, the PLC-CA 

problem can be generally formalized as a combinatorial 

optimization problem with the following specifications: 

 Inputs: 

1. The output of GBSP problem, which is the set of cells 

𝒞 = {𝒞1, 𝒞2, … , 𝒞|𝒞|} with their details of {𝐵𝑖 , 𝒰𝑠
𝑖 , ℛ𝑠

𝑖  }. 

2. The sets ℱ𝑠 and ℱ𝐹𝑜𝑟𝑏𝑖𝑑
𝑖 , to compute ℱ𝑖 = ℱ𝑠−ℱ𝐹𝑜𝑟𝑏𝑖𝑑

𝑖  

for the cells. 

3. The interference distance matrix 𝑴𝐼𝐷. 

4. The aggregate neighborhood matrix 𝑴𝑁𝐵  which is 

summation of in-line and in-space neighboring 

matrices. 

5. The average number of frequencies needed by each 

cell, i.e. 𝐴𝑈𝑠𝑒𝑟 , to compute |𝐹𝑅𝑒𝑞
𝑖 | = 𝐴𝑈𝑠𝑒𝑟|𝑈𝑠

𝑖| for 

each cell. 

 Output: 

1. The solution matrix 𝑴𝐶𝐴, to extract the assigned 

frequency sets of different B-PLC cells, i.e. ℱ𝐶𝐴
𝑖  for 𝑖 =

1,2, … , |𝒞|. 

 Objectives: 

1. Minimization of the co-site interference of the B-PLC 

access network.  

 Constraints: 

1. ℱ𝐶𝐴
𝑖 ⊆ ℱ𝑖   

2. |𝐹𝑅𝑒𝑞
𝑖 | ≤ |ℱ𝐶𝐴

𝑖 | ≤ |ℱ𝑖| 

D.  Suggested Models for the Different Aspects of the 
PLC-CA Problem 

In the sequel, our proposed methods for the 

modeling of neighboring schemes, co-site interference 

and interference distance matrix are provided in a 

respective order. Compared with the existing study of 

[23]-[25], the contributions and novelties of our research 

can be highlighted as: 

 In [23]-[25], in-line neighboring scheme has only 

considered for the B-PLC access networks and for 

each pair of B-PLC cells, the neighboring is modeled 

either by zero or one. However, we investigate PLC-

CA problem for an actual PLC network in the presence 

of both in-line and in-space neighboring schemes. 

Since the binary model of [23]-[25] has no longer 

holds, we suggest a fuzzy model where the aggregate 

neighboring intensity for each cell pair will be real 

number from the interval [0 2]. 

 In [23]-[25], elements of interference distance matrix 

𝑴𝐼𝐷  are considered equal to a constant number. In 

our study, these elements are intelligently defined as 

a function of aggregate neighboring intensity of the 

cells. As it will be described later, this definition 

makes solver of PLC-CA problem more sensitive to 

cells having greater neighboring intensity and 

increases the distance between assigned frequency 

sets to them. 

 In [23]-[25], the amount of co-site interference 

imposed on network by different neighbor cells are 

considered equal to each other’s. Here, as a more 

appropriate and efficient model, the co-site 

interference is defined as a function of neighboring 

intensity of the B-PLC cells and the assigned frequency 

sets to them. According to this, for each pair of 

neighbor cells, the more neighboring intensity is 

increased and the more distance between assigned 

frequency sets is decreased, the more interference is 

imposed on network. 

 It is also worth to be noted that a general formulation 

is provided for the co-site interference which 

subsumes many realizations such as existing ones of 

[23]-[25]. 

 In addition to the GA, SFLA are also utilized to verify 

the optimum performance of the suggested models 

for different realizations of interference function, 

neighboring models and forbidden sets.  

    I)  Formulation of the Neighboring Schemes 

The proposed models for in-line, in-space and 

aggregate neighboring schemes can be summarized as 

follows:  

 Similar to [23]-[25]., in-line neighboring is modeled by 

a |𝒞| × |𝒞| binary matrix, whose entries are zero or 

one. Here, this matrix is denoted by 𝑴𝑁𝐵𝐿 , where 

𝑚
𝑖𝑖′
𝑁𝐵𝐿 = 1 implies to in-line neighboring of cells 𝒞𝑖  

and 𝐶𝑖′ , and 𝑚
𝑖𝑖′
𝑁𝐵𝐿 = 0 indicates these cells are not 

in-line neighbor. 

 Since in-space neighboring is due to physical vicinity 

of cell's wirings and its strength changes according to 

the degree of this vicinity, it is modeled by a fuzzy 
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approach and the elements of |𝒞| × |𝒞| in-space 

neighboring matrix of 𝑴𝑁𝐵𝑆  are chosen from the 

interval [0 1]. In this manner, 𝑚
𝑖𝑖′
𝑁𝐵𝑆 = 0 indicates cells 

𝒞𝑖  and 𝐶𝑖′  are not in-space neighbor; however, if 

these cells are in-space neighbor, then the value of 

𝑚
𝑖𝑖′
𝑁𝐵𝑆  will be a non-zero number from (0 1]. Note that 

the amount of 𝑚
𝑖𝑖′
𝑁𝐵𝑆  directly depends on the vicinity 

degree of cell's wirings and the more physical vicinity 

of wirings is increased, 𝑚
𝑖𝑖′
𝑁𝐵𝑆  is more increased until 

reaches its upper limit equal to one, which is 

equivalent to in-line neighboring. 

 Eventually, the aggregate neighboring is defined by 

𝑴𝑁𝐵 = 𝑴𝑁𝐵𝐿 +𝑴𝑁𝐵𝑆 , which is a |𝒞| × |𝒞| matrix 

whose elements belonging to interval [0 2] indicating 

the neighboring intensity of the different B-PLC cells. 

Note that since the cells are not the neighbor of 

themselves, the main diagonal elements of matrices 

𝑴𝑁𝐵𝐿 , 𝑴𝑁𝐵𝑆  and 𝑴𝑁𝐵  are always equal to zero.  

    II)  Formulation of the Co-Site Interference 

In this part, we present our proposed models for the 

co-site interference and interference distance matrix. In 

order to provide more insight, the function of co-site 

interference is first formalized for the two B-PLC cells of 

𝒞𝑖  and 𝐶𝑖′ , and then generalized to the whole network. 

The co-site interference generated between the cells 

𝒞𝑖  and 𝐶𝑖′  or imposed on network by the cells 𝒞𝑖  and 𝐶𝑖′  

can be formalized as follows: 

 

𝐼𝑖𝑖′(𝐹,𝑚𝑖𝑖′
𝑁𝐵) = {

∑ ∑  𝐺1(𝐹,𝑚𝑖𝑖′
𝑁𝐵)

𝑓′∈ℱ𝐶𝐴
𝑖′𝑓∈ℱ𝐶𝐴

𝑖

𝐹 ≤ 𝑚𝑖𝑖′
𝐼𝐷

0 𝐹 > 𝑚𝑖𝑖′
𝐼𝐷

 

(1) 

in which 𝐼𝑖𝑖′  represents the co-site interference imposed 

on network by the cells 𝒞𝑖  and 𝐶𝑖′ .  ℱ𝐶𝐴
𝑖  and ℱ𝐶𝐴

𝑖′  are the 

assigned frequency sets to the cells 𝒞𝑖  and 𝐶𝑖′  

respectively. 𝐹 = |𝑓𝑖 − 𝑓𝑖′| is the distance between 

members of these sets, 𝑚𝑖𝑖′
𝐼𝐷  represents the (𝑖, 𝑖′) 

element of interference distance matrix 𝑴𝐼𝐷, and the 

function of  𝐺1(𝐹,𝑚𝑖𝑖′
𝑁𝐵) indicates to the co-site 

interference for the specific values of 𝐹 and 𝑚𝑖𝑖′
𝑁𝐵.  

As outlined earlier, 𝑚𝑖𝑖′
𝐼𝐷  denotes a threshold value 

determining assigned frequencies to the cells 𝒞𝑖  and 𝐶𝑖′  

leading to co-site interference or not. As described 

below, to properly model interference distance matrix, 

we define this threshold as a function of neighboring 

intensity using 𝑚𝑖𝑖′
𝐼𝐷  = 𝐺2(𝑚𝑖𝑖′

𝑁𝐵).  

The continuous functions of  𝐺1(𝐹, 𝑥) and  𝐺2(𝑥) 

must meet following necessary conditions: 

 First of all, since co-site interference does not 

generate by non-neighbor cells, 𝐼𝑖𝑖′  must be equal to 

zero for any 𝑚
𝑖𝑖′
𝑁𝑒𝑖𝑔ℎ

= 0. Consequently,  𝐺1(𝐹, 𝑥) 

must be such that  𝐺1(𝐹, 𝑥)|𝑥=0 = 0. 

 Since the amplitude of the co-site interference 

directly depends on the  𝐺1(𝐹, 𝑥), this function must 

be such that (i): the more neighboring intensity is 

increased, the more co-site interference is imposed 

on network, (ii): the more distance between assigned 

frequency sets of neighbor cells is decreased, the 

more co-site interference is produced. Hence, 

 𝐺1(𝐹, 𝑥) must be a strictly increasing function of the 

𝑥 and a strictly decreasing function of the 𝐹. 

 In [23]-[25], the elements of the interference distance 

matrix 𝑴𝐼𝐷 are considered equal to a constant 

number. Here, to provide a more efficient model, 

these elements are defined as a strictly increasing 

function of neighboring intensity using   𝐺2( 𝑚𝑖𝑖′
𝑁𝐵) =

𝑚𝑖𝑖′
𝐼𝐷 . According to this model, if the neighboring 

intensity of the cells 𝒞𝑖1 and 𝒞𝑖1′  being more than that 

of 𝒞𝑖2  and  𝒞𝑖2′, i.e. 𝑚
𝑖1𝑖1

′
𝑁𝐵 > 𝑚

𝑖2𝑖2
′

𝑁𝐵 , then 𝑚
𝑖1𝑖1

′
𝐼𝐷 >

𝑚
𝑖2𝑖2

′
𝐼𝐷 . Thereby, more co-site interference will be 

counted using (1) for the cells 𝒞𝑖1  and 𝒞𝑖1′  in 

comparison with that of 𝒞𝑖2  and 𝒞𝑖2′ . Consequently, 

the interference function is more sensitive to the cells 

having greater neighboring intensity and this finally 

increases the distance between assigned frequencies 

to these cells during the process of interference 

minimization. 

In the following, these conditions are more clarified 

by considering some special realizations for the  𝐺1(𝐹, 𝑥) 

and  𝐺2(𝑥). 

  𝐺1(𝐹, 𝑥) = 𝑎 and  𝐺2(𝑥) = 𝑏, for any positive 

number of 𝑎 and 𝑏: This realization does not satisfy 

the above-mentioned conditions and is actually 

similar to that one considered in [23]-[25]. Since 

dependency of interference function to neighboring 

intensity has been ignored in this realization, taking 

in-space neighboring into account has no impact on 

solution of the PLC-CA problem and the performance 

of this realization in the presence and the absence of 

in-space neighboring is identical and similar to that 

one reported in [23]-[25] for in-line neighboring.  

 Realizations of the  𝐺1(𝐹, 𝑥): Any continuous function 

satisfying the first two of above conditions will be a 

realization for 𝑔1(𝐹, 𝑥), where 𝑔1(𝐹, 𝑥) =
𝑥2

1+
𝐹
|ℱ𝑠|

 and 

𝑔1(𝐹, 𝑥) = (1 + 𝑥2)𝑒
−

𝐹
|ℱ𝑠| are the two examples that 

are included for the numerical simulations of next 

section.  

 Realizations of the  𝐺2(𝑥): Examples like  𝐺2(𝑥) = 𝑥 +
|ℱ𝑠| and  𝐺2(𝑥) = |ℱ𝑠|𝑥 are two realizations of  𝐺2(𝑥) 

satisfying the last condition of above and also utilized 

for the numerical simulations.  
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Eventually, the whole co-site interference of the B-

PLC access network is obtained from (1) by summation 

over all cells as: 

𝐼 =
1

|𝒞||ℱ𝑠|
∑ ∑ 𝐼𝑖𝑖′𝑖′∈𝒞𝑖∈𝒞                                                        (2) 

in which 𝒞 = {𝒞1, 𝒞2, … , 𝒞|𝒞|} and ℱ𝑠 = {ℱ1, ℱ2, … , |ℱ𝑠|} 

are the sets of available B-PLC cells and the available 

OFDM frequencies with the cardinality of |𝒞| and |ℱ𝑠|, 

respectively. 

In the next section, the evolutionary algorithms are 

utilized to solve PLC-CA problem via minimizing this 

interference function.  

Numerical Results and Discussion 

This section is dedicated to the numerical results and 

analyzing the performance of the proposed model for 

the optimization problem of PLC-CA. In this regard, GA 

and SFLA, as two population-based meta-heuristic 

methods, are exploited and implemented using MATLAB 

software. It is worth to be noted that GA has been 

inspired from natural selection and corrects an initial 

random population in the consecutive iterations using 

operations like elitism, selection, crossover, mutation, 

until converging to the solution [29], [30]. In order to 

prevent convergence to local optima in some problems, 

new advanced algorithms like SFLA have been proposed, 

which inspired by the collective evolution of frogs in 

obtaining food supply and benefits from local search and 

information mixing in its evolution process to find the 

global optimum and prevent convergence to local 

optima [31]. It must be noted that since the PLC-CA 

problem is a combinatorial optimization problem, the 

binary versions of GA and SFLA are exploited to solve the 

PLC-CA problem and optimally discover the assigned 

frequency sets to the cells. 

Performance of the suggested model is evaluated for 

two different B-PLC test networks, where the first one is 

consisted of three B-PLC cells and utilizes an OFDM 

modulation having ten frequencies; however, the second 

one relies on six B-PLC cells and employs OFDM 

modulation of 64 frequencies. In order to diversify the 

results and allow comparison with the previous studies, 

the experiments of each test network have been 

performed for the two different scenarios as detailed in 

Table 1. As can be seen from the Table 1, the first 

scenario investigates the performance in the absence of 

forbidden sets for the B-PLC cells; However, the second 

one takes the forbidden sets into account. Moreover, 

numerical simulations of each scenario have also been 

performed for the two different cases; case 1: which 

only considers in-line neighboring scheme similar to that 

one of previous studies in [23]-[25], and case 2: where 

takes both in-line and in-space neighboring schemes into 

account. Further, to provide a fair comparison in these 

two cases, the numerical simulations of them have also 

been performed for the identical interference functions 

of  𝐺1(𝐹, 𝑥) and  𝐺2(𝑥). 

 
Table 1: Specifications of the considered scenarios for the 
performance evaluation of the B-PLC test networks 
 

Scenario Ca

se 
ℱ𝐹𝑜𝑟𝑏𝑖𝑑
𝑖  Interference 

Functions 

Neighboring 

Matrices 

  𝐺1  𝐺2 𝑴𝑁𝐵𝐿  𝑴𝑁𝐵𝑆 

 

First 

1 No |ℱ𝑠|𝑥
2

𝐹 + |ℱ𝑠|
 
𝑥 + |ℱ𝑠| Yes No 

2 No |ℱ𝑠|𝑥
2

𝐹 + |ℱ𝑠|
 
𝑥 + |ℱ𝑠| Yes Yes 

 

Second 

1 Yes 1 + 𝑥2

𝑒
𝐹
|ℱ𝑠|

 
|ℱ𝑠|𝑥 Yes No 

2 Yes 1 + 𝑥2

𝑒
𝐹
|ℱ𝑠|

 
|ℱ𝑠|𝑥 Yes Yes 

 

The in-line and in-space neighboring matrices of the 

first B-PLC test network are as below and its other 

details are provided in Table 2. 

𝑀𝑁𝐵𝐿 = [
0 1 0
1 0 1
0 1 0

],    𝑀𝑁𝐵𝑆 = [
0 0.2 0
0.5 0 0.1
0 𝑜. 3 0

]        (3) 

 

Table 2: Specifications of the first B-PLC test network 
 

|𝒞| = 3,   |ℱ𝑠| = 10 

𝒞𝑖 |𝐹𝑅𝑒𝑞
𝑖 | 𝓕𝑭𝒐𝒓𝒃𝒊𝒅

𝒊  

𝒞1 5 {9, 10} 

𝒞2 5 {2, 3} 

𝒞3 6 {5, 10} 

 

As can be seen from the Table 2, this test network 

totally needs 16 frequencies and the PLC-CA solution 

must assign them from the available ten frequencies by 

taking the forbidden sets and neighboring model into 

account. In the other words, the solution matrix 𝑴𝐶𝐴 

must such that while the assigned frequency sets to the 

cells, i.e. ℱ𝐶𝐴
𝑖 , belonging to their allowable frequency 

sets ℱ𝑖 = ℱ𝑠−ℱ𝐹𝑜𝑟𝑏𝑖𝑑
𝑖 , the frequencies of the neighbor 

cells be far away from each other’s as much as possible.   

For the numerical simulations, a random population 

of size 𝑁 = 40 is first generated for both GA and SFLA, 

and fitness value for the elements of this population are 

calculated according to the network's interference given 

in (2). Then, for the GA, the members (chromosomes) of 

this population exchanged their information through GA 

operations including elitism, selection, crossover of rate 

0.9 and mutation of rate 0.1, to produce next generation 

of chromosomes and this process is continued until an 
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optimal solution is obtained or stopping criterion is met. 

For the SFLA, the generated random population is 

subdivided into 𝑚 = 10 memeplexes, each contains 𝑛 =

𝑁/𝑚 = 4 members (frogs). Then, a local search is 

performed for each memeplex to improve the frog with 

the worst fitness. When tenth iterations of local search 

are performed, all frogs of population are mixed 

together and partitioned into 𝑚 = 10 memeplexes again 

to repeat the local search. This process is continued 

iteration by iteration until an optimal solution is 

obtained or stopping criterion is met. 

In the cases of first B-PLC test network, the curves of 

the best fitness (co-site interference) versus iteration 

(for both GA and SFLA) have been depicted in Fig. 3 for 

the first scenario and Fig. 4 for the second one.  

 
Fig. 3: First B-PLC test network: curves of the co-site 
interference versus iterations for the first scenario. 

 
Fig. 4: First B-PLC test network: curves of the co-site 

interference versus iterations for the second scenario. 
 

Further, the solution matrix of the first scenario takes 

one of the following forms for each realization of GA and 

SFLA: 

𝑴𝐶𝐴 =

{
 
 

 
 [
1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1
1 1 1 1 1 1 0 0 0 0

]

[
0 0 0 0 0 1 1 1 1 1
1 1 1 1 1 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1

]

             (4) 

However, in the case of the second scenario, the 

solution matrix has only below format: 

𝑴𝐶𝐴 = [
1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1
1 1 1 1 0 1 1 0 0 0

]               (5) 

As demonstrated in Fig. 3 and Fig. 4, the suggested 

interference function can successfully model and track 

the network interference according to the considered 

neighboring schemes in the two considered cases for 

each scenario. Moreover, as evident from (4) and (5), the 

resulting solution matrices indicating to an optimum 

channel allocation for the both scenarios and also for 

both GA and SFLA. This is because the assigned 

frequency sets to the neighboring cells have the 

maximum distance from each other’s. Expressing in 

details, these results and their modifications with 

respect to existing studies can be highlighted as below: 

 First, since the case 1 of each scenario only considers 

in-line neighboring scheme and in case 2 both in-line 

and in-space neighboring are taken into account, 

these two cases compare the results of our suggested 

model for PLC-CA problem in which co-site 

interference varies depending on neighboring 

intensity and assigned frequency sets to the cells with 

that one in which interference variations is only due 

to changes in assigned frequency sets. Due to taking 

both in-line and in-space neighboring schemes into 

account for the actual B-PLC networks of the case 2, it 

is evident that the amount of co-site interference 

imposed on this real network must be more than of 

case 1. As shown in Fig. 3 and Fig. 4, the suggested 

interference function of (2) can properly model and 

successfully track the variations of co-site interference 

in these two cases. Noted that the case 1 of each 

scenario can be considered as an improved version of 

the assumed model in [23]-[25]. This is due to the fact 

both ones, i.e. case 1 and the works of [23]-[25], 

relying on in-line neighboring scheme; However, the 

co-site interference of case 1 varies according to the 

distance between assigned frequency sets, but this 

dependency has not considered in [23]-[25]. Thus, the 

results of the cases 1 and 2 provide a comparison 

between the results of previous studies and our 

method. 

 Second, both GA and SFLA leading to optimum 

channel allocation for all considered cases and 

scenarios. For instance, as evident from (4) and (5), 

there is no common frequencies between assigned 

sets to the cells 1 and 2 of the first test network. Note 

that existence of one common frequency for cells 2 

and 3 of (4) is due to the fact that these two cells 

totally needing 11 frequencies, this is while the 

available OFDM channels are equal to |ℱ𝑠| = 10. 

Similarly, existence of two common frequencies for 
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these cells in (5) is due to limited number of OFDM 

channels and also due to considering forbidden sets 

which restricts it more cells. It is also important to be 

noted that when the solution matrices are compered 

for two different pairs of neighbor cells at 

intermediates iterations, it is observed that distance 

between assigned frequency sets to cells of pair with 

greater neighboring intensity is more than that of 

other pair. This is due to the fact that we defined the 

interference distance matrix so that the considered 

solver be more sensitive to the cells having greater 

neighboring intensity and as a result, the frequencies 

allocated to these cells have more distance from each 

other in intermediates steps where the optimal 

solution for the network has not been obtained yet. 

 Third, as demonstrated in Fig. 3 and Fig. 4, both GA 

and SFLA are finally converged to a similar co-site 

interference. However, they reach to this value in 

different iterations due to difference in computational 

complexity. Expressing more precisely, if the solution 

matrix of the GA and SFLA, i.e. 𝑴𝐶𝐴, is compared 

before convergence at an intermediate iteration, it is 

observed that SFLA providing a more optimal solution 

than the GA. However, it should be noted that this 

comparing is not entirely accurate because SLFA also 

benefits from an iteration-based local search in each 

iteration. Therefore, it can be concluded that the SFLA 

provides better solutions in intermediate iterations 

due to performing local search and wasting the time; 

however, the both ones eventually leading to an 

optimal solution.  

 Forth, curves of co-site interference versus iterations 

have an expected behavior for both GA and SFLA and 

follows a non-increasing function. Further, when 

forbidden sets of the frequencies are considered in 

the second scenario of Table 1, both GA and SFLA 

successfully avoids assignment of these sets to the B-

PLC cells and the channels are allocated according to 

the allowable frequency sets  ℱ𝑖 = ℱ𝑠−ℱ𝐹𝑜𝑟𝑏𝑖𝑑
𝑖 . 

 Eventually, the comprehensiveness of the suggested 

interference function is also confirmed by performing 

numerical simulations for two different realizations of 

both  𝐺1(𝐹, 𝑥) and  𝐺2(𝑥). Note that these functions 

are utilized in (1) and (2) to define co-site 

interference. 

Here, the second test network is considered to 

evaluate performances of the suggested model for a 

more complex structure. Notes this network is consisted 

of the six B-PLC cells and exploits OFDM modulation of 
|ℱ𝑠| = 64 frequencies.  

The other details of this network are provided in 

Table 3 and its in-line and in-space neighboring matrices 

are given in (6) and (7). 

𝑴𝑁𝐵𝐿 =

[
 
 
 
 
 
0 0 0
0 0 0
0 0 0

1 0 0
0 0 0
0 0 0

1 0 0
0 0 0
0 0 0

0 0 0
0 0 1
0 1 0]

 
 
 
 
 

,                                       (6) 

𝑴𝑁𝐵𝑆 =

[
 
 
 
 
 
0      0   
0       0   

  
0  0.9
0.7  0

 
0 0
0 0

0       0.7
0.9    0  

  
0     0
0    0

0 0
0 0

0       0    
0        0  

0    0
0    0

0 0
0 0]

 
 
 
 
 

                       (7) 

 
Table 3:  Specifications of the second B-PLC test network 
 

|𝒞| = 6,   |ℱ𝑠| = 64 

𝒞𝑖 |𝐹𝑅𝑒𝑞
𝑖 | 𝓕𝑭𝒐𝒓𝒃𝒊𝒅

𝒊  

𝒞1 20 {61,62,63,64} 

𝒞2 15 {1,2, 3, 4, 5} 

𝒞3 32 ∅ 

𝒞4 40 ∅ 

𝒞5 27 {1, 2, 10, 44 ,45} 

𝒞6 27 {60, 61,62,63,64} 

 

For the numerical simulations of the second B-PLC 

test network, population size has been considered equal 

to 𝑁 = 120 and crossover and mutation rates of the GA 

are set to 0.9 and 0.2, respectively. For the SFLA, this 

population is subdivided into 𝑚 = 12 memeplexes of 

𝑛 = 𝑁/𝑚 = 10 members. Curves of the best fitness 

versus iterations have been depicted in Fig. 5 for the first 

scenario and Fig. 6 for the second one.  

Furthermore, according to the solution matrix of the 

first scenario, the assigned sets to the neighboring cells 1 

and 4 have one of the following forms: 

{
ℱ𝐶𝐴
1 = {1,2, … ,20}, ℱ𝐶𝐴

4 = {64,63, … ,25}

ℱ𝐶𝐴
1 = {64,63, … ,45}, ℱ𝐶𝐴

4 = {1,2, … ,40}
                      (8) 

However, when the forbidden sets are taken into the 

account for the second scenario, the solution is:   

ℱ𝐶𝐴
1 = {1,2, … ,20}, ℱ𝐶𝐴

4 = {64,63, … ,25}                        (9) 

In similar manner, for the first scenario, the assigned 

sets to the neighboring cells of 5 and 6 belonging to one 

of the following groups: 

{
ℱ𝐶𝐴
5 = {1,… ,27}, ℱ𝐶𝐴

6 = {64,… ,38}

ℱ𝐶𝐴
5 = {64,… ,38}, ℱ𝐶𝐴

6 = {1,… ,27}
                            (10) 

However, due to considering forbidden sets in the 

second scenario, the solution will be as:   

{
ℱ𝐶𝐴
5 = {64,63, … ,46,43,42, … ,36}

 ℱ𝐶𝐴
6 = {1,… ,27}

                               (11) 

As can be seen from  Fig. 5  and  Fig. 6,  the  curves  of  
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the co-site interference have their expected behavior as 

non-increasing functions and track the network 

interference according to the considered cases in these 

scenarios. Furthermore, as evident from (8)-(11), there is 

no common frequencies between assigned sets to the 

neighboring cells, i.e. cells 1 and 4, and cells 5 and 6. 

Moreover, the assigned sets to these cells have 

maximum distance from each other. In general, it is 

observed that the numerical results of the second test 

network are consistent with that one of the first test 

network and all mentioned points for the results of first 

test network are valid for the second one as well. 

Thereby, it is concluded that the suggested method has 

the ability to model PLC-CA problem in actual scenarios, 

tracking the network interference in these situations and 

providing an optimal solution for them. Further, it is 

confirmed the suggested method, as a comprehensive 

model, includes all previous research. 

 
Fig. 5: Second B-PLC test network: curves of the co-site 

interference versus iterations for the first scenario. 

 

 
Fig 6: Second B-PLC test network: curves of the co-site 
interference versus iterations for the second scenario. 

 

Conclusion 

In this paper, the problem of channel allocation was 

investigated for the B-PLC access network. In order to 

overcome the limitations of the existing study and 

provide a comprehensive analysis, an actual B-PLC access 

that is in expose of both in-line and in-space neighboring 

schemes was assumed and the problem modelling, 

formulations, and suggested solutions are planned in this 

regard. To achieve these goals, PLC-CA problem is first 

formalized as an optimization problem; in-line 

neighboring is considered as zero number or one; in-

space neighboring is modeled as a real number from the 

interval [0 1]; and the aggregate neighboring intensity is 

assumed as the summation of these two numbers. Then, 

the co-site interference of the B-PLC access networks is 

defined as a function of the aggregate neighboring 

intensity and the assigned frequency sets to the cells, so 

that when the value of neighboring intensity is increased 

and the distance of assigned frequency sets is decreased, 

the interference is increased. Finally, the meta-heuristic 

methods of GA and SFLA were employed to solve the 

resulting PLC-CA problem and evaluate its performance 

for different scenarios and compare it with the existing 

research. The results were confirmed that suggested 

method can successfully model channel allocation 

problem in actual B-PLC networks and provides an 

optimum solution for both GA and SFLA by avoiding the 

assignment of forbidden frequencies and increasing the 

distance between neighboring cells as much as possible. 

It was also revealed that this method includes and 

improves all previous research and worked as a 

comprehensive alternative for tracking co-site 

interference in different situations. 
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 Background and Objectives: Compressive sensing (CS) theory has been 
widely used in various fields, such as wireless communications. One of the 
main issues in the wireless communication field in recent years is how to 
identify block-sparse systems.  We can follow this issue, by using CS theory 
and block-sparse signal recovery algorithms. 
Methods: This paper presents a new block-sparse signal recovery algorithm 
for the adaptive block-sparse system identification scenario, named 
stochastic block normalized iterative hard thresholding (SBNIHT) algorithm. 
The proposed algorithm is a new block version of the SSR normalized 
iterative hard thresholding (NIHT) algorithm with an adaptive filter 
framework. It uses a search method to identify the blocks of the impulse 
response of the unknown block-sparse system that we wish to estimate. In 
addition, the necessary condition to guarantee the convergence for this 
algorithm is derived in this paper. 
Results: Simulation results show that the proposed SBNIHT algorithm has a 
better performance than other algorithms in the literature with respect to 
the convergence and tracking capability. 
Conclusion: In this study, one new greedy algorithm is suggested for the 
block-sparse system identification scenario. Although the proposed SBNIHT 
algorithm is more complex than other competing algorithms but has better 
convergence and tracking capability performance. 
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Introduction 
Compressive sensing (CS) theory has been widely used in 

various fields, such as mathematics, signal processing, 

and wireless communications ‎[1]-‎[3]. One of the main 

issues in the wireless communication field in recent 

years is how to identify block-sparse systems. According 

to ‎[4]-‎[8], by using the CS theory and proposing block-

sparse signal recovery algorithms, we can follow this 

issue. In the sparse systems, the impulse response of the 

system has a small number of non-zero coefficients. In 

some practical cases, the impulse response of the 

system may include a small number of subspaces (block) 

(see Fig. 3), which is known as a block-sparse system. 

With this description, we can model a block-sparse 

system with impulse response NRh  as  
 

1 1 2 1[ ,..., , ,..., ,..., ,..., ]T
d d d N d Nh h h h h h  h  

          Th [1]      Th [2]              Th [L] 

(1) 

http://jecei.sru.ac.ir/
mailto:zhabibi9819@gmail.com
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where [ ]T ih  ( 1,2,..., ),i L  indicates the i-th block of 

the h, d is the block length, and N = dL. The h vector is 

termed K block-sparsity, where {1,2,..., },K L  is the 

maximum number of blocks involving nonzero 

components.  

Three major approaches sparse signal recovery (SSR) 

algorithms including convex optimization 

algorithms ‎[4], ‎[9], greedy pursuit algorithms ‎[5], ‎[8], and 

stochastic gradient descent (SGD) algorithms ‎[10] have 

been recently developed to implement the block-sparse 

signal reconstruction.  

In order to reconstruct block-sparse signals, in the 

convex optimization class, in [4], [9], the basis pursuit 

(BP) algorithm has been extended the l1-minimization to 

a mixed l2/l1-norm minimization in the recovery 

algorithm. Also an improved algorithm, named dynamic 

recovery of block-sparse signal (D-BSS) has been 

proposed in ‎[11]. In ‎[12], the proposed algorithm 

benefits from l0(l2) penalty to reconstruct the block-

sparse signal. However the mentioned algorithms show 

high computational cost, and so they are not suitable for 

the large-scale scenario ‎[13]. 

Recently, a block version of the greedy pursuit 

algorithms such as matching pursuit (MP), orthogonal 

MP (OMP), stagewise OMP (StOMP), and iterative hard 

thresholding (IHT), named BMP, BOMP ‎[4], BStOMP ‎[8], 

and BIHT ‎[5] respectively, have been introduced that 

show a better performance than their original versions 

for the block-sparse signal recovery scenario. Moreover, 

the extended version of the compressive sampling 

matching pursuit (CoSaMP) algorithm has been 

presented in ‎[5]. Also, the block normalized iterative 

hard thresholding (BNIHT) algorithm, has been proposed 

in ‎[14]. Although the greedy pursuit class algorithms 

have low computational complexity, its performance 

degrades under strong background noise ‎[13]. 

The SGD-based sparse adaptive filtering algorithms 

such as zero-attracting least-mean-square (ZA-LMS) 

algorithm and l0 -norm least mean square (l0-LMS) 

algorithms in ‎[15], which have shown moderate 

computational complexity and robustness against 

noise ‎[13], prove a better performance than other the 

types of the SSR algorithms in the sparse signal 

reconstruction process. Using this approach, several 

SGD-based algorithms have been proposed for the block-

sparse signal reconstruction in recent years. In the block-

sparse LMS (BS-LMS) algorithm ‎[16], and block zero-

point attracting projection (BZAP) ‎[17], a penalty of block 

sparsity as a mixed norm of the adaptive tap-weights as 

l2,0-norm in ‎[16], and  a mixed l1,0-norm in ‎[17] have been 

added to the cost function of the LMS and ZAP 

algorithms respectively. Moreover, block zero attracting 

LMS (BZA-LMS) and the block l0-norm LMS (Bl0-LMS) 

algorithms which can sense the block-sparse structure 

information of the block-structured sparse signal, have 

been presented in ‎[18]. 

In order to improve the convergence performance of 

the solution of the block-sparse system identification 

problem, this paper presents a new block version of the 

NIHT algorithm with an adaptive filter framework, 

named stochastic block normalized iterative hard 

thresholding (SBNIHT) algorithm. In this work, we use a 

search method to identify the blocks of the impulse 

response of the block-sparse system that we wish to 

estimate. Simulation results show that the proposed 

algorithm has a faster convergence rate and a better 

tracking capability than other the competing algorithms 

in the literature. 

Adaptive Filter Framework for Sparse Signal 

Recovery 

Based on the CS theory, by using the proper 

dictionary matrix ( )M NR M N A  that satisfies the 

restricted isometry property (RIP), we can compress the 

sparse signal NRs  to a down-sampling signal 
MRq  

[19]. To achieve more accurate results, the 

unavoidable background noise v e.g., additive white 

Gaussian noise (AWGN) can be considered as an 

additional term in the SSR equation. Therefore, an SSR 

problem is formulated by the following 

underdetermined equation  

 q As v         (2)  

In order to achieve less complexity cost and 

robustness against background noise, we can use an 

adaptive signal processing framework to solve the SSR 

problem  [20].  

In the sparse systems identification scenario which 

can be considered as an SSR problem, the desired signal 

with adaptive filtering framework is achieved as 

( ) ( ) ( )T
od n n n u h       (3) 

where ,( ) [ ( ), ( 1),..., ( 1)]Tn n n n Mu u u   u   is the 

input signal vector, (.)T  denotes the transpose, oh  is the 

impulse response of the unknown system with the 

length M that we wish to estimate, and ( )n  indicates 

the additive white Gaussian noise. Also, the recursion 

error is obtained as 

( ) ( ) ( ) ( )Te n d n n n u h           (4)   

where 1 2 ,( ) [ ( ), ( ),..., ( )]TMn h n h n h nh denotes the iterative 

reconstruction impulse response vector. In Table 1 and 

Fig. 1, we can see the SSR problem that is effectively 

solved by the adaptive framework, while each row 

vector ja in the dictionary matrix A in (2) plays the role 

of ( )T nu  in the adaptive framework in (3), and the 
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components of the compressed measurement vector q 

in (2) that is introduced as ,jq  is regarded as d(n) in 

(3)  [13]. 

 

Table 1: Corresponding variables between CS problem and 
adaptive framework ‎[13]. 
 

CS Problem Adaptive Framework 

  

 ( )nh  

j j jq v a s  
( ) ( ) ( )T

od n n n u h  

 

 

 

 

 

 

Fig. 1: Adaptive framework for CS problem  [13]. 

 

Proposed Algorithm    

To improve the convergence performance of the 

solution of the block-sparse system identification 

problem, this paper by considering this problem as an 

SSR problem, presents a new block version of the greedy 

NIHT algorithm with an adaptive filter framework. The 

proposed stochastic block normalized iterative hard 

thresholding (SBNIHT) algorithm uses a search method 

to identify the blocks of the impulse response of the 

unknown the block-sparse system.  

To proceed, we make the following assumptions:  

A1: The impulse response of the unknown block-sparse 

system has at most K blocks of nonzero coefficients; 

A2: The maximum length of the blocks including nonzero 

coefficients is L; 

A3: The numbers of zero coefficients between two 

adjacent blocks are at least L.  

The proposed algorithm benefits from a cost function 

as: 

2
1

{| ( ) | }
2

J E e n                                                         (5) 

where  denotes the expectation, and ( )e n is the 

recursion error which is obtained as (4). 

Based on (4), and dropping the time index for 

simplicity, i.e., ( ),nR R we can expand (5) for a time-

varying system as 

 21
( , , ) {| | }

2
TJ d  h R r u h      

    
21

( { } 2 )
2

T Td   h r h Rh                                (6) 

where  is the autocorrelation matrix 

of the input vector u(n), and }{ ( ) ( )E n d nr u  is the 

cross-correlation of the input vector u(n) and the desired 

signal d(n).  

Assuming that the unknown system has a time-

varying nature, we use an exponentially time-averaged 

window to obtain the R matrix and the r vector 

( ) ( 1) ( ) ( )Tn n n n  R R u u  (7) 

*( ) ( 1) ( ) ( )n n n d n  r r u  (8) 

where (0,1]   is the forgetting factor, and 
*(.) denotes 

the complex conjugate. It is noteworthy that we consider 

the term stochastic for the proposed algorithm because 

the R matrix and r vector in (7) and (8), are stochastic 

quantities. 
In the following, we obtain the negative gradient of 

(6) at the n-th iteration as  

( , , )J  h h R r r Rh  (9)     

By using the steepest descent principle, we have 

( 1) ( ) ( ) ( , , ),n n n J   hh h h R r  (10) 

where ( )n denotes the step-size of the n-th time 

iteration. By substituting (9) into (10), we can rewrite 

(10) as 

( 1) ( ) ( )( ( ) ( ) ( ))n n n n n n   h h r R h  (11) 

{.}E

}{ ( ) ( )TE n nR u u

 , 1,2,...,j j Ma ( )T nu

( )ns
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In the following to make a better estimate of the 

unknown block-sparse system, we apply a block-sparsity 

constraint as a hard thresholding operator (.)kH  (similar 

to the NIHT algorithm  [21] ) to the right-hand site of (11) 

( 1) ( ( ) ( )( ( ) ( ) ( )))kn H n n n n n   h h r R h  (12) 

where, by defining  

( ) ( ( ))kn H nh h  (13) 

and  

( ) ( ( ) ( ) ( ))kn H n n n p r R h  

( ) ( ) ( )n n n r R h  
(14) 

and substituting (13) and (14) into (12), we can rewrite 

the update formula of tap-weights for the proposed 

SBNIHT algorithm as 

( 1) ( ) ( ) ( )n n n n  h h p  (15)    

where the vector ( )nh  in (13-15) is an estimated 

impulse response vector of the adaptation step n, (h(n)), 

which its components that do not belong to the support 

set ( )
,

n have been zeroed. In here, we consider the 

support set ( )n  as the indexes sets of the K blocks with 

the length L involving nonzero components in the 

estimated vector h(n). By using the line search 

optimization method, we can consider the step-size of 

the SBNIHT algorithm in (15) as  

( )( )

( ) ( ) ( )

( ) ( )

( )
( ) ( ) ( )

T
nn

T
n n n

n n

n
n n n




  



p p

p R p
 (16) 

where ( )( )n n


p  is a sub-vector of the p(n) vector that 

contains only the elements with the indexes sets of the 

support set ( )n  and ( )( )n nR  is the sub-matrix of the R 

matrix that includes corresponding columns and rows, 

indexed by support set ( ).n         

A.  Identify the Support Set   

In the following we present a new method with a 

search approach to identify the support set   at each 

iteration. To achieve this purpose, we define at first, a 

new vector named ,h  equal to the iterative 

reconstruction h vector 

h h  (17) 

Then, according to Fig. 2, we find the index of the 

component with the largest absolute value of the 

magnitude in the vector h   

 

argmax(| |,1) h  (18) 

Then, in the vector ,h  between the L blocks with the 

length L that contain the obtained index set   (see Fig. 

2), we find the index set of the block with the largest l2-

norm value 

[1] 2 [2] 2 [ ] 2argmax({|| || ,|| || ,...,|| || },1)L  h h h  (19) 

Then, we change the magnitude of the components 

of the obtained block 
[ ]h  as 

[ ] ( ) ( 1) ( 1){ , ,..., }L L    h h h h  (20) 

into zero value 

| 0
m h  (21) 

where {1, 2,..., }m K , and 

{ , 1,..., 1}m L L       (22) 

includes the indexes sets of the vector [ ]h . In order to 

find the support set   at each time iteration, we 

repeat the stages (18-22), until the finding K blocks. 

Therefore, the support set   at each time iteration is 

obtained by merging indexes sets which are resulted in 

each stage as the subspace 
m where 

{1, 2,..., }m K  

...
( )

21
n

K      (23) 

Then, the block sparse vector ( 1)n h can be 

obtained by pruning the elements which do not belong 

to the support set ( )n
    

( 1) ( 1),( )|( )|
n nnn   


h h   ( 1) 0

( )|
ncn
 


h  (24) 

According to the above stages, we can summarize the 

steps of the proposed the algorithm at each time instant 

as: 

Step 1) Update the proxy vector via (14); 

Step 2) Define the step-size value by using the line 

search optimization method as (16), and estimate the 

unknown vector h via the gradient update equation (15); 

Step 3) Identify the support set   that shows the set of 

the positions of the nonzero components corresponding 

to the K blocks with the length L of the estimated vector 

h; 

Step 4) Prune the elements which do not belong to the 

support set ,  for the estimated vector h. 

The steps of the SBNIHT algorithm for the n-th time 

iteration are summarized in Table 2. 
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Fig. 2: Method of the finding a block in the block-sparse 

vector via the proposed algorithm. 
 

Convergence Analysis 

To see how the recursive update h(n) converges 

toward oh , we rewrite (20) as 

( 1) ( ( ) ( )) ( ) ( ) ( )n n n n n n    I R rh h  (25) 

where I is the M-by-M identity matrix. Next, from (15) 

and by subtracting 
oh from both sides of (25), we can 

rewrite (29) as 

( 1) ( ( ) ( ))( ( ) )o on n n n    I Rh h h h  (26) 

the ( 1)n h  is the best approximation to h(n+1), if we 

have 

2 2|| ( 1) || || ( 1) ||o on n    h h h h  

         2|| ( ( ) ( ))( ( ) ) ||on n n  I R h h  
(27) 

Defining the vector v(n) as 

( ) ( ) on n v h h  (28) 

and substituting this in (27), we obtain 

2 2|| ( 1) || || ( ( ) ( )) ( ) ||n n n n  v I R v  

                2 2|| ( ) ( ) || || ( ) ||n n n I R v  
(29) 

where 2|| ( ) ( ) ||n nI R denotes the spectral norm of 

( ) ( )n nI R  matrix, and defined as  

The proposed algorithm converges in mean square 

sense, if we have in (29). 
 

Table 2:   SBNIHT algorithm for the n-th time iteration 
 

Input:   Maximum block length L; length of unknown 

system M; maximum number of blocks involving nonzero 

coefficients K; Input vector 1MR u ; desired signal  d. 

Initialize:  
1

0 ,
M

R


 h         (0) 0 ,
M M

R


 R               

1
(0) 0 ,

M
R


 r     (1) [1: ]KL   

 Step 1: gradient update 

( ) ( 1) ( ) ( )Tn n n n  R R u u  

*( ) ( 1) ( ) ( )n n n d n  r r u  

( ) ( ) ( ) ( 1)n n n n  hp r R  

Step 2: line search optimization 

( ) ( )
| |

( ) ( ) ( )
| | |

( ) ( )

( )
( ) ( ) ( )

T
n n

T
n n n

n n

n
n n n


 

  



p p

p R p

 

( ) ( 1) ( ) ( )n n n n   ph h  

Step 3: support set update  

( 1);n h h  

for   m=1:K 

argmax(| |,1) h  

for    1,2,...,i L      

[ ] ( ) ( 1) ( 1){ , ,..., }i i L i L i      h h h h  

1

2
[ ] 2 ( )|| ||

i

i j

j i L





 

 h h  

end 

[1] 2 [2] 2 [ ] 2argmax({|| || ,|| || ,...,|| || },1)L  h h h  

{ , 1,..., 1}m L L       

| 0,
m h  

end 

( )
1 2 ...

n
K      

Step 4: pruning   

( ) ( ),( )( ) ||
n nnn 


h h       ( ) 0

( )|
ncn




h  

2

2

|| ( 1)||
1

|| ( )||

n

n




v

v
 (31) 

Therefore, based on (29) and (30), a necessary mean-

square convergence condition obtained as 

2 max|| ( ) ( ) || |1 ( ) [ ( )] | 1n n n n     I R R  (32) 

The inequalities (36) can be expanded as 

max1 1 ( ) [ ( )] 1n n    R  (33) 

Therefore, based on (33), a necessary mean-square 

convergence condition obtained as 

2 [( ( ) ( ))( ( ) ( )) ]max|| ( ) ( ) || n n n nn n       I R I RI R
 

=
2[ ( ) ( ) ( ) 2 ( ) ( )]max n n n n n   I R R R

 

=
2 21 ( ) [ ( )] 2 ( ) [ ( )]max maxn n n n    R R

 

=
2(1 ( ) [ ( )])maxn n  R

 

= max|1 ( ) [ ( )] |n n  R  (30) 
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max

2
0 ( )

[ ( )]
n

n



 

R

 
(34) 

Complexity 

In Table 3, the computational complexity of the 

proposed algorithm is compared with the other state-of-

the-art algorithms in the literature. The comparison is 

carried out in terms of multiplications per adaptation 

step of the algorithm.  

For the proposed SBNIHT algorithm, we have an 

increase in complexity compared with the other 

competing algorithms including BZA-LMS,  [18] BS-

PNLMS  [22], BS-MPNLMS  [23], and l2,0-SMPNLMS  [24], 

due to the existence of the gradient p(n) and vector 

product | |( ) ( )n n R p .  

But instead of this increasing complexity, the 

proposed algorithm can provide a much better solution 

for the block-sparse system identification problem 

compared to other competing algorithms. 
 

Table 3: Comparison in terms of multiplications 
 

    Adaptive Algorithm                     Complexity Order 

                                                        per Adaptation Step 

          BZA-LMS                                           O(M) 

         BS-PNLMS                                          O(M) 

       BS-MPNLMS                                        O(M) 

       l2,0-SMPNLMS                                      O(M) 

             BNIHT                                           O(MKL) 

            SBNIHT                                          O(MKL) 

 

Results and Discussion 

In this section, the proposed algorithm is compared 

with the algorithms BZA-LMS, BS-PNLMS, BS-MPNLMS, 

l2,0-SMPNLMS, and BNIHT in the application of block-

sparse system identification.  

The unknown system is a network echo path with the 

length M=512, and the adaptive filter has the same 

length.  

In order to evaluate the tracking capability, in all 

simulations, we switch the echo path from the one-

cluster in Fig. 3(a) to the two-clusters in Fig. 3(b) in 

iteration 5000.  

The input vector is a white Gaussian sequence or an 

AR(1) signal with a pole at 0.9 or a speech signal. The 

background noise ( )n  is a white Gaussian process with 

a signal-to-noise ratio (SNR) of 30 dB.  

All the results are averaged over 30 independent 

trials.  

The normalized mean square deviation (NMSD), 

which is used to compare the convergence and the 

tracking capability performance, is defined as 

2 2

( ) 10 0 010log ( ( ) / )dBNMSD k h h h  (39) 

 

 
 

Fig. 3: Two types of measured acoustic-echo-channels as the 
unknown block-sparse systems, (a) one cluster, (b) two 

clusters. 
 

In the following, we assume that the impulse 

response of the unknown system has a maximum of 2 

blocks with nonzero coefficients where the maximum 

block length of these 2 blocks is 32, and the number of 

zero coefficients between two adjacent blocks are at 

least 32. According to the mentioned system, we 

consider in all simulations, our system as Fig. 3, which is 

one-cluster or two-clusters with a maximum block length 

28. By using the above assumptions, we consider for the 

proposed SBNIHT algorithm, the maximum number of 

the blocks as K=2, and the maximum block length as 

L=32. Also for a better comparison, the number of the 

blocks for the BNIHT algorithm is considered as 2, as 

same as the SBNIHT algorithm. In addition, we chose the 

value of the parameter of the competing algorithms in 

all the simulations, according to the best values in their 

references, in such a way that all the algorithms have the 

same steady-state NMSD with the maximum 

convergence speed in achieving such a steady-state 

level.       

Figure 4 shows the NMSD curves of the BZA-LMS, BS-

PNLMS, BS-MPNLMS, l2,0-SMPNLMS, BNIHT, and the 

proposed SBNIHT algorithms for a white Gaussian 

sequence input signal, by considering the different block 

lengths  8,16,32L   for the BZA-LMS, BS-PNLMS, BS-

MPNLMS, BNIHT and l2,0-SMPNLMS algorithms. For the 

fair comparisons, the value of the algorithm parameters 

in Fig. 4 and Fig. 5 are selected as:  BZA-LMS ( 0.002, 

7 ),0.8, 1 10     BS-PNLMS ( 0.8, 0.01)q   , BS-MPNLMS 

( 0.02, 0.5, 0.1),      and l2,0-SMPNLMS ( 20,      

0.01, 0.01).  It is observed that the performance of 

the proposed algorithm is evidently better than other 

competing algorithms, in terms of convergence and 

tracking capability. 
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(a) 

 

(b) 

 

(c) 

Fig. 4: NMSD learning curves of the several algorithms and the proposed algorithm with a WGN input signal for the 
different block length of competing algorithms BZA-LMS, BS-PNLMS, BS-MPNLMS , l2,0-SMPNLMS and BNIHT, (a) 

L=8, (b) L=16, (C) L=32. 
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(a) 

 

(b) 

 

(c) 

Fig. 5: NMSD learning curves of the several algorithms and the proposed algorithm with an AR(1) input signal for 
the different block length of competing algorithms BS-PNLMS, BS-MPNLMS, l2,0-SMPNLMS and BNIHT, (a) L=8, 

(b) L=16, (C) L=32. 
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(a) 

 

(b) 

 

(c) 

 Fig. 6: NMSD learning curves of the several algorithms and the proposed algorithm with a speech input signal for the 
different block length of competing algorithms BZA-LMS, BS-PNLMS, BS-MPNLMS, l2,0-SMPNLMS and BNIHT, (a) L=8, (b) 

L=16, (C) L=32. 
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Figure 5 shows the NMSD curves of the BS-PNLMS, 

BS-MPNLMS, l2,0-SMPNLMS, BNIHT and the proposed 

SBNIHT algorithms for an AR(1) input signal generated by 

filtering white Gaussian noise using a first-order 

( )H z   11/ (1 0.9 )z   system.  

As same as Fig. 4, we consider the different block 

lengths  8,16,32L   for the BS-PNLMS, BS-MPNLMS, 

BNIHT, and l2,0-SMPNLMS algorithms. As same as the 

white input signal in Fig. 4, we can see that for the 

colored AR(1) input signal, the performance of the 

proposed algorithm is evidently better than other 

competing algorithms, in terms of convergence and 

tracking capability.  

We do not consider the BZA-LMS algorithm in Fig. 5, 

because it shows a bad convergence performance for 

the colored AR(1) input signal. 

Figure 6 shows the NMSD curves of the BZA-LMS, BS-

PNLMS, BS-MPNLMS, BNIHT and SBNIHT algorithms for a 

speech input signal, by considering the different block 

lengths  8,16,32L   for the BZA-LMS, BS-PNLMS, 

BNIHT, and BS-MPNLMS algorithms. For fair 

comparisons, the value of the algorithm parameters in 

Fig. 6 are selected as:  BZA-LMS 
7( 0.1, 0.8, 1 10 ),        BS-PNLMS 

( 0.1, 0.01)q   , BS-MPNLMS ( 0.9, 0.1, 0.1)     . 

It is also observed that the performance of the proposed 

algorithm is evidently better than other competing 

algorithms, in terms of convergence and tracking 

capability.  

Also, we can see that for all the input signals, the 

BNIHT algorithm shows a bad tracking capability. 

Conclusion 

Adaptive filter algorithms have been widely used in 

various fields, such as system identification, channel 

equalization, and noise cancellation.  

In many system identification scenarios for example 

acoustic echo path, the impulse response of the system 

is block-sparse.  

In the block-sparse systems, the coefficients of the 

system are in the form of a single cluster or multi-

cluster, wherein a cluster is a gathering of nonzero 

coefficients. To solve the block-sparse system 

identification problem, we use the normalized iterative 

hard thresholding (NIHT) algorithm that is one of the 

effective algorithms in the compressive sensing (CS) 

field, with an adaptive filter framework as a basis of the 

our work in this paper. The proposed algorithm named 

stochastic block normalized iterative hard thresholding 

(SBNIHT) algorithm is a new block version of the greedy 

NIHT algorithm with an adaptive filter framework.   

The SBNIHT algorithm uses a new search method to 

identify the blocks of the impulse response of the 

unknown block-sparse system. In addition, in this paper, 

the necessary condition to guarantee the convergence of 

SBNIHT is derived. Although the proposed SBNIHT 

algorithm is more complex than other state-of-the-art 

algorithms in the literature, but Simulation results 

demonstrate that the proposed algorithm has better 

convergence and tracking capability. 
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consecutively with equation numbers in parentheses 

flush with the right margin, as in (1). Be sure that the 

symbols in your equation have been defined before the 

equation appears or immediately following. Italicize 

symbols (T might refer to temperature, but T is the unit 

Tesla).  

Use Insert | Reference | Caption to number 

equations. Refer to “(1),” not “Eq. 1” or “equation (1),” 

except at the beginning of a sentence: “Equation (1) is 

...”. Punctuate equations when they are part of a 

sentence, as in 
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Use two column tables to locate equations and their 

numbers properly in one line, as follows: 
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where IF is the fault current. Be sure that the border is 

off. 

Results and Discussion 

The Results section should briefly present the 

experimental data in text, tables or figures. Tables and 

figures should not be described extensively in the text.  

The Discussion should focus on the interpretation and 

the significance of the findings with concise objective 

comments that describe their relation to other work in 

the area. It should not repeat information in the results. 

The final paragraph should highlight the main 

conclusion(s), and provide some indication of the 

direction future research should take. 

Conclusion 

As the Conclusion section is the most important 

element of a manuscript, so it must be more expanded 

scientifically and contently at least half a page length. 

Example: 

In this study, a forecast model was developed to 

determine the generation of MSW in the municipalities 

of the CCS, Chiapas State, Mexico. A MLR was used to 

obtain the forecast model with social and demographic 

explanatory variables. Two forecast models were 

presented and analyzed, with variables that met the 

multicollinearity test. The most important variables to 

predict the rate of MSW generation in the study area 

were the population of each municipality (XPop), the 

population born in another municipality (XPbam) and 

the population density (XPd). XPop is the most influential 

explanatory variable of waste generation, particularly it 

is related in a positive way. XPbam is less related to 

waste generation. XPd is the variable that least 

influences waste generation prediction; in addition, it 

can present problems of correlation with other 

explanatory variables. Although other variables, such as 

daily per capita income (XDpi) and average schooling 

(XAs), are very important, they do not seem to have an 

effect on the response variable in this study. The user of 

this forecast model should use model 2, since it is the 

one with the highest parsimony (it uses fewer variables); 

R2adj, MAPE, MAD and RMSE values indicated high 

influence on the explained phenomenon and high 

forecasting capacity. Additionally, it is important to 

mention that when using the models proposed for 

forecasting purposes, it is necessary to make a 
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transformation in the explanatory and response 

variables (use inverse of natural logarithm). The 

inferences made on the municipalities of the study area 

showed that, except in some municipalities, the MSW 

generation rate usually presented a gradual increase 

with respect to population growth and with respect to 

the number of inhabitants that were born in another 

entity (migration). Finally, this study can be a solid basis 

for comparison for future research in the area of study. 

It is possible to use different mathematical models such 

as artificial neural network, principal component 

analysis, time-series analysis, etc., and compare the 

response variable or the predictors. 

Author Contributions 

Each author role in the research participation must be 

mentioned clearly. 

Example: 

A. Mahboobi, B. Bagheri, and C. Ahmdi designed the 

experiments. A. Mahboobi collected the data. A. 

Mahboobi carried out the data analysis. A. Mahboobi, B. 

Bagheri, and C. Ahmdi interpreted the results and wrote 

the manuscript. 
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Abbreviations  

Define less common abbreviations and acronyms the 

first time they are used in the text, even after they have 

been defined in the abstract. Abbreviations such as IEEE, 

SI, MKS, CGS, ac, dc, and rms do not have to be defined. 

Do not use abbreviations in the title unless they are 

unavoidable. 
 

Example: 
MS Multispectral 

SMF Spectral Matched Filter 

SAM Spectral Angle Mapper 

MSD Matched Subspace Detector 

OSP Orthogonal Subspace Projection 

CEM Constrained Energy Minimization 

ASD Adaptive Subspace Detector 

STD Sparsity Based Target Detector 

KSAM Kernel Based SAM 

DTD Difference Based Target Detection 

AP-CR Attribute Profile Based Collaborative 

Representation 

ROC Receiver Operating Characteristic 

MS Multispectral 

SMF Spectral Matched Filter 

SAM Spectral Angle Mapper 

MSD Matched Subspace Detector 

OSP Orthogonal Subspace Projection 

CEM Constrained Energy Minimization 

ASD Adaptive Subspace Detector 

STD Sparsity Based Target Detector 

KSAM Kernel Based SAM 

DTD Difference Based Target Detection 

AP-CR Attribute Profile Based Collaborative 

Representation 

ROC Receiver Operating Characteristic 

MS Multispectral 

SMF Spectral Matched Filter 

SAM Spectral Angle Mapper 

MSD Matched Subspace Detector 

OSP Orthogonal Subspace Projection 

CEM Constrained Energy Minimization 

ASD Adaptive Subspace Detector 

STD Sparsity Based Target Detector 

KSAM Kernel Based SAM 
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References are important to the reader; therefore, 

each citation must be complete and correct. There is no 

editorial check on references; therefore, an incomplete 

or wrong reference will be published unless caught by a 

reviewer or discusser and will detract from the authority 

and value of the paper. References should be readily 
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 Biographies 

A technical biography for each author may be 

included, but without any title, as it is seen herein. It 

should begin with the author’s name (as it appears in the 

byline). A photograph and an electronic file of the photo 

should also be included for each author. The photo 

should be black and white, glossy, and 3.0 centimeters 

(1.18 inches) wide by 3.8 centimeters (1.5 inches) high. 

The head and shoulders should be centered, and the 

photo should be flush with the left margin. The following 

is an example of the text of a technical biography: 

Nikola Tesla (M’1888, F’17) was born in 
Smiljan in the Austro-Hungarian Empire, on 
July 9, 1856. He graduated from the Austrian 
Polytechnic School, Graz, and studied at the 
University of Prague. His employment 
experience included the American 
Telephone Company, Budapest, the Edison 
Machine Works, Westinghouse Electric 
Company, and Nikola Tesla Laboratories. His 
special fields of interest included high 

frequency. Tesla received honorary degrees from institutions of higher 
learning including Columbia University, Yale University, University of 
Belgrade, and the University of Zagreb. He received the Elliott Cresson 
Medal of the Franklin Institute and the Edison Medal of the IEEE. In 
1956, the term "tesla" (T) was adopted as the unit of magnetic flux 
density in the MKSA system. In 1975, the Power Engineering Society 
established the Nikola Tesla Award in his honor. Tesla died on January 
7, 1943. 

 

 

 

 

 

 

 

 

 

Copyrights 

©2020 The author(s). This is an open access article distributed under the terms of the 
Creative Commons Attribution (CC BY 4.0), which permits unrestricted use, distribution, 
and reproduction in any medium, as long as the original authors and source are cited. No 
permission is required from the authors or the publishers. 

 

  

How to cite this paper: 
F. Author, S. Author, T. Author, “Instructions and formatting rules for authors of journal 
of electrical and computer engineering innovations, JECEI,” J. Electr. Comput. Eng. 
Innovations, ×(×): ×××-×××, ××××. 

DOI:  

URL: http://jecei.srttu.edu/journal/authors.note  

 

https://www.worldcat.org/title/oxygen-absorption-in-the-earths-atmosphere/oclc/48959805
https://www.worldcat.org/title/oxygen-absorption-in-the-earths-atmosphere/oclc/48959805
https://www.worldcat.org/title/oxygen-absorption-in-the-earths-atmosphere/oclc/48959805
file:///C:/Users/Reza_Ebrahimpour/Desktop/S.%20L.%20Talleen.%20(1996,%20Apr.).%20The%20Intranet%20Architecture:%20Managing%20information%20in%20the%20new%20paradigm.%20Amdahl%20Corp.,%20Sunnyvale,%20CA.%20%5bOnline%5d.%20Available:%20http:/www.amdahl.com/doc/products/bsg/intra/%20infra/html
file:///C:/Users/Reza_Ebrahimpour/Desktop/S.%20L.%20Talleen.%20(1996,%20Apr.).%20The%20Intranet%20Architecture:%20Managing%20information%20in%20the%20new%20paradigm.%20Amdahl%20Corp.,%20Sunnyvale,%20CA.%20%5bOnline%5d.%20Available:%20http:/www.amdahl.com/doc/products/bsg/intra/%20infra/html
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/0514/0000/Digital-Single-Sideband-Detection-For-Interferometric-Sensors/10.1117/12.945117.short?SSO=1
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/0514/0000/Digital-Single-Sideband-Detection-For-Interferometric-Sensors/10.1117/12.945117.short?SSO=1
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/0514/0000/Digital-Single-Sideband-Detection-For-Interferometric-Sensors/10.1117/12.945117.short?SSO=1
file:///C:/Users/Reza_Ebrahimpour/Desktop/Process%20Corp.,%20Framingham,%20MA.%20Intranets:%20Internet%20technologies%20deployed%20behind%20the%20firewall%20for%20corporate%20productivity.%20Presented%20at%20INET96%20Annu.%20Meeting.%20%5bOnline%5d.%20Available:%20http:/home.process.com/%20Intranets/wp2.htp
file:///C:/Users/Reza_Ebrahimpour/Desktop/Process%20Corp.,%20Framingham,%20MA.%20Intranets:%20Internet%20technologies%20deployed%20behind%20the%20firewall%20for%20corporate%20productivity.%20Presented%20at%20INET96%20Annu.%20Meeting.%20%5bOnline%5d.%20Available:%20http:/home.process.com/%20Intranets/wp2.htp
file:///C:/Users/Reza_Ebrahimpour/Desktop/Process%20Corp.,%20Framingham,%20MA.%20Intranets:%20Internet%20technologies%20deployed%20behind%20the%20firewall%20for%20corporate%20productivity.%20Presented%20at%20INET96%20Annu.%20Meeting.%20%5bOnline%5d.%20Available:%20http:/home.process.com/%20Intranets/wp2.htp
https://ieeexplore.ieee.org/document/169526
https://ieeexplore.ieee.org/document/169526
https://ieeexplore.ieee.org/document/169526
https://ui.adsabs.harvard.edu/abs/1997PhDT.......235H/abstract
https://ui.adsabs.harvard.edu/abs/1997PhDT.......235H/abstract
https://ui.adsabs.harvard.edu/abs/1997PhDT.......235H/abstract
https://ui.adsabs.harvard.edu/abs/1997PhDT.......235H/abstract
https://ieeexplore.ieee.org/document/6469143
https://ieeexplore.ieee.org/document/6469143
https://patents.google.com/patent/US4084217A/en
https://patents.google.com/patent/US4084217A/en
http://jecei.srttu.edu/journal/authors.note

	9.1
	1-10
	11-24
	25-36
	37-46
	47-56
	57-66
	67-74
	75-82
	83-92
	93-102
	103-114
	115-126
	Format- December 2020

