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 Background and Objectives: Among miscellaneous networks, onion-based 
routing network technologies such as The Onion-based Routing (ToR), 
Invisible Internet Project (I2P), and Riffle networks are used to communicate 
anonymously by different worldwide users for security, privacy, and safety 
requirements. Sometimes, these types of networks sacrifice anonymity for 
the sake of efficient communication or vice-versa. This paper surveys 
aforementioned networks for investigating their potential and challenges. 
Methods: Onion-routing networks encapsulate messages in several layers of 
encryption similar to layers of an onion. The anonymous communication 
networks are involved dining cryptographers (DC) problem so-called DC-nets, 
which need sending anonymous message with unconditional sender and 
untraceable receipt. So, DC-nets must be resistant against traffic analysis 
attacks although they will attenuate the network bandwidth. In this line, ToR 
is a free software that provides anonymous communication, I2P networks 
are based on hidden internet service project which uses tunnelling for 
anonymous communications, and Riffle networks include a small set of 
camouflaging servers that provide anonymity for authorized users. This paper 
presents a comparative study on anonymizing ToR, I2P, and Riffle networks 
in terms of associated prominent parameters in this vein.  
Results: The comparison is based on similarities, differences, and challenges 
in network behaviors. This comparison is beneficial for further researches 
and future improvements.  
Conclusion: The review of the current paper reveals that the Riffle networks 
are more resilient and have great confidentiality and integrity against other 
onion-based routing networks. 
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Introduction 

Mission critical applications associated to individuals and 

organizations need meeting security requirements for 

their business process fulfilment [1]-[4]. In their roles, 

stakeholders are also interested in privacy and 

protecting their identity on the web in some cases. In 

this regards, onion-based routing network technologies 

such as The Onion-based Routing (ToR), Invisible Internet 

Project (I2P), and Riffle networks are used to 

communicate anonymously by different worldwide users 

for security, privacy, and safety requirements on the 

web [5].  

Sometimes, these types of networks sacrifice anonymity 

for the sake of efficient communication or vice-versa. 

Onion-routing networks encapsulate messages in several 

layers of encryption similar to layers of an onion [6]. 

Albeit, packet encryption in the network is aimed at 

confidentiality, integrity, and authentication goals but 

http://jecei.sru.ac.ir/
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tracking the packet will be possible because the routers 

need to know the source and the destination of data [5]. 

 Anonymizing communication networks such as ToR, 

I2P, and Riffle are attempting to hide the identity of 

sender’s information [5]. ToR networks provide an 

anonymous communication with hiding the real 

locations of the senders. Notwithstanding 

communication profits, hidden web (Dark-web) on ToR’s 

network caused many problems for the government due 

to its concealment. The Dark-web that is non-registered 

domains has a specific 16-character address; so, it 

becomes a place for cyber criminals for some actions like 

arms trafficking, selling human organs, drug dealing, 

assassination missions, cyber-attacks and etc. [7]. On the 

other side, I2P network is a peer to peer and message-

oriented anonymizing communication network. 

Basically, I2P has been developed in order to 

anonymizing a connection between two regions within 

the network. The I2P network was firstly introduced in 

2003 and its origins could be founded in invisible 

internet project [7]. This network is built on top of the 

internet protocol [8]. 

The Riffle identity anonymizing network is providing 

safety and security requirements when the attackers in 

another anonymous system make counterfeit servers to 

traffic analysis attacks, but the ToR networks are 

vulnerable to these kinds of attacks. On the other side, a 

Riffle network utilizes hybrid networks approach as a 

defensive mechanism against these attack scenarios. 

Similar to other anonymizing networks, a Riffle network 

uses of onion routing (OR) protocol that is a method for 

anonymous information’s exchange in computer 

networks. The packets are encrypted successively and 

then they will be sent to too many network nodes or 

ORs. Each OR decrypts a cipher layer to read the routing 

instruction and then will send it to the next router to do 

the same process. This method caused the network 

nodes to have nothing known about the nodes contents 

and the origin of the packets [9]. A Riffle network is a 

shuffle network which shuffles data streaming with 

different keys. So, in the mixed networks, a batch of 

incoming packets is transmitted between different safe 

servers, without the use of inefficient public keys. In fact, 

the traffic will change before and after the logging into 

the server. Instead of using inefficient public keys, a 

Riffle network verifies the encryption based on verifiable 

shuffle during the validation of incoming encrypted 

packets. However, even unsafe servers on the network 

could not access the data. To do so, the unsecured 

servers should shuffle the message correctly, since the 

input data could be accepted by secure servers which 

are nearly impossible [10]. 

Recently, numerous authors have compared low-

latency anonymizing communication networks in 

literature such as ToR, invisible internet project (I2P), 

and Riffle networks [5], [7], [9]-[11]. In this regard, an 

overview on utilization of anonymity technologies has 

been presented [12]. This study discusses user’s security 

perils and describes principal mechanisms to prevent the 

attacks in anonymizing communication networks. 

According to this overview, the protection of user’s 

privacy and its violations by government agencies and 

information security organizations has been 

investigated. Also, Invisible internet project (I2P) is one 

of the ToR’s capabilities in which many researchers have 

studied about it in [7], [12], [13]. The contribution of the 

current paper is to present a comparative study on three 

anonymity communication networks ToR, I2P, and Riffle 

networks in terms of advantages and disadvantages 

along with their commonalities, discrepancies, and 

possible challenges in their network behavior. This 

comparison is beneficial for further researches and 

future scheme improvements.  

Related Works 

Although the anonymity communication networks are 

not very novel and stems back to 1997 [14], there is a 

clear lack in literature to pay on these types of networks. 

Nevertheless, we bring some of literatures to introduce 

their behavior. 

An efficient communication system with strong 

anonymity called Riffle has been presented in literature 

by Albert Know et al. [10]. The proposed Riffle network 

provides a bandwidth and computation efficient 

communication network with high anonymity 

guarantees. To do so, it used hybrid verifiable shuffle 

and private information retrieval techniques [10]. A 

novel algorithm called ToRank was proposed that ranks 

hidden services in ToR networks when the users surf on 

web; this is because to lessen the harm to ToR network 

related to suspicious activities. It had successful behavior 

on famous datasets [15]. A universal serial bus (USB) 

side-channel attack on ToR has been introduced where a 

malicious is allowed to reach a public USB charging 

station [16]. This type of attack depends on power 

measurements of attacker’s device without observing 

network traffic analysis [16]. In this vein, fingerprint 

attack is a famous threat [17]. To obviate this problem, 

an adaptive online website fingerprint attack for ToR 

networks has been introduced by Attarian et al. [18] To 

recognize the attack, the authors applied machine 

learning techniques in dynamic fashion. Also, the round 

robin queuing process was done to defense against 

protocol level attack in onion-based routing networks 

[19]. This utilizes integrity checks and counterfeit traffic 

auditing in the middle layers of relay nodes to recognize 

protocol level attacks. The review of related works 

introduces how the anonymity communication networks 
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perform along with known and contingent attacks and 

the countermeasures in these fields.  

Motivation and Research Plan 

As mentioned earlier, users utilize different 

anonymizing networks to meet their security, privacy, 

and confidentiality requirements. Although it is clear-cut 

that these types of networks make fortunities and also 

challenges, there is a clear lack of a survey study on 

these kinds of networks. This is the reason of preparing 

the current review paper in comparative perspective. To 

do so, our subjective research plan which contains 

explanation on several sub sections is depicted by Fig. 1. 
 

 

Fig. 1: Subjective research plan. 

After introducing the main anonymizing networks 

along with their attributes, merits, and challenges, the 

comparative schemes in terms of prominent parameters 

are presented and discussed in forthcoming sections. 

ToR Network 

ToR is free network-based software which provides 

anonymous access to internet servers. There are two 

important factors in anonymity: firstly, the attacker 

should not be able to distinguish which IP address 

interacts with the servers and secondly, the server 

should not be able to recognize the IP address of data 

transmitter. Fig. 2 illustrates a typical ToR network 

structure. Note that the dark grey squares in Fig. 2 

represent the core nodes; and the light grey squares 

represent periphery nodes.  

The basic idea for ToR is to transmit traffic by cluster 

nodes in which they have no information about the 

source and destination of the transferred packets. This 

relies on the distributed system principle in which the 

whole system seems singularly and coherently from the 

user’s point of view [21]-[23]. 

ToR network utilizes onion routing protocol in order 

to anonymize user’s communication. In onion network, 

the packets would be encrypted into layers, so to this 

layered architecture, it is called onion configuration. An 

onion routing is applied to each node that it is 

responsible for encrypting each onion layers in order to 

discover data for the next node within given networks 

[5], [7], [9], [13], [21], [24]. In a ToR network, the user is 

required to create an orbital path to communicate with 

the server. The orbital path is created by using socks via 

onion proxy on the user’s side. 

 

 

Fig. 2: Core-periphery categorical model of ToR network [20]. 

 A ToR has a directory of verified onion routers 

associated with their public keys.  

The index is examined manually and prevented to 

make bogus ORs for controlling traffic; hence, it informs 

onion proxy (OP) from ORs and then onion proxies will 

fetch the sequence of OR from the intentioned routing 

list [7]. 

The first OR is called as a watchdog and the last node 

which is decrypting the last layer is called exit node. 

Note that in existing ToR network, there are 3 ORs such 

as gateway or input, middle, and exit nodes that 

communicate with OP via transport layer security (TLS) 

secure connection and disposable keys. This procedure is 

a development for anonymizing in ToR network. 

In order to restore a list of all onion routers, the 

distributed valid server is used. These servers should be 

known or being published in particular websites and also 

be able to track topology changes in the network. Index 

servers combine network topology and establish 

subscriber identity form the whole network. These 

directories automatically will fetch by OPs. Also, user’s 

software contains a default list of directory servers [5], 

[25]. Directory servers store all ORs information on a list. 

 The circuits are a virtual duplex communication in 

ToR network that is established between OPs and a 

category of ORs. Obviously, a single circuit path in OR’s 

could use several TCP flows simultaneously. In order to 

prevent flows recognition by the attackers, the lifetime 

of these circuit paths would be 10 minutes. After 

spending the circuit path time, the circuit is eliminated 

and a new one would be used. Note that the new circuit 

would be made as operational background, so there will 

be no additional delay in the system [26]. 
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Cells 

Circuit path consists of numerous ORs. The client 

acquired traffic is placed in cells with constant size (512 

Byte) to making traffic analysis more difficult. The cells 

within each OR are rearranged by a symmetric key. The 

cells within ToR network are considered as a unit which 

is composed of a header and the only response by a 

payload. These cells are able to control (build and 

destroy) or redistribution of the cells (end-to-end data 

streaming). For instance, if a user intends to create TCP 

flow at the first point, he should transmit the control cell 

to first relay station by determining the next OR address; 

then, the process begins with exchange the symmetric 

key to second relay station by Diffie-Hellman key 

exchange model [25]. This process is maintained as a 

similar model until the circuit configuration was created. 

Afterwards, the user transferred broadcasted cells, these 

cells will carry with an end-to-end data stream [5], [27].  

ToR Hidden Service (Dark-web) 

One of the most important features of ToR network is 

the Dark-web [7], [13]. In this section, the main focus is 

on finding pages that the others are not able to see that 

page, as well as user’s identity. Hidden services are 

included some anonymous websites and servers that 

could be accessed only by onion routing based networks. 

The site addresses in ToR are represented by an onion 

domain that is registered nowhere. On the other hand, 

the addresses are like “name. Onion” in which the name 

is a 16-character string. 

In computer networks, the Rendezvous protocol is 

used when two persons have no information for 

communicating with the second party. This protocol is 

caused the sources and also counterparts to find each 

other in peer to peer networks. The Rendezvous 

protocol, which uses handshake model for 

communicating, does not send the data before the 

preparation of the destination. The ToR network uses 

this protocol in order to build its hidden service. 

The hidden service uses three network nodes and 

calls each of them a “Recommender Node”. Then, the 

network sends a request to recommender nodes based 

on the “Recommender Node” placement. If 

recommender nodes receive a positive response, they 

will send their public key. Note that the recommender 

node is not aware of service location. In next step, the 

hidden service is provided “service descriptors”. A 

service descriptor contains recommender nodes, their 

characteristics, and the public key. Service descriptor 

encrypts the data with the public key and puts it on the 

hash table. The distributed hash table is a key 

quantitative database that the value and the key are 

hidden service descriptor and 16-character address 

respectively. The 16-character address is generated from 

the public key of user's service. This address went to the 

distributed hash table and has no information about IP 

addresses. The user should have anonymous onion 

address to be connected. This process is done by using 

the hash table and users public key for value estimation. 

Hence, according to the Rendezvous protocol, the user 

chooses some points named Rendezvous and begins the 

key exchange. It is worth noting that the user has 

recommender key and server key in this step. After the 

intro messages are made by the user, the random point 

is encrypted by disposable hidden address via server 

public key and consequently, the only hidden server is 

able to read that. The 16-character onion address is 

composed secure hash algorithm 1 (SHA1) and the public 

key that encrypted with base32. Therefore, the 

production probability of acquired strings by another 

person via the same public key is very low and the 

address would be unique. In making onion address, 3 

practical soft wares are used inducing Scallion, shallot, 

and Escholat [7], [13]. Shallot software is based on the 

hash structure by using GPU and Escholat which uses a 

list for a dictionary based search. Although hidden 

services have a beneficial application they have a wide 

range of misbehaviour in cyberspace. Creating and using 

these services as the Dark-web and generating 

anonymous pages are caused illegal services such as 

human organ trafficking, drugs, murder, kidnapping, 

cyber-attacks operations, hiring attackers, and other 

detractive functions which the government is looking to 

monitor this network [7], [13]. 

I2P Network 

I2P is a message-oriented and P2P identity 

anonymizing network. This network is generated due to 

anonymous communication between two intermediate 

network sections.  Today, various fields of I2P 

applications are available including unsigned web 

hosting, browsing web pages, file transfer, and email 

service. 

Utilizing exterior service shows that the service which 

is not hosted in the I2P network requires external 

proxies. I2P is a cover network which allows the user to 

interact with the network anonymously. Technically, I2P 

has a framework based on java platform which is 

designed to provide peer to peer anonymous networks. 

Each user is responsible for running I2P routers that 

establish I2P core software. All the packets in this 

network are transmitted by tunnels via I2P routers, as 

well as other counterparts. These tunnels would only be 

performed on route traffic. Therefore, internal and 

external tunnels are needed for input and output traffic 

[5]. Fig. 3 depicts a typical I2P network.  

In I2P, peer selection is done by an executive row-

based algorithm of each I2P router. After creating 
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internal and external tunnels, users will store their data 

connections in a global database which is called netDB. 

 

 
 

Fig. 3: I2P network with two types of tunnels inbound and 

outbound [28]. 

 

This database contains data connection of each I2P 

network and other public services within I2P network. 

The transmitted message is encrypted by Garlic 

encryption algorithm based on an end to end connection 

[29], [30].  

Garlic encrypting is just same as onion encrypting 

with the exception that a single Garlic message may be 

contained within the different messages for various 

receivers [5], [3]. 

I2P Routers 

I2P network is composed of users, nodes, or executive 

routers on I2P software which allows application 

communication to the mentioned network. I2P router is 

the core of this software. This router is responsible for 

keeping pairs and counterpart’s statistics, which has 

been used in pair selection including encrypting 

operation, making the tunnel, providing service and 

sending the message. The aforementioned applications 

heavily depend on the tunnels that are created by I2P 

routers for being anonymous. 

The netDB routing information and Lease set: super 

peers are utilized in creating and managing the 

database. The netDB is based on a distributed hash table 

which comprises all discovered information such as I2P 

pairs and I2P network-based services. Each super peer is 

only responsible for certain part of network information. 

Kademlia is a standard distance metric for XOR that 

determines which super peer is responsible for which 

part of the network depending on ID Couples [31], [32]. 

The peers with adequate bandwidth may be promoted 

to the super peer by decreasing the threshold. The 

netDB keeps the router infrastructure information as 

well as a Lease set for all known services. 

I2P peers are recognized by a data structure called 

router information which includes all knowledge about 

the peers (IP address, port number, I2P stable version 

number, some of the statistical information, public key, 

and definitive 256-bit key of hash). In order to restore an 

available list of I2P peers, lists of routers information are 

able to be loaded from an identifiable system or a known 

web server. Restoring primary list from the router 

information is defined as reseeding operation. 

A Lease set is a peer as the input gate to the internal 

tunnel of the corresponding service that is able to detect 

the habits. Both router information and Lease set are 

able to easily accumulated and restored by 

communicating with the closest super peer. For storing 

the super peer, the received router information and 

Lease set are transmitted to seven close super peers. 

About reseeding, two adjacent super peers 

communicate with each other. If the requested 

information did not exist, the super peer will provide a 

list of the closest super peers. On the other hand, the 

peers maintain the super peer information until the 

information restoring. 

All routes in the I2P network are identifiable as a 256-

bit encrypting key which is composed of a public key 

with 256-byte, an ID key with a 128 byte and a blank ID. 

Then, I2P refers to a primary service created by I2P 

router. Similar to domain name resolver (DNS), to 

mapping target names to cipher keys, three local host 

files are applied. In order to merge local and external 

host files, I2P is intended to make an index directory. 

Note that, this type of addressing will increase the 

anonymity.  

I2P Tunnels 

In I2P network, all the message are transmitted by 

tunnels. The tunnel is a virtual half-duplex encrypting 

connection in which two or three I2Ps use. In contrast 

with ToR, I2P router is going to create a tunnel which 

itself is contained another tunnel. Primitively, each I2P 

router makes various tunnels for input or output traffic. 

The first I2P peer of a tunnel is called gate tunnel. The 

last I2P peer is called the end point tunnel. For output 

tunnel, the I2P router which is responsible for creating a 

tunnel will always be the gate tunnel and for input 

tunnel, this will be always the end point tunnel. The 

default value and tunnel length will be customized by 

the user in the setting. The tunnel length is always an 

evaluation of anonymity and functionality. The long 

tunnels increase the anonymity, whilst decrease the 

functionality and performance. An application doesn’t 

belong to a particular tunnel and it may need different 

tunnels for message broadcast. Generally, there are two 

types of tunnels: exploratory and user tunnels. 

Exploratory tunnels are the ones with the limited 

bandwidth that would not be used in sensitive privacy 

operations. A router uses these tunnels for 

communicating with super peers and restoring the 

netDB database. On the other hand, the exploratory 

tunnels are used for certain, management, and 

destroying other tunnels. Normally, rebuilding the 

tunnels prevent data analysis attacks. 
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Creating new tunnels is performed by the first set of 

I2P peers. As mentioned in the last section, the peer’s 

selection is based on raw and profile selective algorithm. 

An exploratory tunnel is used when encrypted tunnel 

creation requests are transmitted to the first I2P router 

simultaneously. Each layer includes some information for 

a single I2P, such as symmetric key and machine address. 

Similar to OR circuit design, the message is conducted 

until it reaches to the last I2P peer. The return response 

is to the successor that each I2P peer will add a layer of 

encryption. The I2P peer receivers are free to accept or 

reject the requests.  

Routing, Message, and Garlic Encryption 

I2P router can send and receive the message by this 

network while at least one output or input tunnel is 

created. In order to connect with an I2P service, firstly 

the router should restore service destination from the 

super peer. The destination determines a set of input 

gate tunnels from the counterpart service. 

 I2P uses the Garlic routing that is a kind of onion 

routing. This routing uses several Garlic message called 

Cloves. The Cloves are the data message with traditional 

routing instruction such as latency. On the other hand, it 

could be concluded that the Garlic message contains 

several practical messages. The real data message is 

encrypted by an end to end connection via a public 

receiver key. The Garlic message is encrypted multiple 

times via symmetric encryption by a public key exchange 

to tunnel peers. When the tunnel is scrolled, each I2P 

peer eliminates a layer of encryption until the Garlic 

message reaches the output end-point tunnel. The final 

point transfers the output message to the input gate. 

The input gate will transfer the Garlic message to the 

real receiver until each peer within the tunnel add 

encrypted layers by symmetric keys of those only the 

receiver is able to remove all encrypted layers from the 

Garlic message [5]. 

Riffle Network 

The Riffle network includes small set of identity 

anonymizing servers that ensure anonymity between 

authorized users until at least one guaranteed server is 

presented [5]. 

The Riffle network is a new approach composed of 

hash verification, private data recovery for the 

bandwidth, and computing anonymous communication 

functionality. The attacker is able to target the Riffle by 

the ToR node via manipulating some servers and using 

malicious code.  

To prevention of these attacks, the Riffle uses 

verification and authentication approaches which are 

located above the ToR stack. This approach presents a 

verifiable statistical report for the same received or sent 

the message.  

When the secure connection is established between 

the servers, the system uses encryption and identity 

verification to confirm the encrypted message by a less 

computing power, and on the contrary it provides high 

transmission speed rather than ToR network. By using ID 

verification mechanism, even the malicious servers are 

not able to disrupt the network and communications. 

They need to disrupt message correctly, hence only 

verified servers are able to receive. Therefore, the 

network would be safe as long as a single and unique 

server is presented in the anonymizing network in Riffle 

[10].  

File transfer in Riffle is 
𝟏

𝟏𝟎
 of the time needed for the 

same operation in ToR and other anonymizing networks 

[10]. In addition to, the Riffle is able to access 100 kbps 

bandwidth per user in a set of 200 users and also is able 

to respond to 100,000 users in microblogs with less than 

10-second latency [10]. Similar to described anonymizing 

networks, the Riffle is expressed to traffic analysis 

attacks. Two measures caused the traffic analysis attacks 

to be limited in Riffle network: firstly, DC-nets which 

technically suggest the information for users and servers 

safely; secondly, the verifiable mix-nets that are based 

on hybrid and complex patchworks. In this scheme, the 

mix sets use disruption for replacing the ciphertext.  

Same as DC-nets, the verified mix-nets guarantee 

anonymity. A DC-net is overloaded by many processes 

and only scalable for a few thousand users. On the other 

hand, the verified mix-net allow the user to send a 

message according to the message size. Therefore, a 

significant improvement could be observed in bandwidth 

usage. Although high computation and disruption 

overhead are guaranteed, the verified mix-nets are 

prevented from high bandwidth connections. The Riffle 

considers the problems of mix-nets and DC-nets, while it 

suggests the same amount of anonymity. The high levels 

in Riffle are organized as user-server structure. This 

network has been focused on minimizing bandwidth 

interface like smartphone and reduces computation 

overhead of the server and provides support for more 

users. Obviously, the Riffle users have an appropriate 

bandwidth given to message size and the members, so 

the server computation requires symmetric key 

encryption in common cases. This process allows the 

user to exchange the message and makes the system 

suitable for the application of effective file transmission. 

It is noteworthy that so far, the identity anonymizing 

systems have not the expected support from anonymity 

for all users, as well as the servers [9], [10].  

The effective bandwidth and efficient computations in 

Riffle are caused by two factors: first for the verified 

disruption and a new combination of upstream 

communication; and second for Private Information 

Recovery (PIR) for downstream communications. 
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The current identity anonymizing networks evaluate 

the computations and bandwidths by the broadcast of all 

messages to all users via limited computation-high 

bandwidth or by an expensive PIR computation, high 

commutation-limited bandwidth. The PIR-based model is 

able to minimize the download bandwidth by minimizing 

computation overhead.  

Although most communication anonymizing system 

relies on protecting transmitter anonymity, PIR protects 

the receiver privacy. In PIR, the user has access to some 

data via management server or a set of servers which 

are intended to hide regulatory data. There have been 

various PIRs for different settings, but some of the PIR 

strategies have complicated method and rules. In this 

line, Table 1 show the abbreviations which have been 

used in Riffle network. 
  

 

Table 1: Samples of Calibri sizes and styles used for formatting 
a pes technical work 
 

Terminology Description 

𝐶 

𝑛 

Set of Riffle clients  

The number of clients 

𝐶𝑖 

𝑆 

𝑚 

𝑃𝑗 

𝑏 

𝜋𝑖 

𝑓 

𝐻𝑓
→ 

𝐻𝑗 ∈ 𝐻𝑓
→ 

The 𝑖 − 𝑡ℎ Riffle client 

Set of Riffle servers 

The Number of servers 

Public keys where 𝑗 𝜖 [1, 𝑚] 

Size of a message 

The 𝑖 − 𝑡ℎ permutation function 

The file name 

Hashes of all blocks relevant to file 𝑓 

Hash blocks of flie 𝑓 requested by client 𝐶𝑗 

𝐻𝜋
→ 

Mj 

𝑟 

𝜆 

Permutated available hash blocks 

𝑗 − 𝑡ℎ plaintext message 

Number of round 

Security parameters 
  

 

Also, the Fig. 4 illustrates the deployment model of 

Riffle network. As shown in Fig. 4, the Riffle system is 

composed of a user-server structure. Users are 

considered as a set of individuals who are intended to 

communicate anonymously and the servers are 

considered as anonymous service. For replacement 

operations, each server is considered as a separate 

member or subject. Each user will communicate in a 

Riffle with a priority service, which is the main server 

based on the parameters such as host organization and 

location. The most important and valuable source in 

Riffle configuration is the bandwidth between user and 

server, supplying a high bandwidth network between a 

few servers is a common and feasible process. However, 

the high bandwidth could not be expected by all users 

due to their connection mode and the network 

infrastructure. Therefore, a Riffle has been focused on 

minimizing the requirements and the bandwidth 

between users and servers.  
 

 
Fig. 4: Deployment model of Riffle [10]. 

 
 

Similar to I2P, a Riffle network tries to prevent traffic 

analysis attacks. Thus, the Riffle connections are 

dismissed in a cycle alternately. In both cases, each user 

receives and sends a message even the non-accession 

connection existed. 

Riffle Protocol 

In the following, the Riffle protocol is discussed. 

During the installation phase, the users establish three 

sets of ciphers which are coupled with the servers as 

follows: the {𝐾𝑖𝑗} key uses the guaranteed disruption, 

{𝑆𝑖𝑗} and {𝑚𝑖𝑗} use a simpler approach such as Diffie-

Hellman in PIR [33]. 

Each server generates 𝜋𝑖  permutation for a 

guaranteed disruption and keeps them for the next use 

according to connection phase. The {𝐾𝑖𝑗} key would be 

placed in 𝑆𝑖  at 𝜋𝑖−1 (… (𝜋1(𝑗))) when the installation 

was done. 

In the r cycles of connection phase, the protocol uses 

hybrid shuffle and PIR or distribution for loading and 

downloads respectively. In loading step, each user 𝐶𝑗  

encrypts a message by {𝐾𝑖𝑗} key where 𝑖 ∈ [𝑚]; and 

loading the encrypted cipher text is done in 𝑆1by the 

main server 𝐶𝑗. At disruption step which is began by 𝑆1, 

each server 𝑆1 verifies the cipher text and encrypts them 

by {𝐾𝑖𝑗} key where 𝑖 ∈ [𝑛]; and they are stored during 

the installation phase via 𝜋𝑖  permutation; then, the 

results are transmitted to the server. This also means 

that the ciphertext 𝐶𝑗  in 𝑆𝑖, (… (𝐴𝐸𝑛𝑐𝑘𝑖𝑗,𝑟(𝑚𝑗
𝑟)) … ) 

which is confirmed by 𝐾𝑖𝑗  key. The final server shows the 

ciphertext for all servers. the final permutation of the 

message is according to 𝜋 = 𝜋𝑚(𝜋𝑚−1 (𝜋2(𝜋1)) … ).  

Bandwidth Overhead 

The Riffle has been achieved with the bandwidth 

optimization between the user and the server during 
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message transmission. The ciphertext from encryption 

architecture is loaded based on the verified ID layer with 

𝑏 + 𝑚𝜆 scale. The parameters of this equation are taken 

from Table 1. If the user is interested in a particular 

message and the indicator was known; then, the 

transmission overhead would be included coverage 𝑛 

and the number of users to the main server. The high 

bandwidth stream 𝑏 + 𝑚𝜆 + 𝑚 as well as low 

bandwidth stream would be 𝑏 for each user and cycle.  

It should be noted that also the high bandwidth is 

grown linearly to 𝑛; it needs only one bit per user. When 

a message was anonymous, the download bandwidth 

like 𝑛𝑏 for each user. While the loading bandwidth 

would be decreased by 𝑛, the bandwidth requirement 

between the servers is increased linearly given to the 

number of users. Each server has to download and a 

loading 𝑛 ciphertext (with a crossed off layer) to the next 

server. The last server has to send an empty text to the 

others. In addition, although PIR decreases that 

download bandwidth overhead for the users, it will 

increase the server to server bandwidth. 

Hidden File Transmission 

The Riffle makes these systems suitable for the 

functions of each compressed bandwidth such as file 

transmission. The file transmission is similar to Bit-

Torrent network with a few detailed differences. In a 

Riffle, the user-server model is presented, but the Bit-

Torrent has a peer-to-peer structure. While a user is 

intended to share a file, he/she will generate torrent file 

by which is including mixed string off all the file blocks. 

Then, the user loads the torrent file in the server via 

Riffle. The servers play the role of the torrent tracker in a 

Bit-Torrent network and manage all available files on 

that group. In the simplest design, the file descriptor is 

propagated to all users and they were able to choose the 

download directly. Although the torrent files sharing 

have an expense at once, their distribution would not 

cost so much the users share the files by distributed 

torrent files via the Riffle anonymously. Therefore, there 

are three basic steps:  

Firstly, it is Block Request: Each client 𝐶𝑗  chooses the 

file 𝑓 arbitrarily and disrupts the file block 𝐻𝑓
→ by torrent 

file. Then, the 𝐶𝑗  requests a block by using the Riffle and 

loading the file 𝐻𝑗 ∈ 𝐻𝑓
→ to 𝑆𝑝𝑗. When the user has no 

block to request, the user sends a dummy non-request 

message to retain traffic analysis resistant. In this case, 

all requests in 𝐻𝜋
→ are dispersed to the users at the end 

of each round. 

Secondly, it is Block Loading: Each client 𝐶𝑗  

investigates whether the requested block bt disrupted 

files via 𝐻𝜋
→ or not. If a matched block such as 𝑀𝑗  was 

found, then, 𝐶𝑗  loads the 𝑀𝑗  by the Riffle. While the 

blocks with plaintext were available for the servers, each 

server will propagate the disrupted file of the existed 

block 𝐻𝜋
′→. 

Thirdly, it is Block Download: Each client 𝐶𝑗 uses the 

𝐻𝑗  to find the 𝐻𝜋
′→, which is the 𝐼𝑗  index of the requested 

𝐶𝑗  block. Then, client 𝐶𝑗  downloads the blocks by PIR. Fig. 

5 shows the model of anonymous file transmission 

protocol in Riffle [9]. 
 

 
 

 Fig. 5: Hidden File Transfer Protocol [9]. 
 
 

Fig. 5-a, is associated to setup phase in which users 

share the torrent files anonymously. Fig. 5-b, is related 

to request phase when a user requests a file upon 

uploading the hash of the file by utilizing Riffle. Fig. 5-c, 

is for upload phase when a user uploads an encrypted 

file according to requests by applying of Riffle. The 

download phase is depicted in Fig. 5-d, where a user 

downloads the file that he/she requested via PIR 

protocol. 

Comparison between Identity Anonymizing 

Networks 

There are obvious and various differences between 

I2P and ToR networks. ToR is based on the services 

which are provided voluntarily for generating circuit 

modes while I2P uses the counterparts with a sufficient 

functionality profile. Also, ToR network has been 

designed by many routers for optimization in output 

traffic where the I2P network has been designed for 

providing intermediate network services and facilities of 

only one set of output proxies. However, both methods 

present stable and low latency anonymity. In the 

following a comparison is given for important aspects of 

identity anonymizing communication networks: 

ToR network uses the safe port interface and socks. In 

this field, the network is functioned as a proxy server. 

This expresses that the practical applications are able to 

use socks without any changes. On the other side, I2P is 

a middleware that provides the practical applications of 

the network or communication. Utilizing socks for ToR 

has two negative aspects: first, the socks interface is able 

to measure the message over TCP connection while the 
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I2P has to choose between TCP and UDP. So, I2P has a 

better performance in particular applications. Second, 

the message sent by applications may have information 

which would recognize the transmitter. In order to 

prevent this process application-level proxies with 

filtering capability such as Privoxy, have been used. 

 I2P and ToR have various capabilities. In fact, most 

I2P applications are designed to access intermediate 

network services exclusively. On the other hand, ToR 

network is able to use any program which is configured 

by proxy socks. Different encryption layers have been 

used in these three aforementioned networks which 

begin with transmission layer encryption and require TLS 

connection maintained by onion routers or I2P 

counterparts. I2P has additional functions in tunnel 

encryption. The message which is transmitted by the 

networks may be encrypted by onions or Garlic 

encryption. This means that the user connection to 

tunnel or the circuit would be completely anonymous 

within every anonymizing network such as the end-to-

end encryption in I2P. However, the end-to-end 

encryption in ToR and other networks has no warranty 

due to the transmission layer protocol. Therefore, 

insecure protocols would not be used in these networks 

whilst a malicious or manipulated output node may 

store the message in plaintext and restore usernames 

and even the passwords. 

 In ToR network, only the first OR in the circuit knows 

the IP addresses of the real user; all other onion routers 

only know that before and after routers. User anonymity 

in ToR is significantly depending on ToR nodes selection 

algorithm. About I2P, even the first peer has no 

information about its transmitted data to another peer. 

In contrast to ToR, I2P does not need an input protector. 

ToR browser has a better performance compared with 

I2P except for the HTTP-GET-Request request. Increasing 

of users in anonymizing networks influence directly on 

ToR, I2P, and Riffle networks. Conflict and latency effect 

on the user experience and network usability, but the 

self-cover traffic for anonymity would be stronger. ToR is 

not well distributed like the I2P network. The routing in 

ToR is circuit-based while the routing in I2P drives the 

stack by implicitly load balancing and prevents any crash 

or delay in the system. This case is appropriate for high 

volume file transmission and could highlight I2P 

network. Two-step identity verification in Riffle makes 

this network safer and faster than another identity 

anonymizing network such as I2P and ToR networks. On 

the other hand, Riffle guarantees the transmitter 

anonymity by using PIR and protects the receiver’s 

privacy. The most important requirements in these three 

networks are that the bandwidth supplying between the 

server is growing linearly given to the number of users. 

From functionality and performance point of view, Riffle 

would be better than other identity anonymizing 

networks for applications with compressed the 

bandwidth such as file transmission.  

Onion Routing (OR), I2P, and Riffle are the 

anonymizing networks for tunneling issues. Low privacy 

frameworks can tunnel their information exchange by 

aforesaid networks. The main difference among the I2P 

and OR networks is periphery threat specimen and the 

exterior body of the proxies design. ToR is a directory 

based approach. So, it has a centralized point to lead the 

general network with information gathering and report 

abilities. This case is opposite of the other anonymizing 

networks that worked based on distributed DBMS. On 

the Other side, I2P has vulnerabilities such as traffic 

analysis. The attackers can analysis the traffic when the 

data came out from the mixed networks. This issue can 

be done by WATERHOLE and man-in-the-middle (MITM) 

attacks that made a suitable background to sniff the 

user’s real time communications [34]. In forthcoming 

subsection, comparison between networks are 

performed and tabulated. 

Comparison of ToR and I2P Terminology 

The differences between the ToR and I2P idioms are 

described in Table 2. The comparison is determined 

based on the type of network, data transmission policy, 

kind of routing, etc. [35].  

Note that, both I2P and ToR proxy performance have 

some drawbacks versus especial types of attackers. The 

used proxies are vulnerable to misuse besides several 

security penetrates. Although both of them have the 

same similarity in some cases, their utilizing terminology 

are rather different in which the deference idioms are 

tabulated. 
 

Table 2: Differences between the ToR and I2P idioms [35]. 
 

Tor I2P 

Cellule Packet 

User Customer 

Circuit Tunneling 

Index NetDb 

Index Server Router flood fill 

Input Supervisor counterpart 

Entrance Point Entrance Proxy 

Egress Point Egress Proxy 

Hidden Service Lease-Set 

Primitive Point Entrance Gate 

Volunteer Users Router 

Onion Proxy Gate 

Point of assignation Entrance Gateway and Egress 
point 

Onion Service Conceal the service 
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Comparison of ToR, I2P, and Riffle Terminology in 

Terms of Network Requirement 

In addition to, a comprehensive comparison of 

requirement analysis in ToR, I2P, and Riffle networks is 

proposed on Table 3. The comparison is based on several 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

Comparison of ToR, I2P, and Riffle Terminology in 

Terms of Analytical Aspects 

Also, Table 4 is dedicated to a comparison between 

anonymizing ToR, I2P, and Riffle networks in terms of 

analytical aspects and each of literature which paid for. 

 

 

 

 

 

 

 

 

 

 

 

 

 

network and distribution requirements. 

As Table 3 shows, the Riffle outperforms against other 

two networks in terms of reliability, confidentiality, 

response time, and other network and distribution 

systems’ requirement features. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

In terms of analytical aspects, ToR, I2P, and Riffle have 

competition in some comparison parameters. For 

instance, in term of upload speed, Riffle is the best but in 

term of memory usage and utilization, the ToR beats 

other networks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3: Comparison between ToR, I2P and Riffle in terms of analytical aspects 

Network Type 
ToR I2P Riffle 

Requirements 

Reliability safe Insecure more safe 

Confidentiality Confident Unconfident more confidently 

Availability accessible accessible inaccessible 

Usability Easy Medium to hard Normal 

Reusability Yes Yes Yes 

Cost free Non-free Non-free 

Response Time Medium Faster Too Fast 

Functionality Poor Fast Faster 

Security Confident Low Security Safe 

Reputation Popular Less popular Less popular 

Performance efficient efficient efficient 

Accessibility available attainable attainable 

Scalability unchangeable changeable changeable 

Adaptability Inconsistent Inconsistent consistent 

 

Table 4-a: Comparison between ToR, I2P and Riffle in terms of analytical aspects 

Network Type ToR I2P Riffle Ref. 

Operational infrastructure User base Server base Server base [9], [24], [26], [36] 

Extra abilities Hidden web No extra abilities Hidden web [7], [9], [10], [12], [24], [25]  

Funding Considerable funding Without funding Limited [9]-[11], [24], [26] 

Developers More Developers Limited Limited [9]-[11], [24], [26]  

transport layer TLS and Bridge TLS TLS [9]-[11], [24], [26] 

Scalability High Low Low [9]-[11], [24] 

Switching Circuit switched Packet switched Packet switched [9]-[11], [24] 

circuits bidirectional circuits Unidirectional Tunnels Unidirectional Tunnels [9]-[11], [24] 

Upload speed Low Medium High [9]-[11], [24], [26] 

Prone to DoS attacks Larger enough for 
prevention 

Smaller enough to attack Larger enough for 
prevention 

[5], [6], [9], [10] 

Documentation efficient inefficient inefficient [9]-[11], [3], [13] 

Overhead Low bandwidth High bandwidth Low bandwidth [9]-[11], [24], [26] 

Security Focus Exit Node Entire network Sender node [9], [10], [27], [36]  
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In terms of analytical aspects, ToR, I2P, and Riffle 

have competition in some comparison parameters. For 

instance, in term of upload speed, Riffle is the best but in  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
term of memory usage and utilization, the ToR beats other 
networks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4-b: Comparison between ToR, I2P and Riffle in terms of analytical aspects 

memory usage Efficient Inefficient Inefficient [9]-[11], [24], [26] 

Distributed Decentralized centralized Decentralized [9]-[11], [24], [26], [21], 
[36] 

Complexity Reduced Increased Increased [9]-[11], [13], [36] 

Latency Lower Higher Lower [9]-[11], [24], [27] 

Throughput Higher Lower Higher [9]-[12], [24] 

Programming platform C Java Probably python [9]-[10], [27], [36] 

Transport protocols TCP TCP & UDP TCP & UDP [9],[10],[26],[13], [27] 

organizing Server- organizing Self-organizing Self-organizing [9],[10], [24], [36] 

Directory servers Safe Unsafe Unsafe [9],[10], [24], [27] 

User friendly Very satisfying desirable Desirable [9]-[12], [24], [37] 

 

Table 5: Bilateral comparison between ToR and I2P 

 
 

 

 
 

 

 
 

Benefits of ToR over I2P 

The extremely great user base 

Answered some obstacle that I2P has not yet to address them 

Considerable funding 

More developers 

TLS transport layer and bridges  

High scalability and resistance to attacks 

Circuit switched 

bidirectional circuits 

planned and optimized for exit traffic 

Better documentation, specifications, better website, and translations 

efficient memory usage 

low bandwidth overhead 

Centralized control  

reduces complexity at each node that can efficiently address Sybil attacks 

high capacity nodes 

higher throughput 

lower latency 

C language platform  

 
 

 

 
 

 
 

Benefits of I2P over ToR 

speedy usage of hidden services than TOR 

Fully distributed 

self-organizing 

peers selection by continuously profiling and ranking performance 

unvarying and untrustable directory servers 

Small enough to prone the DOS attacks 

Peer-to-peer friendly 

Packet switched 

implicit transparent load balancing 

Resilience 

Unidirectional tunnels 

Protection against detecting client activity 

short-lived 

all peers participate in routing for others 

The bandwidth overhead of being a full peer is low 

Integrated automatic update mechanism 

Both TCP and UDP transports 

JAVA language platform  
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Although I2P has great features such as anonymity 

and speed up in file sharing, there are some problems 

with its application which cannot be neglected. The I2P is 

a good framework for companies and organizations’ 

interaction, but this system will drop the packets in two 

cases: the former is according to technical test with 

making distances between the received and sent 

packets; the latter case happens once the length of 

message exceeds from a certain value. This can be 

considered an important issue in the above network. 

Table 6 compares ToR and I2P in implementation details 

such as in security, scalability, and interfaces. 
 

Table 6: Bilateral comparison between ToR and I2P 

 

Titles TOR I2P 

Implementation Easy Difficult 

Scalability Medium Suitable enough 

Stability Stable Unstable  

Server Expert 
(difficulty) 

Easy Medium 

Client Expert 
(difficulty) 

Easy Medium 

Security Medium Better ( with considering 
attack prevention) 

Startup Time Less More 

GUI features  No Yes 

Speed As Expected As Expected 

Error rate Seen Not Seen 

URL Stability Auto 
Changed 

Not Changed 

 

Investigation over three famous anonymizing 

networks ToR, I2P, and Riffle reveal that they make 

fortunities to hide network connections for the sake of 

security and confidentiality reasons. In some cases, they 

dissipate network bandwidth and sacrifice network 

performance to reach security objectives. Nevertheless, 

some proposed protocols and bandwidth optimization 

techniques can improve network quality of service (QoS) 

besides reaching concealing justifications and security 

objectives. Furthermore, since each anonymizing 

network has its own merits and demerits, the hybrid 

network within its protocols design which inherits all of 

plus points and excludes negative features is favorable. 

Results and Discussion 

This paper presented a profound comparison 

between three famous anonymizing ToR, I2P, and Riffle 

networks which tend to camouflage services from their 

users. To do so a subjective classification plan for 

comparison among anonymizing networks has been 

presented. The comparison has been done based on 

commonalities, discrepancies, and challenges in this 

field. This comparison is beneficial for further researches 

and future improvements to fill the existing gaps. 

However, by this review, this can be pointed out that the 

ToR is a popular network whilst other networks like Riffle 

and I2P are relatively considered novel alternatives. The 

mentioned systems are updated continuously for 

performance improvement and also providing more 

anonymity to protect the users. ToR and I2P differences 

are in preparation and using virtual communications. 

ToR network is a set of volunteer servers all over the 

world which are functioned for anonymous connection 

to browsing a web page or some particular operations. 

However, I2P provides anonymous file transmission 

between two peers. In data transmission, Riffle is faster 

than other identity anonymizing networks due to using 

two-step identity verification structure, and the traffic 

analysis is barely feasible. Also, Riffle has more efficiency 

because it provides a significant anonymity due to 

minimizing bandwidth and computation overhead. 

Totally, anonymizing networks can utilize efficient 

protocols and bandwidth optimization techniques that 

can potentially improve network QoS besides reaching 

concealing justifications and security objectives. 

Furthermore, as each anonymizing network has its own 

merits and demerits, the hybrid network within its 

protocols design which inherits all of plus points and 

excludes negative features is favorable. 
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I2P  Invisible Internet Project 
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OR  Onion Router 

DC  Dining Cryptographers 

OP  Onion Proxy 

TLS  Transport Layer Security 

TCP  Transmission Control Protocol 

SHA1  Secure Hash Algorithm 1 

P2P  Peer-to-Peer 

DNS  Domain Name Resolver 

DC-nets  Dining Cryptographers  

PIR  Private Information Recovery 

UDP  User Datagram protocol 

MITIM  Man-in-the-Middle attack 

QoS  Quality of Service 
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 Background and Objectives: Time series classification (TSC) means classifying 
the data over time and based on their behavior. TSC is one of the main 
machine learning tasks related to time series. Because the classification 
accuracy is of particular importance, we have decided to increase it in this 
research. 
Methods: In this paper, we proposed a simple method for TSC problems to 
achieve higher classification accuracy than other existing methods. Fast 
Fourier transform is a method that uses in raw time series data preprocess. In 
this study, we apply the fast Fourier transform (FFT) over the raw datasets. 
Then we use the polar form of a complex number to create a histogram. The 
proposed method consists of three steps: preprocessing using FFT, feature 
extraction by histogram computation, and decision making using a random 
forest classifier. 
Results: The presented method was tested on 12 datasets of the UCR time 
series classification archive from different domains. Evaluation of our method 
was performed using k-fold cross-validation and classification accuracy. The 
experimental results state that our model has been achieved classification 
accuracy higher or comparable than related methods. Computational 
complexity has also been significantly reduced. 
Conclusion: In the latest years, the TSC problems have been increased. In this 
work, we proposed a simple method with extracted features from fast 
Fourier transforms that is efficient to gain more high accuracy. 
 

©2022 JECEI. All rights reserved. 
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Introduction 
The amount of observations of a variable in many real-

world applications depends on its value in earlier times. 

Such data are referred to as time series, that various 

researchers have used data mining techniques to predict 

and analyze such data.  

The first step for time series identification and their 

nature determination is their past study. It can lead to an 

accurate and reliable prediction about its class [1].  

Classification is a task that can be useful in many 

domains and applications. Any activity that requires 

thinking and judgment can be a matter of classification 

[2]. Medical imaging classification is an important 

classification problem because it plays a critical role in 

improving the diagnosis of many diseases [3], [4].  

On the other hand, every problem using data that is 

registered taking into account some notion of order can 

be cast as a TSC problem [5]. 

In many real applications uses such as recognizing 

motion imagination by EEG signals, human activity 

classification based on sound recognition, not only 

sounds from human activities but also sounds from 

related objects [6], model prediction with electronic 

health record data is anticipated to drive personalized 

medicine and improve healthcare quality. If successful it 

could provide significant benefits not only for patient 

http://jecei.sru.ac.ir/
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safety and quality but also in reducing healthcare costs 

[7]. 

Different classification methods have been proposed 

so far, but what separates TSC problems from usual 

classification problems is that the order of features in 

time series is essential. For this reason, must use the 

methods that retain the best classification features to 

obtaining acceptable accuracy. The best classification 

features may be distorted by noise or preprocessing. As 

a result, classifying time series requires special 

techniques. 

In general, solutions to TSC problems are separated 

into two separate groups: shape-based and structure-

based. In solving shape-based problems, classifiers are 

classically used in combination with a similarity criterion. 

But the tendency in solving TSC problems is to discover 

small patterns to be representation time series classes. 

Between these patterns, shapelet-based techniques [8]-

[10] have gained good classification accuracy. Structure-

based methods extract feature vectors from time series, 

such as feature patterns, or convert a time series into 

various representations, which often have a high 

computational cost. 

Preliminaries 

In this section, we hold forth a few preliminaries and 

sum up the meaning of frequency notations in Table 1. 
 

Table 1: Notations and their meaning 
 

Meaning Notation 

Time series 𝑇 = (𝑡1, 𝑡2, … , 𝑡𝑛) of the length n T 

Time series 𝑇𝑗 without the class label D 

FFT of  𝑡𝑖𝑗, 1 ≤ 𝑖, 𝑗 ≤ 𝑛 Z 

Fourier coefficient matrix of dataset D F 

the label set of dataset D C 

length of the Z R 

The angle between Z and the real axis  

Histogram matrix H 

Radius matrix is divided into n equal parts. n 

Angle matrix is divided into m equal parts. m 

 
A time series T is an ordered-value sequence 𝑇 =

(𝑡1, 𝑡2, … , 𝑡𝑖 , … , 𝑡𝑛), where n is the length of T, 𝑡𝑖  is the 

value observed at timestamp i. 

A time series dataset D is a set of time series 𝑇𝑗  with 

𝐶𝑗  = label(𝑇𝑗); 𝑗 ∈ [1;𝑚], where 𝐶𝑗 ∈ 𝐶 is the class label 

of the dataset, 𝐶 = {0,1,2, … , |𝐶| − 1}, and |𝐶| denotes 

the number of classes. 

The discrete Fourier transform is the primary 

transform used for numerical computation in digital 

signal processing. It a sequence of N complex numbers 

{𝑥𝑛} ≔ 𝑥0, 𝑥1, … , 𝑥𝑛−1 into another sequence of 

complex numbers, {𝑋𝑘} ≔ 𝑋0, 𝑋1, … , 𝑋𝑛−1 which is 

defined by: 

(1) 𝐗𝐤 = ∑𝒙𝒋𝒆
−𝟐 𝒊
𝒏

𝒌𝒋

𝒏−𝟏

𝒋=𝟎

 

These implementations usually employ efficient fast 

Fourier transform (FFT) algorithms. Applications of 

Fourier transform include data filtering [11], pattern 

extraction, and audio processing [12]. 

Related Work 

The critical characteristic that separates TSC issues 

from the general classification task is that the ordering of 

the attributes is significant. The best discriminative 

features for classification may be concealed by the 

length of the series, embedded in the interaction of 

observations, or confounded by noise in the phase of the 

series. Hence, TSC, by and large, need strategies explicit 

to the nature of the issue. 

There are many techniques for the TSC issue. [13] is a 

great review article that interested people can refer to it. 

In this section, we mainly survey two significant 

representative methods, called structure-based 

methods, and shapelet-based methods. This paper 

undertakes the structured-based approach with FFT. 

A. Shapelet-Based Method 

The shapelet-based approach utilizes some similarity 

criteria to gauge the distance between time series on 

raw numeric data.  

A customary 1NN classifier based upon Euclidean 

distance [14] or DTW [15] distance is an example of this 

category. In [16] introduced time series shapelets and 

proposed the seminal work of it. Algorithms based on 

the time series shapelet can be interpretable but need 

high computation time. ST [17] suggests selecting 

shapelets by extracts the k best shapelets from a dataset 

in a single pass to represent the original time series.  

SVM and Neural Networks can be applied to determine 

shapelets. SD [18] proposed a quick shapelet discovery 

method that prunes the candidates based on a distance 

threshold to previously considered other similar 

candidates. FS [10] proposed an algorithm for shapelet 

discovery that is fast with transforming the raw time 

series data into SAX words. The run time is reduced 

when compared to [16]. However, accuracy is lower than 

other works [13]. SAX-VFSEQL [19] creates a pool of SAX 

words as the shapelets and iteratively optimizes the 

weights of the shapelet. However, this method still 

cannot produce shapelets, which there isn't in training 

data. Too, the discovered shapelets are too various and 

redundant, which makes interpreting the classification 

decision difficult.  
Shape-based methods can achieve high accuracy, but 
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they have a lot of computational costs. So a 

few approaches are proposed to progress efficiency, 

such as early abandoning [20]. In addition, shape-based 

methods are sensitive to noisy data, particularly for long 

time series. 

B. Structured-based method 

There are a few Structure-based methods such as 

Piecewise Aggregate Approximation (PAA) [8], Symbolic 

Aggregate approximation (SAX) [19], [21], Symbolic 

Fourier Approximation (SFA) [22], Discrete Fourier 

Transform (DFT) [23] and other discretization 

techniques. The dictionary-based method is another 

significant example. These techniques extract higher-

level feature vectors or build a model from the time 

series before the classification task using classification 

algorithms such as KNN, SVMs, or random forests. Bag-

of-Patterns (BOP) [24] builds a classifier from SAX, 

calculating the Euclidean distance with the BOP 

representation of a new instance to specify its class. 

Another approach, SAXVSM [25], adopts SAX techniques, 

proposes a vector space model (VSM), and uses TF-IDF to 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Preprocessing 

    I)  Fourier transform 
A quick look at a time series shows us that it may be 

hard to interpret. It’s because the underlying pattern 

behind the jagged peaks and troughs identify hardly in 

its raw form. Conversions on time series like scaling, 

shifting, time scaling, time-shifting, and dynamic time 

warping facilitate the discovery of flexible time series 

patterns. The high computational efficiency of Fourier 

transform has made Fourier analysis the preferred 

method for many applications. Fourier transform-based 

methods are very well used in all fields of science and 

engineering [28].  

Therefore, in this paper, we use FFT on raw data in 

the preprocessing step. 

In this case, we have a matrix of complex numbers (F) 

whose rows and columns are the original dataset size. 

rank time series patterns. In [19], combine various 

variable-length bag-of-symbolic-words representations 

and an efficient linear sequence learning approach (SAX-

VSEQL [26]) for efficient TSC. 

Structure-based methods have resistant to noisy data 

because of the smooth impact of time series 

representations. Because of the shortening of 

representations, these methods are more efficient than 

shape-based methods.  

Some algorithms like BOSS VS[27], which transforms 

data from the time domain to the frequency domain, 

give high accuracy, but they can’t interpret the 

classification decision. 

Proposed Method 

Details of the proposed method are provided in this 

section. Our method consists of 3 phases. In the first 

phase, we perform preprocessing on the raw dataset. In 

the second phase, we prepare a histogram of new data, 

and in the last phase, we obtain the accuracy of our 

classifications by using the appropriate classifier. The 

overview of the method showed in Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

After applying FFT, we have a complex number 𝑍 =

𝑎 + 𝑏𝑖 in all elements of matrix F. Fig. 2 shows a complex 

number representation. 

 
 

Fig. 2:  Complex number representation. 

Fig. 1:  The overview of our model. 
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The complex number can also be represented in polar 

form by (2). 

𝑹𝒆𝒊𝜽 𝒐𝒓  𝑹(𝒄𝒐𝒔𝜽 + 𝒊𝒔𝒊𝒏𝜽)                       (2) 

As shown in Fig.2, R is the length of Z and  is the 

angle between Z and the real axis. R and  are obtained 

from formulas (3) and (4). 

(3) 𝑹 = |𝒁| = √(𝒂𝟐 + 𝒃𝟐) 

(4) 

=

{
 
 
 
 
 

 
 
 
 
 arctan (

𝑏

𝑎
)                                                𝑖𝑓𝑎 > 0

arctan (
b

a
) + 𝜋                  𝑖𝑓𝑎 < 0 𝑎𝑛𝑑 𝑏 ≥ 0

arctan (
b

a
) − π                  𝑖𝑓𝑎 < 0 𝑎𝑛𝑑 𝑏 < 0

π

2
                                            𝑖𝑓𝑎 = 0 𝑎𝑛𝑑 𝑏 > 0 

− (
𝜋

2
)                                    𝑖𝑓𝑎 = 0 𝑎𝑛𝑑 𝑏 < 0

𝑖𝑛𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒               𝑖𝑓𝑎 = 0 𝑎𝑛𝑑 𝑏 = 0

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

B. Histogram computation 

A histogram gives us a visual interpretation of 

numerical data by appearing the count of data points 

inside a particular range called a bin. To histogram 

computation, we divided radius and angle matrices into 

n and m equal parts, respectively. Radius and angle 

matrices are normal, and the range is between 0 and 1, 

so the bin size for the radius matrix will be 
1

𝑛
, and the bin 

size for the angle matrix will be 
1

𝑚
. This work will usually 

reduce dimensions. 

In (3) and (4), 𝑎 is the real part, and 𝑏 is the imaginary 

part of a complex number. Now we derive the radius 

and angle from each element of F. In this case, we have 

two matrices, radius matrix and angle matrix, with the 

dimensions of the original matrix, one of which stores 

the R values and the other the 𝜃 values (Fig. 3). 

    II)  Normalization 

Normalization is a good technique used in situations 

where we do not know how to distribute the data. 

Normalize data is suitable when the data are at different 

scales. In addition, the method we use doesn't have any 

assumptions regarding our data. Change values without 

eliminating the difference between them are the goal of 

normalization. Normalization cause converting all the 

numeric data to the desired scale.  

Equation (5) is the general formula for converting 

data to a range between 0 and 1: 

Now all elements of radius and angle matrices are 

between 0 and 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Equation (6) specifies each Z falls within which bin. 

We have to do this for all F elements. 

(6) 

𝐣 − 𝟏

𝐧
≤ 𝐑 ≤

𝐣

𝐧
    &    

𝐤 − 𝟏

𝐦
≤  ≤

𝐤

𝐦
     

𝐟𝐨𝐫  𝟏 ≤ 𝐣 ≤ 𝐧    &    𝟏 ≤ 𝐤 < 𝐦 

n and m are variables in (6). It is clear larger n and m, 

fewer data to be lost, but it also causes the uniformity of 

the histogram. That means the effect of the proposed 

feature will be reduced. The best n and m values that 

lead to high accuracy are listed in Table 3. 

(5) 𝒙𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 =
𝒙 −𝒎𝒊𝒏(𝒙)

𝒎𝒂𝒙(𝒙) −𝒎𝒊𝒏(𝒙)
 

Fig. 3: Derive the radius and angle from F. 
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For implementation, we consider the matrix 𝐻, whose 

number of rows is the number of original dataset rows 

and the number of columns is 𝑛 ∗ 𝑚. Set the initial value 

of all H elements to 0. According to Algorithm 1, we have 

to place each element of row i of the original dataset in 

one of the rows i columns of the histogram. That means 

in row 𝑖 and column 𝑗 of the original dataset, we add a 

unit to the value of the element in row 𝑖 and column 

(𝑗 − 1) ∗ 𝑚 + 𝑘 from 𝐻. The result of this operation is 

the histogram calculation (Fig. 4). 
 

C. Classifier 

The classifiers used in this article are K-nearest 

neighbor for  simple  implementation,  fast  and  efficient  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[29], support vector machine for the ability to deal with 

various classification problems like not linearly separable 

problems and high dimensional [30], and random forest 

for power, accuracy, can also be used to rate the 

importance of features in classification or regression 

problems [31]. Among these classifiers, the results of 

random forest were better than the others. Only the 

results of the random forest classification are given in 

the next section. 

 
Algorithm 2: Feature-extraction 

Input: time series dataset D 

Output: H 

 

1. Initialize 𝐿 = 𝑠𝑖𝑧𝑒(𝐷, 2), 𝑟 =  𝑠𝑖𝑧𝑒(𝑛𝑜𝑟𝑚𝑎𝑙𝑅, 1) 

2. For 𝑖 = 1 𝑡𝑜 𝐿 

3.     𝐴 = 𝐹𝐹𝑇(𝐷i,:) 

4.     𝑅𝑖,: = |𝐴|             #Absolute value 

5.     𝑖,: = 𝑎𝑟𝑔(𝐴)    # argument  

6. End For 

7. 𝑛𝑜𝑟𝑚𝑎𝑙𝑅 = (𝑅 − 𝑚𝑖𝑛(𝑅))/(𝑚𝑎𝑥(𝑅) −
𝑚𝑖𝑛(𝑅)) 

8. 𝑛𝑜𝑟𝑚𝑎𝑙 = ( −𝑚𝑖𝑛())/(𝑚𝑎𝑥() − 𝑚𝑖𝑛()) 

9. For 𝑖 = 1 𝑡𝑜  𝑟 

10.     𝐻𝑖,: = 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 −

𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑛𝑜𝑟𝑚𝑎𝑙𝑅𝑖,:, 𝑛𝑜𝑟𝑚𝑎𝑙𝑖,:, 𝑛,𝑚) 

11. End For 

12. Return H 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 1: Histogram computation 

Input: 𝑅1,:, 1,:, 𝑛,𝑚 

Output: 𝐻1,: 

 

1. Initialize H = 0, c=size(R, 2) 

2. For i=1 to c 

3.     For j=1 to n 

4.         For k=1 to m 

5.             If(
j−1

n
<= R1,i & R1,i <

j

n
)& (

k−1

m
≤

                 1,i & 1,i <
k

m
) 

6.                 H(j−1)∗m+k ++ 

7.             End If 

8.         End For 

9.     End For 

10. End For 

11. Return 𝐻1,𝑖 

Fig. 4: The histogram matrix. 
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Table 3: Best values of m and n 

Results and Discussion 

In this section, we show the results of the proposed 

method on the benchmark dataset used for TSC 

problems. The algorithm of this article is implemented 

with MATLAB. All the state-of-the-art methods were 

conducted on a machine with a Xeon E5-2630 v4 @ 

2.2GHz (2S/10C) / 256GB RAM / 128GB SWAP, running 

on CentOS 7.6 (64-bit). Also, the proposed method was 

run on a computer with an Intel Core i7-4720HQ 4 x 2.6/ 

16GB RAM DDR3-1600/ 256GB SSD, running on windows 

8.1. 

We can adjust the histogram computation 

parameters easily since they are efficient at using 

memory. Cross-validation has been used to evaluate 

performance. 

 We compared this method with a few baselines, 

including BSPCOVER [32] that is both efficient and 

accurate, RotForest [13] and 1NN-DTW [15] that used as 

benchmark classifier, and ST [17], ELIS [8], Fast shapelets 

[10], Scalable Shapelet Discovery [18] that are shapelet-

based methods and COTE [33]. 

A. Datasets 

This paper used the UCRARCHIVE [34],  the  important  

 

 

 

 

 

 

resource of TSC datasets, to evaluate the model.   

We just chose 12 datasets from the various types like 

Image (4), Motion (2), Spectro (2), Stimulated (2), Sensor 

(1), ECG (1) because of space limitations. The number of 

each type is shown in parentheses. 

Table 2 shows us information about each dataset, 

such as the number of instances in the train and test set, 

number of features, number of classes. 

B. Experiments 

The classification accuracy results of previous 

methods and proposed method on 12 datasets are given 

in Table 4. 

I. Analysis of the proposed idea parameters 

By repeating the experiments, we tuned the best 

value for the parameters of the proposed model. In each 

dataset, we tested numbers smaller than 50 with an 

interval of 5. Increasing one or two units has little effect 

on improving accuracy, and this distance allows us to 

find the best values in the fastest possible time. The 

values n and m are selected from (7).  

𝒏,𝒎 = 𝟓𝒊          𝒊 = 𝟏, 𝟐, … , 𝟏𝟎                                          (7) 

 

 

 

 

 

Dataset Train set Test set Length Class Type 

BeetleFly 20 20 512 2 IMAGE 

ChlorineConcentration 467 3840 166 3 SIMULATED 

Coffee 28 28 286 2 SPECTRO 

DiatomSizeReduction 16 306 345 4 IMAGE 

DistalPhalanxOutlineCorrect 600 276 80 2 IMAGE 

Earthquakes 322 139 512 2 SENSOR 

ECG5000 500 4500 140 5 ECG 

Haptics 155 308 1092 5 MOTION 

InlineSkate 100 550 1882 7 MOTION 

Mallat 55 2345 1024 8 SIMULATED 

Meat 60 60 448 3 SPECTRO 

Symbols 25 995 398 6 IMAGE 
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n 10 20 15 35 5 5 10 10 5 20 25 15 

m 5 10 10 5 20 20 10 15 10 20 40 10 

Table 2: Datasets 
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In the training phase, the best values of n and m are 

chosen, given in Table 3. 

Fig. 5 shows the classification accuracy for different 

values of n and m parameters in each dataset examined 

in this paper. According to the results, increasing n and 

m increases the accuracy, but this does not mean that 

this always happens. Not only do very high values of n 

and m not help improve accuracy, but they also reduce 

the effect of histograms on data classification, resulting 

in less accuracy. 

The highest values are different for each dataset, but 

on average, 𝑛,𝑚 = 5𝑖     𝑖 = 1,2,3,4 have the best 

results. 

II. Analysis of the proposed features 

As described in the previous section, our method is 

applied in 3 steps: preprocessing, feature extraction, and 

classifier. To ranking the importance of features in 

classification issues can use a random forest that rating 

features based on two criteria called Mean Decrease 

Impurity (MDI) [35] and Mean Decrease Accuracy (MDA) 

[35]. MDI is based on the total decrease in node impurity 

from splitting on the variable, averaged over all trees. 

Also, MDA is based on the concept that if a feature is not 

significant, so by changing its value, the accuracy of the 

prediction should not decrease [31]. To evaluate this 

effectiveness method, we measured the importance of 

our features after applying a random forest classifier to 

the training and test data set. 

a) Beetle Fly 

Fig. 6 shows how our prepared method discriminates 

the different classes of the BeetleFly dataset. Fig. 6 (a) a 

 

 

time series plot is presented to visualize data points at 

consecutive time intervals. To make it clear, we consider 

five random samples from each class. We extracted ten 

important features from our model [35] and showed 

them in Fig. 6 (b), respectively.  

The three most important are features 8, 6, and 3, 
respectively. We show the scatter plot by combining 
these three properties in Fig. 7 (a)-(b)-(c) that tell us the 
proposed feature was able to separate the two classes to 
increase the accuracy of the classification. 
b) Chlorine Concentration 

Fig. 8 shows how our prepared method discriminates 
the different classes of the Chlorine Concentration 

dataset. 
Fig. 8 (a) A time series plot is presented to visualize 

data points at consecutive time intervals.  To be clear, 

we consider five random samples from each class. Fig. 

8(b) shows ten features of the model that are more 

important in predicting data class [35].  The diagram of 

random forest classification on our model is shown in 

Fig. 9 that tells us the data of one class have different 

values than other classes, and they are similar to 

themselves in the proposed properties. Therefore, it can 

be concluded that the proposed feature can be a 

convenient feature for TSC problems. The accuracy we 

obtained for this dataset is 90.08, significantly higher 

than all the methods reviewed. In this dataset, after 

obtaining the importance of each feature [35], we added 

them to the model in the most important. After adding 

each feature, we measured the accuracy using the KNN 

and random forest classifiers. In Fig. 10, we showed the 

results of the first 100 features. 

Dataset ST – 
2012 

FS – 2013 COTE – 
2015 

SD – 
2016 

DTW Rn 
1NN – 
2017 

RotF – 
2017 

 ELIS – 
2018 

ResNet – 
2019 

BSPCOVER 
– 2020 

Proposed 
method 

BeetleFly 90 70 80 75 65 90 85 85 90 90 

ChlorineConcentration 69.97 54.64 72.71 55.3 65 84.74 27.39 84.4 61.22 90.08 

Coffee 96.43 92.86 100 96.1 100 100 96.43 100 100 98.21 

DiatomSizeReduction 92.48 86.6 92.81 89.6 93.46 87.25 89.86 30.1 87.25 96.89 

DistalPhalanxOutlineCorrect 77.54 75 76.09 71.7 72.46 75.72 57.83 77.1 83.17 98.58 

Earthquakes 74.1 70.5 74.82 63.6 72.66 74.82 77.64 71.2 81.68 80.69 

ECG5000 94.38 92.27 94.6 92.4 92.51 94.58 72.69 93.4 94.44 93.6 

Haptics 52.27 39.29 52.27 35.6 41.56 43.83 41.56 51.9 45.13 50.11 

InlineSkate 37.27 18.91 49.45 38.5 38.73 37.09 35.46 37.3 38.73 51.23 

Mallat 96.42 97.61 95.39 92.6 91.43 94.93 81.58 97.2 76.8 96.71 

Meat 85 83.33 91.67 93.3 93.33 96.67 55 96.8 75 99.17 

Symbols 88.24 93.37 96.38 90.1 93.77 79.3 78.29 90.6 93.37 93.14 

Total best acc 2 1 4 0 1 2 0 1 3 6 

Rank mean 4.16 6.58 3 6.5 4.91 4.33 7.08 4 4.25 2.08 

final rank 4 9 2 8 7 6 10 3 5 1 

Table 4: Classification accuracy of the proposed method and state-of-the-art methods on UCRARCHIVE 
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Fig. 5: Accuracy by varying n and m on different datasets. 
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Fig. 8: ChlorineConcentration dataset; (a) Train and test data. To make it clear, five random samples were taken from each 
class. (b) Feature importance obtained from random forest classifier. 

 

Fig. 6: BeetleFly dataset; (a) Train and test data. To make it clear, five random samples were taken from each class. 
(b) Feature importance obtained from random forest classifier. 

 

Fig. 7: Scatter plot of BeetleFly dataset; (a) Scatter plot by features 8 and 3. (b) Scatter plot by features 8 and 6. (c) 
Scatter plot by features 6 and 3. 
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Fig. 10: Accuracy of the 100 most important features on 
Chlorine Concentration dataset. 

 

As can be seen in Fig. 10, with the addition of features 

one by one, the accuracy is ascending, which is a good 

indication of the effect of the features of our proposed 

model on the final accuracy. With only 40 out of 200 

features, we achieved higher accuracy than all the 

methods studied. 

III. Comparison with state-of-the-art 

The proposed method is compared with nine 

different methods that have the best performance. We 

will only briefly introduce each method here due to 

space constraints. Interested readers can refer to the 

main article for more details. 

• DTW-Rn-1NN and RotF [13]. The two benchmark 

classifications are more competitive than many 

methods, so we added these two to our 

comparison. 

Shapelets are a group of methods that focus on 

discovering short patterns that define a, and yet can 

appear anywhere in the series. These independent phase 

 

 

 

 

 

 

 

 
 

patterns are commonly identified as shapelets. A class is 

then distinguished by the presence or nonpresence of at 

least one shapelet someplace in the entire series. [17], 

[10], [18], and [8] are shapelet-based algorithms. 

• Shapelet Transformation (ST) [17]. This algorithm 

combines a weighted ensemble of standard 

classifiers that new time series are classified with a 

weighted vote.  

• Fast Shapelets (FS) [10]. FS combines SAX words and 

random masking techniques to raise efficiency. 

• Scalable shapelet Discovery (SD) [18]. SD filters out 

candidates improving classification with an online 

clustering/ pruning technique. The dimensionality 

reduction ratio r is set to 1=2, and pruning distance 

percentile p is 25 for simplicity if there is no support 

from. 

• ELIS [8]. ELIS is the present efficient shapelet-based 

algorithm. It utilizes PAA and TF-IDF to improve the 

efficiency of finding shapelet candidates. The 

logistic regression classifier is applied to adjust the 

shapelets. This paper follows ELIS [8] to adjust 

parameters. Otherwise, the parameters are set as 

follows: the iteration number is 1000, the 

regularization λ=0.01, and the learning rate η=0.1. 

• COTE [33]. COTE is a combination of 35 TSC 

algorithms, including EE and ST and actually is the 

meta ensemble method. COTE works based on two 

principle ideas.  First, the easiest approach to 

improvement for TSC issues is to convert into a new 

data space where discriminatory features identify 

simplify. Second, with a single data representation, 

improved accuracy could be achieved through 

simple ensemble schemes. 

• ResNet [36]. The primary Property of ResNet is the 

residual shortcut connection between consecutive 

Fig. 9: The diagram of random forest classification in each class. 
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convolutional layers.  The network includes three 

residual blocks followed by a GAP layer and a final 

softmax classifier whose number of neurons is 

equal to the number of classes in a dataset. Each 

residual block comprises three convolutions whose 

output is added to the residual block’s input and 

then fed to the next layer. 

• BSPCOVER [32]. Creates many candidates by 

Symbolic Aggregate approximation with sliding 

window, then prunes identical and highly similar 

candidates by Bloom filters and similarity matching, 

respectively. 

a) Accuracy 

The experiment accuracy results for the method 

proposed in this paper and related methods are measure 

by cross-validation. The accuracy results for 12 datasets 

are presented in Table 4. On the dataset tested in this 

paper, our method is more accurate than other methods 

and even slightly ahead of COTE, which has been the 

most accurate classifier ever. Our proposed method has 

the highest classification accuracy among 12 datasets, so 

that with an average 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

rank of 2.08, it is in the first final rank. The ranking of the 

state-of-the-art methods is shown in the last row of 

Table 4. 

b) Efficiency 

According to the results of [8], it can be seen that ELIS 

is about twice as fast as LTS. On the other hand, 

according to the results of [13], it can be understood 

that LTS is faster than COTE and ST. Therefore, we 

compare FS, SD, ELIS, and BSPCOVER with the proposed 

method for runtime evaluation.  

We present the runtime of FS, SD, ELIS, BSPCOVER, 

and our method, in Table 5. (The unit of the numbers is 

seconds, and we use h and d to denote for hours and 

days, respectively.) 

According to the results, both FS and SD methods 

have less execution time compared to the others, but on 

the other hand, a significant drop in accuracy than the 

others. The ELIS method has the longest runtime of all 

the methods and sometimes even takes a few days. The 

BSPCOVER method has both good runtime and high 

accuracy.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Dataset FS SD ELIS BSPCOVER Proposed 

method 

BeetleFly 13.96 1.62 122.87 42.92 578 

ChlorineConcentration 128.56 1.82 31.8h 173.86 2.44h 

Coffee 4.1 0.98 53.3 10.96 594 

DiatomSizeReduction 4.33 1.02 749.03 30.04 815 

DistalPhalanxOutlineCorrect 15.2 4.05 1.1h 52.39 1302 

Earthquakes 1152.06 39.75 2.7h 2957.36 1244 

ECG5000 36.89 6.95 7.5h 600.37 2.26h 

Haptics 2086.17 6.45 3.6d 3.2h 1773 

InlineSkate 2.1h 5.42 8.5d 4.2h 2627 

Mallat 419.98 4.34 3.9h 2896.15 1.62h 

Meat 34.62 1.94 2975.9 44.02 752 

Symbols 16.17 1.04 2315.93 90.43 2387 

Table 5: Runtime of the proposed method and state-of-the-art methods on UCRARCHIVE 

 

Table 5: runtime of proposed method and state-of-the-art methods on UCRARCHIVE 

 Table 6: Wilcoxon signed rank test results on UCRARCHIVE 

Proposed model VS p-value Test number Superior Inferior Similar 

ST  2.45E-02 12 9 2 1 

FS  6.71E-03 12 10 2 0 

COTE  8.05E-02 12 8 4 0 

SD  5.37E-03 12 12 0 0 

DTW Rn 1NN  1.24E-02 12 10 2 0 

RotF 1.66E-02 12 9 2 1 

ELIS  3.6E-03 12 12 0 0 

ResNet  2.08E-02 12 9 3 0 

BSPCOVER  5.79E-02 12 7 4 1 
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Although the method presented in this paper has a 

longer runtime compared to other related methods, but 

because the runtime is not very long in any of the 

datasets, the average runtime of this method is close to 

BSPCOVER. For example, the average runtime for our 

method is 2906 seconds and for BSPCOVER is 2794 

seconds. 

The complexity of this method is directly related to 

the values of n, m, the instances number and the 

features number of each dataset. If we call the FFT 

calculation time 𝑇𝐹𝐹𝑇 , the instances number r and 

features number c, the order of complexity according to 

algorithm1-2 will be 𝑂(𝑇𝐹𝐹𝑇 + 𝑟𝑐𝑛𝑚). 

We performed the Wilcoxon signed rank test 

between the nine state-of-the-art methods and our 

proposed method to find significant differences between 

each pair of algorithm behavior [37].  The p-value 

represents how significant differences the result is: If the 

value of p is small, the evidence is strong. As Table 6 

states, the number of functions on which the proposed 

method performs better than ST, FS, COTE, SD, DTW Rn 

1NN, RotF, ELIS, ResNet, and BSPCOVER are 9, 10, 8, 12, 

10, 9, 12, 9 and 7, respectively.  

 We found out that p-value of all results are smaller 

than 0.05, except COTE, BSPCOVER (larger than 0.05). 

Therefore, the overall results show our method is better 

than related methods. 

Conclusion 

 We present a simple method for time series 

classification in this paper. Our study of time series 

processing has led us to find a way to improve the 

accuracy of TSC problems. The proposed method has 

three steps. It applies FFT on raw data and then 

normalized them in preprocessing, histogram 

computation, extract features, the end using random 

forest classifier to predict the label of the test set and 

find accuracy. This method takes a minimum of time to 

build the model by reducing the dimensions it applies. 

Using this idea helped us to increase the accuracy of the 

classification to an acceptable level. 

The implementation results of our proposed model 

show that it has achieved the highest accuracy in half of 

the datasets, and in total, it is in the first place among 

ten methods. These results were evaluated using the k-

fold cross-validation on the UCR time series classification 

archive. 

In future work, it is suggested that the method 

presented in this paper be applied to real data, which is 

usually time-consuming. Also, modifications should be 

made to the model to use in multivariate time series. 
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EEG Electroencephalography 
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ST Shapelet Transformation 
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FS Fast Shapelets 
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DFT Discrete Fourier Transform 
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TF-IDF Term Frequency — Inverse 

Document Frequency 
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ELIS Efficient Learning Interpretable 
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ECG Electrocardiogram 
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MDA Mean Decrease Accuracy 
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 Background and Objectives: Text summarization plays an essential role in 
reducing time and cost in many domains such as medicine, engineering, etc. 
On the other hand, manual summarization requires much time. So, we need 
an automated system for summarizing. How to select sentences is critical in 
summarizing. Summarization techniques that have been introduced in recent 
years are usually greedy in the choice of sentences, which leads to a decrease 
in the quality of the summary. In this paper, a non-greedily method for 
selecting essential sentences from a text is presented. 
Methods: The present paper presents a method based on a generative 
adversarial network and attention mechanism called GAN-AM for extractive 
summarization. Generative adversarial networks have two generator and 
discriminator networks whose parameters are independent of each other. 
First, the features of the sentences are extracted by two traditional and 
embedded methods. We extract 12 traditional features. Some of these 
features are extracted from sentence words and others from the sentence. In 
addition, we use the well-known Skip-Gram model for embedding. Then, the 
features are entered into the generator as a condition, and the generator 
calculates the probability of each sentence in summary. A discriminator is 
used to check the generated summary of the generator and to strengthen its 
performance. We introduce a new loss function for discriminator training 
that includes generator output, real and fake summaries of each document. 
During training and testing, each document enters the generator with 
different noises. It allows the generator to see many combinations of 
sentences that are suitable for quality summaries. 
Results: We evaluate our results on CNN/Daily Mail and Medical datasets. 
Summaries produced by the generator show that our model performs better 
than other methods compared based on the ROUGE metric. We apply 
different sizes of noise to the generator to check the effect of noise on our 
model. The results indicate that the noise-free model has poor results. 
Conclusion: Unlike recent works, in our method, the generator selects 
sentences non-greedily.  Experimental results show that the generator with 
noise can produce summaries that are related to the main subject. 
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Introduction 
Nowadays, the amount of information in different 

areas of the World Wide Web in various formats such as 

web pages, articles, emails, log files, and linked data are 

increasing sharply [1].  

However, much of the information is less important. 

http://jecei.sru.ac.ir/
mailto:sa.moravvej@ec.iut.ac.ir
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On the other hand, manually identifying important 

information in a large text is time-consuming and 

practically impossible.  

Therefore, we need a system that extracts vital 

information from the text in the shortest time and with 

the highest accuracy. This system is called automatic text 

summarization (ATS) [2]. Primary hypotheses are 

presented for summarization. A summary is a text 

produced from one or more texts and is not more than 

half of the whole text [3]. According to research in [4], 

summarization is the extraction of the most important 

information from a source or sources to produce a 

shorter version for a specific user or task. In other words, 

this process is one of the crucial steps in diverse cases 

such as extracting knowledge from text with huge 

information about the similarity of diseases in the OMIM 

dataset [5]. 

The text summarization methods can be categorized 

in a different view of points. Output-based 

summarization can be done as extractive or abstractive. 

Extractive summarization is done by selecting important 

sentences from different text parts [6], [7]. In abstractive 

summarization, the system tries to identify the text key 

concepts and then convert it to another form that is 

shorter than the original text [8], [9]. Extractive 

summarization ensures a semantic and grammatical rule 

between sentences [10]. Input-based summarization 

may be single-document or multi-document. In multi-

document summarization, several documents with the 

same subject are considered input, and the final 

summary is the text produced from all the documents 

[11], [12]. Based on the content, the summary can be 

general or query-based. In query-based summarization, 

a summary is generated according to the user's query 

[13]. This type of summary focuses on the user query 

and does not consider the general index of concepts in 

the text. However, in a general summary, the text is 

produced regardless of the subject and domain. This 

article presents an extractive, single-document, and 

general approach. 

Since 1950, many solutions for extractive 

summarization have been offered. Some methods are 

based on machine learning concepts such as clustering 

[14], [15] support vector machines [16]. Recently, 

optimization algorithms [17], [18] like Cuckoo [19], [20] 

and fuzzy methods [21] have been used for 

summarization. Graph-based methods are other 

techniques that have been selected for this purpose [22]. 

In these methods, each sentence is usually considered as 

a graph so that the nodes represent the words, and the 

graph edges express the interval between the words. 

With recent advances in deep learning, other previous 

machine learning methods are less commonly utilized in 

natural language processing tasks [23], [24], [25].

With its relatively complex structure, deep learning can 

learn the features of words, sentences, or documents 

automatically [26].  

Despite the deep learning-based methods provided 

for summarization, many of them have not been able to 

solve the challenges of extractive summarization. The 

two main components of summarizing are scoring 

sentences and selecting them [27]. Most previous works 

suffer from a greedy choice of sentences [10], [28], [29], 

[30].  

In other words, after choosing a high-ranking 

sentence, they put it aside and do not consider it in 

choosing the next sentences, which leads to a decrease 

in the quality of the summary. 

Today, Generative Adversarial Networks have been 

used in many applications of natural language 

processing, including text generation [31] and question 

answering [32].  

In this research, an extractive summarizer using 

generative adversarial networks and attention 

mechanism is presented.  

According to our information, this paper presents the 

first method based on generative adversarial networks 

for extractive summarization. These networks are made 

up of two generator and discriminator components that 

compete in a process.  

In this context, the generator goal is to rate each 
sentence of the document, while the goal of the 
discriminator is to distinguish the real from the fake 
summary, which enhances the performance of the 
generator.  

In a non-greedy way, the generator determines the 
possibility of the presence of sentences in summary at 
once. 

Other contributions to this article are as follows: 

• The generator is trained with the feedback it 

receives from the discriminator. Therefore, if fake 

summaries are introduced to the discriminator, it 

can prevent the generator from producing poor-

quality summaries. We extract some fake and real 

summaries from each document and utilize them 

for discriminator training, which leading to a new 

loss function for it. 

• Another important characteristic of the proposed 

model is producing multiple summaries for each 

document during training and testing. During the 

training, each document enters the generator 

with different noises, which the model identifies 

different and appropriate combinations of 

sentences that produce quality summaries. 

During the test, we enter each document into the 

generator with different noises and use the voting 

system for the final summary. 
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Fig. 1: Our generator architecture.  

 We evaluate our proposed model on two datasets. In 

the first evaluation, we use the CNN/Daily Mail dataset1. 

This dataset is a benchmark for evaluating many of the 

works. In the second application, we utilize the medical 

dataset available in PubMed Central2. The evaluation 

results show that the proposed model can provide high-

quality summaries compared to other compared 

methods. 

Related Work 

The two main categories of a summary are abstractive 

and extractive. In most abstractive methods, an Auto-

Encoder is used, in which important features of the text 

are extracted in the Encoder. In the Decoder section, a 

summary is generated using the features extracted in 

the encoder section [33], [34]. So far, many methods for 

extractive summarization, including graph-based [35], 

[36], [37], [38] and deep learning, have been proposed. 

In the following, several extractive summarizations work 

based on deep learning methods are described. 

The works presented in [39], [40] use an auto-

encoder to learn sentence features. The authors in [39] 

make the document word features and then calculate 

the scores of the sentences using the scores of its words. 

[40] uses cosine similarity between sentence and subject 

to score sentences. In [27], the authors used recurrent 

neural networks to rank sentences. The authors 

considered each sentence as a tree where the words are 

on the leaves, and the sentence is at the root. The score 

of each sentence is obtained from the leaves based on a 

non-linear process.  

Another work in [10] uses reinforcement learning for 

summarizing.  

                                                           

1 https://cs.nyu.edu/~kcho/DMQA/ 

2 https://www.ncbi.nlm.nih.gov/pubmed/ 

In this work, the coherence between sentences is 

considered as a reward. The policy is implemented as a 

multilayer perceptron that assigns a score to each 

sentence. The authors in [28] introduced a model called 

Summarunner for extraction summarization based on 

RNN networks. They used two RNN layers to embed 

words and sentences. Then, they employed logistic 

regression to classify sentences. 

Recently, the attention mechanism [41] has gained 

much attention in many areas, including machine 

translation [42], question answering [43], and text 

summarization. In [29], the authors proposed a method 

based on the Siamese neural network (SNN) and the 

attention mechanism. They utilized the attention 

mechanism for words and sentences to score. They 

estimated the features of sentences using the obtained 

word features. Finally, they calculated the features of 

the document according to its sentences and used a 

classifier for the similarity of the summary and the 

document. [30] uses the hierarchical structure self-

attention method to embed sentences and documents. 

The proposed method model’s summarization as a 

classification problem in which it calculates sentence-

summary probability.  

Recently, Bidirectional Encoder Representations from 

Transformers (BERT) [44] has revolutionized the 

processing of natural languages. BERT is a pre-trained 

language model [24] for textual data. In [45], a simple 

version of BERT called BERTSUM is provided for 

extractive summarization.  

In another example in [46], a method is presented for 

abstractive and extractive summarization. The proposed 

method can obtain document semantics using the BERT 

model. 

https://www.ncbi.nlm.nih.gov/pubmed
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The Proposed Model 
In this research, we use adversarial generating 

networks for extractive summarization. We employ this 

network to improve the problems of previous methods, 

including greed. We will first have a description of this 

network, and then the proposed model is presented. 

Generative adversarial networks (GANs) were first 

proposed by Goodfellow et al. [47]. These networks 

consist of two separate networks that are similarly 

trained: the generator and discriminator networks. The 

purpose of the generator is to produce data such as 

images, text, etc., which are structurally similar to real 

data but are fake.On the other hand, the task of the 

discriminator network is to strengthen the generator.  

These two networks play a two-player min-max game 

with a value function 𝑉(𝐷. 𝐺) as follows [47]: 

       (1) 

𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷

𝑉 (𝐷. 𝐺) =  𝐸𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔(𝐷(𝑥))]

+  𝐸𝑧~𝑝𝑧(𝑧)[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧)))]  

where 𝑥 and 𝑧 are input data and noise, respectively. 𝐺 

and 𝐷 mean the generator and discriminator, 

respectively. 𝑝𝑑𝑎𝑡𝑎(𝑥) and 𝑝𝑧(𝑧) represent the input 

data distribution and the noise distribution, 

respectively. 𝐸 is mathematical expectation.  Generative 

adversarial networks can be extended to a conditional 

model If condition 𝑦 is added to the generator and 

discriminator input. The value function, in this case, 

changes as follows [48]: 

 

 

 (2) 

𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷

𝑉 (𝐷. 𝐺)

=  𝐸𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔(𝐷(𝑥|𝒚))]

+  𝐸𝑧~𝑝𝑧(𝑧)[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧|𝒚)))]  

The proposed generator and discriminator model are 

shown in Fig. 1 and Fig. 2, respectively. We use sentence 

features as a condition in the generator and 

discriminator. Let 𝐷 = {𝑠1. 𝑠2 … . 𝑠𝑁 } represents the 

document, where the 𝑠𝑖 ∈ ℝ𝑑 is the extracted features 

of the  𝑖 − 𝑡ℎ sentence. 𝑁 is the length of document 𝐷, 

which is equal to the number of restricted sentences in 

each document.  

The attention mechanism calculates the 

representation vector of the document in the generator 

and the discriminator according to the following 

equations: 

       (3) 𝑑𝐺 = ∑ 𝛼𝑖

𝑁

𝑖=1

[𝑥⃖𝑖 . 𝑥⃗𝑖] 

       (4) 𝑑𝐷 = ∑ 𝛽𝑖

𝑁

𝑖=1

[𝑦⃖𝑖 . 𝑦⃗𝑖]  

where 𝑥⃖𝑖 ∈ ℝ𝑑1 , 𝑥⃖𝑖 ∈ ℝ𝑑1, 𝑦⃖𝑖 ∈ ℝ𝑑2 , 𝑦⃗𝑖 ∈ ℝ𝑑2 are the 

output of step 𝑖 in BLSTM. 𝛼𝑖  and 𝛽𝑖  are the coefficients 

of attention for the 𝑖-th sentence in the generator and 

the discriminator, respectively, which are formulated as 

follows: 

 

 

 
Fig. 2: Our discriminator architecture. 
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(5)      𝛼𝑖 =
𝑒𝑢𝑖

∑ 𝑒𝑢𝑖𝑁
𝑖=1

 

(6) 𝛽𝑖 =
𝑒𝑣𝑖

∑ 𝑒𝑣𝑖𝑁
𝑖=1

 

(7) 𝑢𝑖 = 𝑡𝑎𝑛ℎ(𝑊𝑢[𝑥⃖𝑖 . 𝑥⃗𝑖] + 𝑏𝑢) 

(8) 𝑣𝑖 = 𝑡𝑎𝑛ℎ(𝑊𝑣[𝑦⃖𝑖 . 𝑦⃗𝑖] +  𝑏𝑣) 

where  𝑊𝑢 ∈ ℝ2.𝑑1 . 𝑏𝑣 ∈ ℝ, 𝑊𝑣 ∈ ℝ2.𝑑2 . and 𝑏𝑣 ∈ ℝ are 

the parameters of the attention mechanism for 

documents.  

In Fig. 1, the representation vector of the document is 

connected to the noise vector and enters a feed-forward 

neural network. The last layer of this network calculates 

the probability of the presence of each sentence. Noise 

causes the generator to produce different outputs. Each 

document enters the generator to be summarized in 

different iterations with different noises. The generator 

tries to produce different summaries of almost the same 

quality for each document. It allows the generator to 

identify different combinations of sentences that are 

appropriate for the summary. Therefore, sentences that 

may not be useful for the summary alone can lead to a 

quality summary by being placed next to other 

sentences. 

In the discriminator network, the probability vector of 

sentences is contacted with the representation vector of 

the document (see Fig. 2). In this context, the probability 

vector of sentences is the vector of the number of 

sentences in a document, and each element is zero or 

one. 

A. The Target Vector 

In the general generative adversarial network, the 

generator output is used as fake data for discriminator 

training. In addition, a real target is extracted for each 

sample. In this research, in order to introduce quality 

summaries to the discriminator, more than one 

summary is extracted from each document, which is 

similar in terms of quality. On the other hand, we 

produce several poor-quality summaries for the 

document. The real summaries of each document are 

text and cannot be employed as a target. Therefore, we 

need a method to express the presence or absence of 

each sentence in summary as a number. For this 

 

 
Fig. 3: Generate a real summary for the document. 
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purpose, a vector is defined with 𝑁 element for each 

document, where N is the number of sentences. Each 

element of this vector has a value of zero or one. The 

value of one indicates the presence of a sentence in 

summary.  

We employ a greedy method according to Fig. 3 to 

produce this vector. First, we get a vector with length 𝑁 

and 𝑀 number one, where 𝑀 is the number of 

sentences in summary. The values of one are randomly 

arranged in the vector. The sentences corresponding to 

the value of one are put together in this vector to 

produce a summary, and the ROUGE metric measures 

their quality.  

After that, a randomly chosen one is converted to 

zero, and a randomly chosen zero to one, and the Rouge 

value is recalculated. If its value is better than the 

previous one, it will be replaced. This process is repeated 

for 𝐼𝑡𝑟 times, and the best vector during the process is 

considered the output. Note that in order to produce 

any real target, the algorithm must be executed from the 

beginning. The process of making a fake target is similar 

to a real target, except that the vector will replace the 

previous one if the Rogue score is lower. The length of all 

documents is limited to 𝑁 sentences. Documents longer 

than 𝑁 sentences are cut, and smaller documents are 

zero-padding. 

B. Loss Function 

The Loss function is calculated based on the 

discriminator output for the generator as follows [47]: 

(9) 

𝐿𝑜𝑠𝑠𝐺 = 𝐸𝑖~𝐷𝑎𝑡𝑎𝑠𝑒𝑡 [𝐸𝑧~𝑝𝑧(𝑧)
[𝑙𝑜𝑔 (1

− 𝐷(𝐺(𝑧|𝑦𝑖)))]] 

where 𝐷𝑎𝑡𝑎𝑠𝑒𝑡 is a set of documents, 𝑦𝑖  is features of 

sentences in document 𝑖, and 𝐸 is the mathematical 

expectation.  

The Loss function for the discriminator is computed 

based on the generator output, real and fake summaries 

as follows: 

(10) 

𝐿𝑜𝑠𝑠𝐷

=  𝐸𝑖~𝐷𝑎𝑡𝑎𝑠𝑒𝑡[ 𝐸𝑧~𝑝𝑧(𝑧)
[𝑙𝑜𝑔(1

− 𝐷(𝐺(𝑧|𝑦𝑖)| 𝑦𝑖))]

+ 𝐸𝑘~𝑝𝐹𝑎𝑘𝑒𝑖
[𝑙𝑜𝑔(1 − 𝐷(𝑘|𝑦𝑖))]

+  𝐸𝑘~𝑝𝑅𝑒𝑎𝑙𝑖
[𝑙𝑜𝑔(𝐷(𝑙|𝑦𝑖))]] 

where  𝑝𝑅𝑒𝑎𝑙𝑖
 and 𝑝𝐹𝑎𝑘𝑒𝑖

 show the distribution of real 

and fake summaries for the document 𝑖. Equation (10) 

forces the discriminator to learn a set of high-quality and 

low-quality summaries.  

On the other hand, be sensitive to the summaries 

produced by the generator and force the generator to 

produce a high-quality summary. 

C. Summarization 

At the time of testing, only the generator is used to 

generate the summary. By applying different noises in 

the generator, multiple summaries can be generated for 

each document, and the quality of these summaries or 

ROUGE summaries is very close to each other. We 

consider the voting system to generate a single summary 

for the document. To do this, the probability of the 

presence of sentences in summary is calculated for 

different noises. After that, the sentences are ranked 

based on their number of selections, and finally, the 

sentences with the highest rank are selected. 

Result 

A.  Feature Extraction 

One of the important components of deep learning is 

feature extraction. There are many ways to do this. In 

this research, we use two methods to select features. In 

the first method, we use 12 traditional features. The list 

of these features is given in Table 1.  

Some of these features are at the word level, and 

some of them at the sentence level. All features are 

scaled to [0,1]. 

An important feature of deep models is the automatic 

learning of features. Sentence features are used as a 

condition in the model and cannot be changed during 

training. We use Skip-Gram [49] to embed words. Finally, 

by averaging word embedding, we extract sentence 

embedding. 
 

Table 1: Traditional features 
 

Description Feature  

The number of occurrences 𝑁 common words in 
the dataset, divided by the sentence length. 

 Common 
Word 

The position of the sentence. Supposing there 
are N sentences in the document, for j the 
sentence, the position is computed as 1 − (𝑗 −
1)/(𝑁 − 1). 

Position 

The number of words in the sentence, divided 
by the length of the largest sentence. 

Length 

The number of digits, divided by the sentence 
length. 

Number 
Raito 

The number of named entities, divided by the 
sentence length. 

Named 
entity ratio 

Term frequency over the sentence, divided by  
the largest term frequency. 

Tf/Isf 

The number of occurrences of words in the 
sentence with the highest Tf/Isf in the sentence 
divided by the length of the sentence. 

Similarity  
Sentence 

The number of None phrases, divided by the 
sentence length. 

None phrase 

A four-dimensional vector containing the 
number of nouns, verbs, adjectives, and 
adverbs. Each vector cell is divided by the 
sentence length. 

Pos Ratio 
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B.  Dataset 

We use two known datasets for our evaluations: 

CNN/Daily Mail and PubMed. The first dataset [50] 

combines two datasets designed for comprehension, 

extractive, and abstractive tasks. The datasets have 

come to the attention of researchers in recent years for 

automated summarization. This dataset contains 

287,226 documents for training, 13,368 for validation 

and 11,490 for testing. The average number of sentences 

per document in training data is 28 sentences. The 

average reference summary of each document is 3-4 

sentences, and the average number of words per 

document in training data is 802 words [28]. More 

details are available in Table 2.  

This dataset consists of two versions. In the first 

version, all entities are replaced with specific words, 

while the second version is the original data. We adopt 

the second version for our model. 
 

Table 2: Statistics of the CNN/Daily Mail dataset 
 

 Train Validation Test 

Pairs of data 287,113 13,368 11,490 

Article length 749 769 778 

Summary Length 55 61 58 

      

The second collection is PubMed, which contains 
many articles in the field of medicine.  

 

 

Fig. 4: Graphical comparison of the proposed model and other methods on the CNN/Daily Mail dataset. 
 

 
Fig. 5: Graphical comparison of the proposed model and other methods on the Medical dataset. 
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The number of these articles is increasing every day. 
For this purpose, we have randomly downloaded 1000 
articles. The dataset was divided into 1334 documents 
for training, 288 documents for validation, and 378 
documents for testing. 

C.  Detail of Model 

In this research, Python language and PyTorch library 

have been used for implementation. Jupyter has been 

employed to implement project codes. Another library 

used in this research is the NLTK library. This library 

provides classes and methods for processing natural 

languages in Python. This library can perform a wide 

range of natural language processing operations.  

We employ a two-layer bidirectional LSTM. In 

generative adversarial networks, the discriminator 

converges to the optimum point sooner, which causes 

the generator cannot converge. For this reason, we train 

the discriminator once for every 15 generator training. In 

addition, due to the connection of vectors in the two 

networks, we use batch normalization before the data 

enters the feed-forward neural network. Table 3 shows 

the values of the other parameters. 

 
Table 3: The parameters of the model 
 

Parameter CNN/Daily Mail  Medical 

batch size 128 64 

embedding dim 60 60 

max sentence length 100 50 

real summary per document 40 15 

fake summary per document 40 15 

activation fun(lstm & dense) relu relu 

dense hidden layer 8 5 

D.  Metrics 

We employ the ROUGE (Recall-Oriented Understudy 

for Gisting Evaluation) package [51] as an evaluation 

metric in our experiments.  

This metric calculates the similarity between the 

generated summary and the reference summary by 

counting the number of common units. Rouge-𝑛 recall 

between an extracted summary and a reference 

summary is calculated as follows: 

 

(11) 
Rouge-𝑛 =

∑ ∑ 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ (𝑔𝑟𝑎𝑚𝑛)) 𝑔𝑟𝑎𝑚𝑛 ∈ 𝑠𝑠 ∈{𝑟𝑒𝑓 𝑠𝑢𝑚}

∑ ∑ 𝐶𝑜𝑢𝑛𝑡 (𝑔𝑟𝑎𝑚𝑛)) 𝑔𝑟𝑎𝑚𝑛 ∈ 𝑠𝑠 ∈{𝑟𝑒𝑓 𝑠𝑢𝑚}
 

 
where 𝑛 stands for the length of n- 

gram, 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ  (𝑔𝑟𝑎𝑚𝑛) is the maximum number of 

n- gram co-occurring in the extracted summary and the 

reference summary. Rouge-1 and Rouge-2 are special 

cases of Rouge-𝑛 in which 𝑛 =  1 or 𝑛 =  2. R-L 

calculates the length of the longest common 

subsequence between the reference summary and the 

extracted summary. Based on previous works, Rouge-

1(R-1), Rouge-2(R-2) and, Rouge-L(R-L) are most widely 

used in summarization. For this reason, we use these 

three metrics in all our experiments. 

 
Table 4: Numerical comparison of the proposed method and 
other methods on the CNN/Daily Mail dataset 
 

E.   Experimental Results and Analysis 

We consider two techniques for preprocessing in all 

our experiments: 1- Stop word removal 2- Stemming.  

Our project uses a 64-bit Windows operating system 

with 64 GB of RAM and GPU. The best model was 

obtained for the CNN/Daily Mail dataset after 50 epochs, 

while [29] obtained the best model after 70 epochs. The 

whole process of our training took 5 hours. The best 

model for the Medical dataset was obtained after 30 

epochs. This process took 1.5 hours. 
 

Table 5: Numerical comparison of the proposed method and 
other methods on the medical dataset 
 

Model R-1 R-2 R-L 

BGSumm [35] 33.27 12.90 31.89 

TextRank [38] 32.18 11.26 29.26 

SummaRunner [28] 39.60 16.20 35.30 

RENS with Coherence [10] 41.25 18.87 37.75 

SHA-NN [29] 35.40 14.7 33.2 

HSSAS [30] 42.30 17.80 37.60 

LSTM 26.28 8.27 6.23 

GAN-AM + traditional features 44.36 19.56 39.26 

GAN-AM without fake summary + 
embedding features 

42.42 19.02 38.26 

GAN-AM without noise + 
embedding features 

44.38 20.34 39.58 

GAN-AM + embedding features 46.26 20.89 40.56 

Model R-1 R-2 R-L 

 BGSumm [35] 39.37 16.09 36.06 

TextRank [38] 37.44 14.40 33.28 

SummaRunner [28] 44.82 19.36 39.12 

RENS with Coherence [10] 46.39 22.01 41.85 

SHA-NN [29] 40.33 17.80 37.32 

HSSAS [30] 47.13 20.03 41.76 

LSTM 19.21 10.08 9.15 

GAN-AM + traditional features 48.84 22.64 43.52 

GAN-AM without fake summary + embedding 
features 

47.29 20.19 41.86 

GAN-AM without noise + embedding features 49.78 23.24 43.58 

GAN-AM + embedding features 51.26 24.04 44.91 
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The proposed method is compared with two graph-

based methods  BGSumm [35], TextRank  [38], four deep 

learning methods SummaRunner [28], RENS with 

Coherence [10], SHA-NN [29], HSSAS [30] and one basic 

method LSTM. The LSTM model uses only our generator 

part. The evaluation results of the proposed system for 

the two datasets are shown in Table 4 and Table 5. For 

the CNN/Daily Mail dataset, the results reported for the 

SummaRunner, RENS with Coherence, SHA-NN methods 

in [28], [10], and [29] are given in Table 4. BGSumm, 

TextRank, and HSSAS methods were obtained in the 

experimentation we did in our laboratory. The total 

results of Table 5 have been obtained in our laboratory. 

As expected, for both datasets, deep learning 

methods are superior to graph-based methods. Although 

BGSumm has been tested on a medical dataset, it has 

failed deep learning methods even in the medical 

dataset. In general, deep learning-based models are 

weaker than our model in the two datasets. The RENS 

with Coherence method is less accurate than our model, 

although it considers coherence between sentences. 
 

Table 7: Effect of noise on the proposed model for the 
CNN/Daily Mail dataset 
 

 

In addition, the embedding features perform better 

than the traditional features on our model. By 

comparing the LSTM model with the GAN-AM method, 

the importance of the discriminator is seen in our model. 

As we can see, our method has a relatively strong 

weakness compared to other models when it does not 

use a discriminator. In addition, in another experiment, 

we examined the importance of fake summaries for 

discriminator training. GAN-AM without fake summary + 

embedding features shows this model. The difference 

between the results of this model and our best model 

for both datasets is noticeable. The superiority of the 

presented model can be considered in the way the 

generator scoring of sentences. The generator assigns 

scores to each sentence, taking into account the rest of 

the sentences. Another reason that can be mentioned is 

the voting system used. However, the discriminator has 

not been ineffective in producing a summary by the 

generator.  To better understanding of results, the 

evaluation results are shown schematically in Fig. 4 and 

Fig. 5. To check the time of the algorithms, we selected 

10 test documents from the CNN/Daily Mail dataset. The 

production time of the summary by each method is 

shown in Table 6. As we can see, graph-based methods 

take less time than deep learning methods due to less 

computation. The GAN-AM method consists of an LSTM 

network and a feed-forward network, so it is expected to 

take some time to calculate. However, other methods 

take time to calculate embedding.  
 

Table 8: Effect of noise on the proposed model for medical 
dataset 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

    Noise Size R-1 R-2 R-L 

0 44.38 20.34 39.58 

10 44.80 20.47 39.62 

20 45.34 20.53 39.68 

30 45.76 20.6 39.7 

40 45.86 20.72 39.92 

50 46.13 20.8 40.45 

60 46.26 20.89 40.56 

70 46.14 20.7 40.42 

80 46.07 20.55 40.32 

90 45.89 19.92 39.9 

100 44.74 19.76 39.72 

Table 6: Execution time of algorithms (in milliseconds) 
 

Length  BGSumm [35] TextRank [38] SummaRunner [28] RENS with Coherence [10] SHA-NN [29] HSSAS [30] GAN-AM 

3209 285 250 319 369 332 402 315 

3590 319 285 364 413 363 459 346 

4006 343 304 401 468 418 509 391 

4592 399 369 464 537 482 589 450 

5630 496 449 582 751 603 736 563 

6972 603 539 710 809 742 860 680 

7460 642 572 770 882 793 952 756 

8905 801 709 897 1020 942 759 882 

9790 873 751 991 1142 1032 1221 958 

10196 1006 829 1148 1193 1081 1386 1100 

 

    Noise Size R-1 R-2 R-L  

0 49.78 23.24 43.58  

10 50.69 23.6 43.62  

20 50.8 23.72 43.86  

30 51.05 23.95 44.78  

40 51.26 24.04 44.91  

50 51.03 23.86 44.8  

60 49.8 23.7 44.62  

70 49.52 23.51 44.15  

80 49.02 23.42 43.82  

90 48.61 22.86 43.42  

100 48.2 22.62 42.62  
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Fig. 8: Results of the proposed model for different noises on 

the Medical dataset. 
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We performed other experiments to determine the 

effect of noise on the generator. For this purpose, we 

apply noise of different sizes to the generator. The 

results R-1, R-2, and R-L for the two datasets are shown 

in Table 7 and Table 8. For the CNN / Daily Mail dataset, 

increasing the noise size to 60 raises the R-1, R-2, and R-L 

criteria, but we have a downtrend from 60 to 100. In this 

database, the best size for noise is 60. For the Medical 

dataset, we have an uptrend from 0 to 40 and then a 

downtrend. For this data set, the noise size is set to 40. 

As we can see, the proposed model has better 

performance with noise. For a better understanding, the 

results for the two datasets are shown in Fig. 6 and Fig. 

7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As an example of the generator output, the three 

sentences extracted from a document in the Medical 

dataset by the generator along with its reference 

summary are shown in Fig. 8. Common words between 

each sentence and reference are highlighted. As we can 

see, the sentences that have more in common with the 

reference summary are given higher scores. 

Conclusion and Future Work 

In this study, a method based on the generative 

adversarial network for extractive summarization was 

proposed in which sentence features were considered a 

condition in this network. Sentence features were 

extracted based on traditional and embedding methods. 

The generator utilized sentence features to calculate the 

probabilities of their presence. In addition, due to the 

use of noise in the generator, several summaries were 

generated for each document. We set up a new loss 

function for the discriminator. Experiments have shown 

that this function can be effective in generating 

summaries.  

In future work, we will consider the coherence 

between sentences in our model. As a solution, we can 

consider coherence when constructing the target or as a 

loss in the generator. 
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 Background and Objectives: The future demands of multimedia and signal 
processing applications forced the IC designers to utilize efficient high 
performance techniques in more complex SoCs to achieve higher computing 
throughput besides energy/power efficiency improvement. In recent 
technologies, variation effects and leakage power highly affect the design 
specifications and designers need to consider these parameters in design 
time. Considering both challenges as well as boosting the computation 
throughput makes the design more difficult. 
Methods: In this article, we propose a simple serial core for higher 
energy/power efficiency and also utilize data level parallel structures to 
achieve required computation throughput. 
Results: Using the proposed core we have 35% (75%) energy (power) 
improvement and also using parallel structure results in 8x higher 
throughput. The proposed architecture is able to provide 76 MIPS 
computation throughput by consuming only 2.7 pj per instruction. The 
outstanding feature of this processor is its resiliency against the variation 
effects.  
Conclusion: Simple serial architecture reduces the effect of variations on 
design paths, furthermore, the effect of process variation on throughput loss 
and energy dissipation is negligible and almost zero. Proposed processor 
architecture is proper for energy/power constrained applications such as 
internet of things (IoT) and mobile devices to enable easy energy harvesting 
for longer lifetime. 
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Introduction 
The future demands of multimedia and signal processing 

applications forced the IC designers to utilize efficient 

high performance techniques in more complex System 

on Chips (SoCs) to achieve higher computing throughput 

besides energy/power efficiency improvement [1]-[2]. 

The requirements of target applications are widely 

various and demanding flexibility makes the custom 

design method to fail in providing intended 

performance. 

Different parallel structures such as Single Instruction 

Multiple Data (SIMD), Multiple Instruction Multiple Data 

(MIMD) and Very Long Instruction Window (VLIW) are 

developed to reach design goals. These structures use 

parallel computing in different levels such as instruction-

level, task/thread-level, and data-level while each 

structure has its own features and restrictions [1]. 

Massive parallel structures such as many-core 
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processors, systolic arrays, and GPUs are another kind of 

modern parallel processors which provide dramatic 

computing throughput [3]-[4]. While, increasing the 

complexity of the design by using parallel structures 

leads the design to consume more energy/power and 

causes cooling or supply challenges. 

Power budget restriction is resolved using dark silicon 

technique or near/sub-threshold design [5]-[6]. 

Near/sub-threshold design dramatically reduces the 

energy/power consumption of the chip. However, it 

causes uncertainty in timing specifications of the design 

due to the variations in transistor parameters within and 

between dies, known as process variations [7]. In the 

presence of variations, more development time and cost 

with higher guard-bands are required to ensure the 

correct functionality of the chip. These guard-bands 

directly result in performance loss and lower production 

yield. Process variations and achieving higher throughput 

and keeping the power/energy within the bounds are 

becoming emerging concerns in new technologies and 

specifically in near/sub-threshold designs [8]. It is 

important to know that variations in process parameters 

considerably affect the expected performance of the 

design. Furthermore, any degradation in performance or 

reliability requires compensation techniques that result 

in higher power/energy consumptions. Therefore, design 

of variation-resilient architectures is of main concerns in 

new technologies. 

In this work, we design a high-throughput and yet 

ultra-low-energy processor architecture which is resilient 

against the process variations. The rest of this paper is 

organized as follows: In the next section, we will 

introduce related works and will review advantages and 

disadvantages of the previous architectures. In Section 

III, we will describe our new energy efficient architecture 

and its features. Then, we will analyze the 

implementation results and estimations. At the end of 

discussions, we present our parallelization structure and 

its efficiency in terms of performance and energy 

consumption. Finally, we will summarize the results and 

conclude the paper in Section V. 

Related Works 

As mentioned in the previous section, process 

variations affect the timing specifications of the design, 

and energy efficient near/sub-threshold design 

intensifies the effect of these variations. Therefore, 

variations should be considered to keep demanding 

performance besides energy efficiency of the design. In 

this section we introduce recent energy-efficient or high-

throughput processors as baseline architectures to be 

compared with our proposed architecture. 

Subliminal [9] is a processor with three different 

versions of architectures which are designed for energy 

constrained applications operating at sub-threshold 

region. Using complex instruction set computer (CISC) 

architecture with complicated addressing modes, the 

authors achieved 1.2pj per instruction in 130nm 

technology providing 0.5 MIPS processing throughput at 

200mv. This processor is suitable for low or mid 

performance applications, while not suitable for high 

performance applications. Higher power supply will 

improve the throughput while increasing the energy 

consumption. 

TamaRISC-CS [10]-[11] is another energy efficient 

processor which uses custom instruction and custom 

memory architecture to optimize the energy efficiency 

besides higher performance in a multi-core 

environment. This processor exploits RISC style 

architecture with complicated addressing modes to 

construct a simple energy-efficient core working with 

high frequency to achieve high computing throughput. 

The results show that 62x speed-up is achieved through 

efficient ASIP design. At the other hand, this processor 

provides limited performance with lower energy 

efficiency. 

In [12] a 10-lane SIMD processor namely Synctium I is 

designed to work at 530mv and provides high 

throughput with low timing variation. Timing uncertainty 

of Synctium I is minimized using three techniques: 1- 

error detection and correction, 2- decoupling queue 

between lanes and 3- lane sparing. These techniques 

have also doubled the performance of the processor. 

This processor has poor energy efficiency providing 

dramatic performance. 

The authors of [13] have designed a processor for 

battery-less systems which are able to operate using 

ambient energy sources. They have explored different 

architectural configurations such as no-pipeline, n-Stage 

pipeline and out-of-order execution considering the 

requirements of 3 different scenarios for target 

applications. The authors have proposed design 

guidelines for energy-efficient processor design with 

respect to the application requirements. 

In [14], a novel heterogeneous dual-core processor 

has been proposed to meet both high throughput and 

ultra-low-power requirements for continuous operation 

of target applications. The processor architecture has 

two cores: one low-power core which operates in near-

threshold region and a high-performance one to provide 

burst-mode requirements. They have proposed an 

energy-efficient task mapping to employ the underlying 

cores to achieve both requirements at the same time. 

The processor consumes 7.7pJ/cycle to have no deadline 

miss for target benchmarks. 

Authors of [15] have proposed an artificial 

intelligence processor (AIP) with three heterogeneous 

units to provide performance and power requirements: 

1) 8-thread search processor and decision making 
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accelerator, 2) 3-level cache to reduce repetitive 

computations and 3) on-chip variation monitoring to 

keep operations stable. The processor is working at 0.5-

1.2V consuming 1.1mW to 150mW.Exploiting an 

embedded variation compensation unit, energy 

consumption is reduced by 32% while providing 276X 

search speed-up in comparison to the Cortex-M3 

processor. 

In [16], the authors proposed a method to use 

dynamic timing slack of the processor to improve energy 

consumption. The probability of critical path activation 

highly depends on the application. The authors present 

an automated method to detect the dynamic slack based 

on path activation of the design and achieve 25% 

average power reduction.  

Authors of [17] propose SPARC M7 processor which 

consists of eight cache clusters, and an on-chip network 

high speed SerDes to have higher communication rate 

between underlying units. Their proposed architecture 

totally has 32 performance improved cores with low 

latency cache and memory hierarchy structure which 

provides 3X speed-up in comparison to its previous 

version SPARC M3. 

The authors of [18]-[19] have proposed a bit-serial 

structure of openMSP430 for energy-constrained sensor 

applications to achieve higher energy efficiency and 

provide energy harvesting capability. The serial structure 

without any ISA modifications results 42% power 

improvement.  

The serial architecture has 1.1X higher clock rate 

while provides 16X lower computation throughput at 

nominal supply voltage which is proper for low-

performance applications. Their proposed serial 

architecture operates in near/sub-threshold region and 

the supply reduction degrades the processor 

specifications and reduces the improvements. 

Authors of [20] proposed a near-threshold processor 

based on RISC-V architecture for low and mid 

performance IoT applications. This processor works 

down to 250mV power supply and consumes 4.5 pJ to 

9.6 pJ per cycle. RISC-V architecture is also used in [20] 

and [22] in a parallel structure to design a processor for 

ultra-low-power applications such as IoT and wearable 

sensing. Power consumption of Parallel Ultra-Low Power 

processor (PULP) proposed in [21] is lower than 12mW 

to process the sensor data for human machine 

interaction. The next PULP processor in [22] is able to 

deliver 2.5 GOPS consuming only 55mW. It is about 38x 

more energy efficient compared to ARM Cortex-M as a 

low power processor working with 0.7V power supply. 

Authors of [23] proposed a many-core processor for 

digital signal processing working in sub/near-threshold 

regime. In this work, a many-core processor is proposed 

using small processing core to achieve higher throughput 

while consuming lower power/energy. They claimed that 

with a negligible hardware overhead, the overall 

processing time for target benchmark applications 

(signal processing domain) is improved by 90% and 

reduced the power consumption by about 30% which 

results more reduction in energy consumption.  

In the next section, we present our proposed simple 

energy efficient processor core in order to achieve 

energy efficiency which consumes lower energy in 

comparison with the literature. In this architecture we 

have used the basic custom core to build a parallel 

architecture and to improve the performance of the 

design. This architecture provides both high throughput 

and energy efficiency at the same time, while to get the 

one, the other has sacrificed in the literature.   

Processor Architecture 

According to our previously published analysis [24], 

using bit-serial structure for designing computational 

units in newer technologies, specifically in sub-threshold 

region leads to less current leakage during computation 

cycles.  

We have also shown that the effect of process 

variations on working frequency is reduced because of 

shorter paths, while achieving mid performance. 

Therefore, we designed a RISC-style serial processor as 

our basic processing element namely ultra-low-energy 

(ULE). ULE has higher energy efficiency in comparison to 

bit-parallel structures and would exploit parallelization 

to improve the computation throughput.  

The proposed architecture is designed to meet the 

variation resilience besides energy efficiency and higher 

throughput.  

Variation resiliency and energy efficiency are 

provided using a simple serial core and higher 

throughput is achieved by massive data level parallel 

structure. The proposed processor can execute the same 

program on different data and this feature highly 

improves the computation throughput. 

In this section, we present our energy-efficient serial 

core including memory organization, controller logic, ISA, 

and encoding scheme. At the second step we will 

describe our proposed parallel structure using the basic 

core.  

The processor architecture is based on Harvard 

architecture with physically separated instruction and 

data memories and signal pathways. We have divided 

the data memory into 128-Byte pages to reduce the 

energy consumption of the memories and also provide 

concurrent accesses to different pages in our parallel 

structure.  

High-level block diagram of the processor as shown in 

Fig. 1, includes instruction memory, data memory (at 

least 128B), and the processing core. 
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Fig. 1: system-level diagram of processor. 

 
We have chosen a RISC-style bit-serial architecture for 

ULE processing core to decrease area and logic depth for 

diminishing process variation effects, and also improving 

energy efficiency. Fig. 2 shows the bit-serial structure for 

an adder unit which utilizes a single-bit full adder in 

combination with a flip-flop to perform addition at 

different clock cycles (SFA). This structure is more area- 

and energy-efficient and less vulnerable to variations in 

comparison to parallel structures [24]. Equations (1), (2) 

depicts the energy consumption(delay × power) of 

parallel and serial structures(respectively) to do the 

same computation considering the variation effects and 

(3) shows the energy ratio for both structures(nominator 

is parallel and denominator is serial) which serial 

structure is 8 times energy efficient. 
 

 
 
Fig. 2: Single-bit full adder (SFA) in combination with a flip flop 

to do n-bit addition sequentially at subsequent clock cycles 
[13]. 

 

Eparallel-8bit = (8 * µ + 3*√8ơ ) * 8 Pfull-adder                           (1) 

ESerial-8bit = 8 *(µ + 3*ơ) * Pfull-adder                                       (2) 

𝐸𝑃

𝐸𝑆
=

8µ+6√2ơ

µ+3ơ
~
8µ+8ơ

µ+3ơ
~8                                    (3) 

where µ is the average delay for a full adder unit (FA) 

and ơ defines the standard deviation of delay for the 

same unit. 

Fig. 3 represents the block diagram of the ULE 

processing core. Data path of the processor includes 

fetch and decode unit, data memory buffer, constant 

register, serial shift register file, ALU, and controller 

units. The fetch unit reads an instruction from 

instruction memory, then the decode unit decodes the 

instruction and generates controlling signals. Data 

memory controller calculates the address of load/store 

including both page and entity addresses, and then it 

activates read/write signal serially from/to data memory 

buffer. Jump shift register is used to save jump address, 

and then this address is transferred to program counter 

(PC) for next fetch as the next instruction address. Jump 

target address would be a direct immediate or register-

indirect address. 

 

 
 
 

Fig. 3: Structure of ULE core. 

 
ALU is designed in a bit-serial structure and input data 

is received sequentially while the previous registered 

carry bit (for add/sub) is used to calculate the next carry 

and sum. Therefore, the result is generated serially one 

bit per cycle and the number of clock cycles to complete 

the operation is equal to the number of bits. Generated 

results are shifted into register file bit by bit and the 

operation is performed using a multiplexer. Fig. 4 shows 

the ALU structure. 
 

 
 

Fig. 4: ALU structure of the CPU. 

 
Serial register file or shift register file of CPU consists 

of eight 8-bit shift registers, which shifts the data to the 

destination address at write-back stage in a pipelined 

manner. The ALU and processor data-path are 

configurable and designed to operate in various data 

widths such as 8, 16 or 32 bits. In this case we have used 

8-bit version by 8 consequent clock cycles for each 

instruction. 
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The RISC-based instruction set architecture (ISA) of 

the CPU is designed based on a simplified instruction set. 

An important parameter in ISA design is the number and 

variety of supported operands. We have chosen2-

operand load-store RISC-style ISA for our proposed 

architecture which is shown in Table 1. The choice of 2-

operand instructions is based on [2] which shows that 

for the representative set of applications, the 3-operand 

choice generates about 10% larger code in comparison 

with 2-operand one. The encoding scheme of 16-bit 

instructions is shown in Fig. 5 and Table 1. The 

instructions set format have five generic fields: I 

(Immediate and condition), Op (operation code), Rd 

(destination register), Rs (source register), and condition 

field. Encoding scheme is defined in a regular structure: I 

and OP sections are available for all 7 instruction types 

and the other parts are specific to the operation and 

operands of each type. For instruction types listed in 

rows 1, 3, 4, 5 and 6 in Table 1, different execution 

modes are provided, which are conditional, 

unconditional and immediate execution. These modes 

can be selected by two bits (as I section) at the beginning 

of instruction encoding. 

 

 
 

Fig. 5: Generic structure format of instructions. 

 
Table 1: ISA Organization. s: sign bit, c: carry, g: greater than, l: lower than, ge: equal or greater than, le: lower than or equal, e: 
equal, ne: not equal. Shift input can be 0 (I0), 1 (I1), s, c. Source register (rs) and destination register (rd) are from the eight 
registers r0 to r7 

 

# Instructions  Code format Structure format 

1 
Add, Sub, And, Or, Xor, Mov, 

Cmp 

(Condition) rd,rs;  rd,rs; 

rd,#Fixed_num; 

 

2 Not rd; (Condition) rd; 
 

3 Shl, Shr 
rd; (Condition) rd; 

rd, shift_Input, #num_shift 
 

4 Load, Store 
rd,[#address_fixed_num]; 

rd,[rs]; 

 

5 Jump 
(Condition) #jump_address; 

#jump_address; 

 

6 Stc, Ldc ;  (Condition); 

 

7 Chp (chpd), Chpi #Page_address; 
 

 

Results and Discussion 
We have synthesized our proposed processor using 

90nm sub-threshold library [24] and estimated the 

power consumption using VCD files at different supply 

voltages ranging from 0.2V to 1.0V. Firstly, we present 

the evaluation results of basic core in comparison to the 

own implemented subliminal processor in 90nm (named 

as SSL2 in figures).  

 
Performance, power, and energy estimations is done 

using FIR and TEA programs [9], [26], [27], [30] as signal 

processing and encryption algorithms which are used in 

different applications.  

Finally, we will present the parallelization results and 

throughput improvements. Fig. 6 presents the 

evaluation flow chart. 
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Fig 6: Evaluation flow chart for proposed architecture and re-

implemented subliminal processor [9] in 90nm technology. 
 

A.  Area 

Table 2 summarizes the area results for our proposed 

architecture in comparison with our implementation of 

subliminal core. This comparison is done through the 

same size of program and data memory for fair 

comparisons. According to this table, with different 

cores and the same memory area, our proposed 

architecture has almost 1% smaller area due to bit-serial 

core structure. The area reduction relaxes the 

parallelization limits to achieve higher 

performance/throughput besides lower die cost. Due to 

bigger memory area in comparison to processing cores in 

both architectures, total area reduction is not 

considerable, however, in contrast, excluding the 

memory area, core area is reduced by 35%. 

 
Table  2: Area results of proposed processor in custom90nm 
CMOS 
 

Architecture Subliminal Proposed DSP [22] 

Total 
Area(µm2) 

242228 240639 248631 

Core 
Area(µm2) 

4540 2951 10943 

 

B.  Power Consumption 

Leakage power in finer technologies and especially in 

near/sub-threshold region plays an important role and 

directly relates to the design area. Proposed architecture 

has lower leakage power due to area reduction. Table 3 

and Fig. 7 present the total power consumption of both 

architectures running benchmark applications at 

different supply voltages.  

According to these results, the proposed architecture 

dissipates 75% lower power in comparison to the 

baseline processor. 

 

 

Fig. 7: Total power consumption of the proposed architecture 
in comparison to subliminal [9]. 

 
Table 3: Powerconsumtion results in custom90nm CMOS 

 

Voltage 
(v) 

Subliminal 
(uW)  

Proposed 
(uW) 

DSP [22] 
(uW) 

1.0 8305 1980 - 

0.6 754 293 200 

0.4 54 31.7 40 

0.3 10.1 8 10 

 

C.   Performance and Throughput 

In the next step, we use different metrics for 

performance evaluation. The critical path delay indicates 

the working frequency as a measure of processor 

performance. Clock per instruction (CPI) is another 

important factor which is useful in conjunction with 

working frequency to figure out the other important 

performance parameters such as instruction latency, 

execution/computation throughput, and application 

latency. Million instructions per second (MIPS) is also a 

well-known parameter to measure the execution 

throughput of any processor. 

Fig. 8 and Table 4 summarize the critical path delay 

and working frequency at different supply voltages in 

comparison to the subliminal processor. Also, the 

required clock cycles to execute each instruction are 

shown in Table 5. Proposed architecture has about 3x 

higher clock rate in comparison to the baseline 

architecture, while more clock cycles are needed to 

execute each instruction. Combining these parameters 

(which is the product of critical path delay and CPI) will 

show that the instruction latency for the proposed 

architecture is almost 2.6xmore than subliminal. For 

example, at 1V supply voltage instruction latency of the 

proposed and baseline architecture is 8.4ns and 3.2ns, 

respectively. 
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Fig. 8: Critical path delay at different supply voltages. 

 
Table 4: Working frequency in custom90nm CMOS (MHz) 

 

Voltage 

(v) 

Subliminal 

[9] 

Proposed DSP [22] 

1.0 345 1000 350 

0.6 125 377 130 

0.4 33 97 40 

0.3 9 25 15 

 
Table 5: Performance results (CPI) 

 

 Subliminal 

[9] 

Proposed DSP [22] 

CPI FIR TEA FIR TEA FIR 

1.2 1 6.5 10.3 1.070 

Average 1.1 8.4 1.070 

 

Considering instruction latency, Table 6 and Fig. 9 

summarize the MIPS results for both architectures.  

According to these results, proposed architecture is 

capable of providing demanding performance.  

 

 
 

Fig. 9: Throughput vs supply voltages for both architectures. 

 
Table 6: Performance results in90nm CMOS (MIPS) 

 

Voltage (V) Subliminal Proposed 

1.0 337.5 110.6 

0.6 122.3 39.8 

0.4 32.6 9.9 

0.3 8.9 5.1 

D.  Energy Consumption or Power-Delay Product 

Energy consumption is another important metric to 

be considered in energy-constrained systems. It is 

important to know that higher performance improves 

energy efficiency due to dominant effect of leakage 

power in newer technologies especially in near/sub-

threshold regions. Therefore, a system with lower power 

consumption and higher performance could be more 

energy efficient in comparison to a system with lower 

power and lower performance. 

Energy per instruction is a common parameter for 

comparing two different architectures, which is the 

product of instruction latency and total power 

consumption. Furthermore, total energy dissipation of 

application is another important factor which indicates 

the processor efficiency. Fig. 10 shows the energy per 

instruction of both architectures in average for FIR and 

TEA applications at different supply voltages. Table 7 and 

Table 8 summarize the energy per instruction and total 

energy consumption of both processors at different 

supply voltages.  
 

Fig. 10: Total energy consumption of proposed architecture in 
comparison to subliminal. 

 

Table 7: Energy per instruction (pJ) in custom90nm CMOS 
 

Voltage (V) Subliminal [9] Proposed DSP [22] 

1.0 25 16.4 - 

0.6 6.2 2.8 3 

0.4 1.7 1.1 1.2 

0.3 1.2 2.3 0.8 

 
Table 8: Total energy dissipationin custom90nm CMOS (nJ) 

 

Voltage (V) Subliminal [9] Proposed DSP [22] 

1.0 2070 1678 - 

0.6 493 200 270 

0.4 130 85.5 130 

0.3 93 43.6 70 
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According to the results, in average, the proposed 

architecture has 30%lower energy per instruction and 

also 20% lower total energy consumption at 1V. The 

improvement would be even better at lower supply 

voltages. 

E.  Variations Analysis 

As mentioned previously, the effect of process 
variations in newer technologies has grown and should 
be considered in design time to boost demanding 
performance and energy efficiency. Since shorter paths 
means higher working frequency and lower performance 
loss, due to process variation, the proposed architecture 
suffers almost 60% less than subliminal in terms of path 
delay. Fig. 11 shows the delay variation of both 
processors at 1V and 0.4V supply voltages in 
comparison.  

This reduction also reduces performance loss and energy 

overhead. The mean (µ) and standard deviation (σ) of 

path delay distribution for the proposed architecture 

(normalized to the delay distribution of the baseline 

processor) at different supply voltages are presented in 

Fig. 12 and Fig. 13. According to these figures, the 

proposed architecture has more compact delay 

distribution and higher working frequency and these 

differences are far in higher voltages which is compatible 

with the results of Fig. 11. Due to lower power 

consumption, the proposed architecture is capable to 

operate in higher voltages with the same power 

consumption to achieve higher working frequency and 

reduce the performance difference in comparison to the 

subliminal. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 12: Average delay (µ) parameter of critical paths 
normalized to proposed design. 

 

 

 
 

Fig. 13: Standard deviation (σ) parameter of critical paths 
normalized to proposed design. 

 

 
Fig. 11: delay distribution for a) 1V and b) 0.4V. 
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F.  Parallelization 

The results show that the proposed processor has 

smaller area and lower cost besides higher energy 

efficiency, lower performance, and lower energy 

overhead in case of process variation. On the other 

hand, the proposed core provides similar performance 

compared to baseline processor. Achieving higher 

performance/throughput could be provided by 

parallelizing energy-efficient basic structure. Utilizing 

serial data-path of basic core in SIMD parallel structure 

enables the processor to run the same instructions on 

different data. Using paged data memory provides 

parallel access to data blocks without any contention 

and access overhead. Fig. 14 shows the proposed 

parallel architecture utilizing the energy-efficient basic 

core. This parallel structure is capable of achieving 

higher throughputs accordant to application demands. 

Exploiting data level parallelization reduces the 

dependency between different processing lanes and 

reduces the complexity. Therefore, the proposed parallel 

structure could deliver higher performance besides 

energy and cost efficiency. 

The proposed parallel architecture is organized to use 

the controlling part of each lane as a common shared 

unit which is known as shared part in Fig. 14. This unit 

decodes the instructions and manages the processing 

lanes with proper controlling signals. Processing unit and 

other resources such as register file, address and data 

buffer (for accessing data memory) are isolated for each 

lane known as private parts (Fig. 15). The parallel 

architecture is optimized to reduce the parallelization 

overhead and keep energy efficiency besides higher 

throughput. 

 

 
 

Fig. 14: SIMD processor architecture.  

Table 9 summarizes the performance results of 

parallel SIMD structure using basic data-path with 

different parallelization degree. In this table, the 

candidate architectures working at 0.4V and 

performance results at this voltage are listed for 

different processors (except for Synctium I which is 

functional above 0.53V). It is important to know that we 

have considered the proposed simple core to work with 

the same frequency as proposed SIMD version and the 

parallelization overhead is considered in single core 

structure. 

 

 
 

 Fig. 15: Private parts of each SIMD lane. 

 

Table 9: MOPS results for candidate processorsat 0.4V. 
 

Processor Technology 
(nm) 

Energy per 
instruction 

(pJ) 

Throughput 

(MOPS) 

Freq. 
(MHz) 

Subliminal [9] 90 1.7 19 33 

Proposed 90 1.1 9.5 97 

8-lane proposed 
SIMD 

90 2.75 76 97 

TamaRISC-CS 
[10] 

90 5 0.8 0.11 

Synctium-I [12] 45 165 680 85 

Many-Core [22] 90 0.8 - 40 

 

Taking an analytical look at performance results may 

lead to superiority of subliminal [9] running at lower 

supply voltages in comparison to the proposed core with 

higher supply voltage, which consumes lower power 

while providing similar performance with small loss. At 

the other hand, due to multi-cycle completion of 

instructions in proposed core, process variations have 

more effects on the proposed core according to 

accumulative manner of variation in timing in 

consecutive cycles. The conclusion is correct for single 

core design without considering the parallelization. We 

have designed the underlying energy efficient core to 

utilize in parallel structure. Then it is important that the 

goal of basic core is to reduce the energy consumption 

and the duty of parallel structure is to increase the 

performance with smaller overhead. Trying to use the 

subliminal in a parallel structure needs more hardware 

overhead and the energy requirements will grow in 

parallel structure. Due to energy efficient basic core, 8-

lane proposed SIMD only consumes energy less than 2x 

of subliminal while providing 4x more performance. in 
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order to achieve the same performance using 4 

subliminal cores in parallel structure, the processor will 

consume energy 2.5x more than proposed SIMD core. 

According to the performance results for the 

proposed and baseline processors (listed in Table 9), the 

proposed architecture provides higher computation 

throughput while consuming lower energy. On the other 

words, performance loss and energy overhead due to 

process variation is reduced. Massive parallel structures 

such as GPUs and systolic arrays have bright future for 

applications with high performance and low energy 

demands such as multimedia applications and specially 

hand-held and portable devices. Enabling partial power 

gating for each lane provides more flexibility for these 

architectures to support wider applications from low to 

high performance requirements. 

Conclusion 

Recent technology advancements help the designer 

to achieve higher performance realizing complex SoCs. 

Despite performance improvements, feature size scaling 

has made the power/energy consumption more 

challenging and process variation has intensified the 

crisis. 

In this paper, we have proposed area and 

energy/power efficient bit-serial processor architecture 

which delivers acceptable performance. On the other 

words, the performance loss due to process variation is 

reduced by 60%while consuming 35% less energy. The 

proposed core exploits RISC ISA with serial structure to 

reduce power/energy consumption and increases energy 

efficiency. Furthermore, shorter paths improve 

performance at the presence of process variation, and 

reduce performance loss due to fluctuations. 

Higher performance/throughput is achieved using 

parallel structure and banked memory organization. 

Using the proposed parallel structures dramatically 

improves energy efficiency besides cost and 

performance improvements. 

It is important to note that when talking about ultra-

low-power/energy and near/sub-threshold computation, 

there are similarity between 90nm and up-to-date 

technologies (below 10nm) in the ratio between static 

and dynamic power/energy consumption and sensitivity 

of the design to any change in path delays. Employed 

design techniques in sub-threshold regime for 90nm are 

applicable for newer technologies due to mentioned 

similarities.  
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DSP Digital Signal Processor 

ISA Instruction Set Architecture 

FFT Fast Fourier Transform 
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 Background and Objectives: The area of enterprise architecture 
encompasses various domains, the most complicated of which concerns 
developing enterprise business architecture. Although many state-of-the-art 
enterprise architecture frameworks describe the architecture by abstract 
levels, they still fail to provide accurate syntactic and semantic descriptions. 
Several previous conducted studies were looking for different objectives 
elaborated on modeling enterprise architectures. However, none of those 
studies tried to develop a modeling that generates test cases which would 
later be used for validation and/or verification. Therefore, the main 
contribution of this study is generating a set of test cases based on the 
descriptions yielded from enterprise business processes in early steps; then, 
the amount of later reviews and changes can be significantly lessened. 
Methods: Following the objective of accurate validation and/or verification 
of the enterprise business processes within an enterprise's architecture 
development, this paper proposes a new method based on the enterprise 
architecture design. Throughout the iterative cycle of the proposed method, 
initially, the enterprise goals will be extracted based on the TOGAF 
framework. Afterwards, it will be subjected to syntactical modeling based on 
the Archimate language. Then, semantics will be added to the syntactic 
model of the enterprise business processes based on the WSMO framework 
and formalize manually to B language by using defined transition rule. 
Therefore, in order to discover test cases, a set of test coverage will be tested 
on the formal model.  
Results: The proposed method has been implemented in the marketing and 
sales department of a petrochemical corporation, where the results show the 
validity and also the effectiveness of the method. Based on the 
implementation of our method on the selected case study, the details of the 
business process have been defined based on an enterprise level, the level of 
abstraction is decreased by syntactic and semantic modeling of enterprise 
architecture description, the formal descriptions created using the proposed 
transition rules for sampling. 
Conclusion: The proposed method starts from the goals of enterprises; 
therefore, the output samples are efficiently precise. By adding semantics to 
the syntactic models of enterprise architecture, the degree of abstraction has 
been decreased. By creating a formal model, the model can be subjected to 
sampling. For future work, it is suggested to use the proposed method for 
the automatic generation of codes. 
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Introduction 

Enterprise architecture is a comprehensive integrated 

approach that separates and analyzes an enterprise in

 
various aspects and objects from an engineering, but IT-

based point of view, to acquire a better understanding of 
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the entire structures and elements of an enterprise, as 

well as the forms in which they are connected. Currently, 

there are multiple enterprise architecture frameworks 

available worldwide, all of which provide a highly 

abstract description of an enterprise architecture [1]. In 

this context, one of the most deployed among those 

frameworks is the TOGAF, which is based on an iterative 

development method known as ADM [1]. Based on the 

TOGAF framework, every enterprise architecture is to be 

shaped of four domain layers known as the business, 

data, application, and technology architecture layers [2]. 

Software testing is a critical and costly process in the 

Software Development Lifecycle. In fact, a considerable 

portion of the cost of producing reliable software is 

associated with this process phase [3], [4]. Nevertheless, 

if one can generate a set of test cases based on the 

descriptions yielded from enterprise business processes 

in early steps; then, the amount of later reviews and 

changes can be significantly lessened. This is the main 

idea behind of later steps in this paper. 

Several previous studies following different objectives 

tried to model enterprise architecture [1], [5]-[9], [11]-

[24]. However, none of those studies elaborated on 

modeling to generate test cases for the purpose of 

verification and/or validation. The main issues addressed 

by this paper is how to start from the enterprise level, 

get benefited from the enriched descriptions yielded for 

enterprise business processes, move to generate proper 

syntactic and semantic models of the descriptions, and 

generate prioritized test cases from the well-established 

models to come up with samples to be used for 

verification and/or validation. 

Based on what aforementioned, we may cope with 

two main challenges: 

A) Syntactic and semantic modeling of the 

enterprise business processes. 

B) Generating proper test cases using the syntactic 

and semantic models. 

Compared to previous studies, innovation in this 

paper is as follows: 

• Starting from the enterprise level (vision, mission 

and goal) to get descriptions of the enterprise 

business process.  

• Reducing the level of abstraction in architectural 

descriptions using syntactic and semantic 

modeling. 

• Enabling model sampling using formal transition 

rules. 

 Later on, in the next section the related studies 

would be reviewed, and once the proposed method is 

explained, it would be implemented in the form of a case 

study for further evaluation purposes. Finally, this paper 

ends up with the proposed method conclusions and 

further suggestions for future works. 

Review of Literature 

A.  Syntactic and Semantic Description of Enterprise 
Architecture 

Several studies have tried to provide syntactic and 

semantic descriptions of enterprise architecture, while 

each of them used the descriptions for a specific 

purpose. 

In [1], Zhou et al. to identify, classify, analyze, and 

evaluate existing methods for EA visualization, reviewed 

the research papers on EA visualization systematically. 

They selected and analyzed 112 research papers, and 

then they categorized them according to their purposes. 

In none of the studies reviewed in this study, the issue of 

modeling with the aim of generating test cases has been 

addressed. In [5], Bouafia  and Molnar defined the basics 

concepts of EA and the purpose and utility of an EA and 

its place in the IS environment are discussed. The 

approach presented provides a formal way to use the 

mathematical analytic methods for exploring 

misalignment based on different concepts and relation 

between them. In [6], Hinkelmann et al. believe that 

modeling for humans is different from modeling for 

machines. They proposed a combined approach that 

would be suitable for both humans and machines. In 

order to create a graphical modeling language, a 

graphical symbol was designed for each ontology. 

However, the perspective proposed in this research is to 

be known as general and not pertaining to any specific 

domain, particularly while someone is seeking a test case 

generation solution at this level. In [7], Babkin proposed 

a method for detecting any logical paradoxes in 

enterprise architecture models that works under the 

approach of model checking (verification) in the business 

process model. Babkin’s study uses the ArchiMate 

language and the MIT Alloy Analyzer tool to describe 

enterprise architecture and to analyze model limitations, 

respectively. Furthermore, the study has also developed 

an editor module that translates enterprise architecture 

models to the MIT Alloy Analyzer system’s language. The 

main drawback of this model may be its failure to 

support semantics, whilst the major effort was mainly on 

model consistency check and syntax matters among 

models. In [8], Caetano attempted to address three 

major issues. The first one was about how to use 

ontology to present enterprise models; the second one 

was how to use ontology to integrate enterprise models; 

and the third one was how can use semantic computing 

techniques to analyze integrated enterprise models. He 

stated that the main challenge should be on the 

determination of mapping function among different 

schemas. Sometimes based on the extent of semantic 

difference among various schemas, it may become 

virtually impossible to select a mapping function. This 

study stated that a conceptual model could be 
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determined via three components, namely as the 

subject, the interface, and the object. Through this 

method, the concepts underlying each of the model 

components would be described in an ontological 

fashion. The main drawback of this research is its focus 

on semantic modeling where sampling is ignored. In [9], 

Hinkelmann et al. proposed a combined modeling 

approach for convergence between business and 

technology. The authors used enterprise ontology 

proportional to BPaaS concepts. It is noteworthy that 

OMiLAB LifeCycle backs the development of the BPaaS 

design environment. The authors believed that the 

BPaaS ontology is the format of ArchiMEO ontology [10]. 

The study has expanded various models with different 

algorithms and mechanisms of semantic transformation 

to connect graphical models to the BPaaS ontology. The 

main pitfall here is deployment area if the proposed 

method for other cases is not considered by authors. In 

[11], Gokalo believes that the complexity of enterprise 

architectures is the reason that manual analysis seems to 

be impossible, and so he proposed using descriptive logic 

along with ontology. This study categorized inferential 

activities into five main groups: subscription, sample 

inspector, relation inspector, compatibility of concepts, 

and compatibility of the database. Each of the 

mentioned activities was being described by a different 

descriptive logic also with varying descriptive 

capabilities. The study used OWL to provide a high-level 

description of the meta-model. Using the stated 

descriptive logic, concepts relating to the elements and 

the relationships among them had been described in 

ArchiMate. However, still no sampling capability is 

available in this method. In [12], Chen et al. suggested 

that semantic technology should allow different datasets 

extracted from different data sources in enterprise, to be 

later integrated into an EA repository, and would 

prepare the basic information required for decision 

making corresponding to the outlook of the information 

systems at hand. In addition, enterprise architecture 

frameworks such as the TOGAF produce meta-models to 

be used as guides for generating EA repositories. 

Considering this content, the authors defined a process 

for generating SEAM repositories. Furthermore, the data 

have been subjected to ontology and related to the 

enterprise architecture. SEAM focuses on modeling the 

dependencies among the business, information systems, 

and IT infrastructures. However, still no sampling 

capability is available in this method. In [13], Hinkelmann 

et al. developed a framework intended to make a 

balance between technology and business. Model-based 

engineering is presented either as a graphical or as a 

formal model. Enterprise architecture frameworks solely 

display a general schema of the enterprise architecture 

and its structures and elements, while in some cases 

such as the Zackman framework, there is a lack of any 

specific modeling instrument. As a result, such 

frameworks cannot be used as a tool for decision 

making. The study assumed that no language can 

provide a formal description of an enterprise 

architecture definition since a perfect modeling language 

is the one that encapsulates the three components of 

syntax, semantics, notations, and symbols. 

B.  Generating Test Cases Based on Enterprise 
Architecture Description 

An important debate pertaining to the domain of 

software testing includes generating test cases which are 

normally generated in different forms from various 

software models. In the following, previous studies 
related to this domain are to be discussed. Since the 

present study focuses on enterprise business processes, 

we will only discuss the studies that fall into this 

category. 

In [3], Sharma et al. identified various factors 

affecting related aspects of software testing process and 

therefore the impact of ontology has been observed in 

the testing and analyzed. They believe that such an 

elucidation is significant for having knowledge-oriented 

verification and validation and the wide adoption of 

ontology helps the domain in manifolds. In [14], Yazdani 

et al. present a model-based approach to automatically 

generate test cases from business process models. They 

first model business processes and convert them to state 

graphs. Then, the graphs are traversed and transformed 

to the input format of the "Spec explorer" tool that 

generates the test cases. The limitations of the proposed 

algorithm is that it works only for well-structured 

processes and if the input process is not well-structured, 

it cannot define states correctly and it so captures invalid 

paths. In [15], Zhang et al. developed a tool for the 

automated generation of test cases based on 

descriptions. Their study used preconditions and post-

conditions to produce formal descriptions. Their method 

was thoroughly based on programming which was 

unusable for sets containing infinite elements. In [16], 

Ajay et al. used the activity diagram for the automated 

generation of test cases. In their method, an activity flow 

table was established based on the activity diagram, and 

then based on the former table, an activity flow graph 

will be yielded. In addition, their study used the Genetic 

Algorithm to generate a set of optimal test cases. It is 

noteworthy that their method generates the set of test 

cases according to the structure of the activity diagram 

via selecting different paths within it. In [24], Bures et al. 

created a tool named PCTgen which automatically 

generated a set of test cases to check a workflow. Unlike 

previously presented methods, this method assumed 

that there were no UML documents available. To this 

end, a directed graph will be used to signify the 
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workflow. The test cases generated through this method 

are resulted solely from the sequence of activities 

existing in the work flow, irrespective of semantics.  

C.  Motivation of the paper 

Investigating the previous studies led us to the 

conclusion that although many studies have tried to 

generate semantic models of enterprise architecture, 

but none of them, have adopted the approach of test 

case generation with the aim of verification and/or 

validation using syntactic and semantic models. 

Therefore, considering enterprises objectives and 

missions, we intend to generate proper test cases for 

further use in the system through a new method known 

as "Semantic Enterprise Architecture Oriented Test Case 

Generation for Business process ", which is based on the 

views relating to the TOGAF and model checking of a 

formal model of syntactic and semantic modeling. 

The Proposed Method 

The overall framework of the proposed method is 

based on an iterative cycle, which is derived from the 

Architecture Development Method of the TOGAF, which 

itself is a stepped iterative process. The proposed 

method doesn’t elaborate on the transition from the 

existing status of the enterprise to the desired status; 

rather than, in this method, the only input is the 

architecture of the desired status which will be further 

developed via an iterative cycle. The overall framework 

of the proposed method is presented in Fig. 1. 
 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 1: The overall framework of the proposed method. 

A.  Receiving the Enterprise Architecture’s Description 

Based on the TOGAF’s view, the entire business 

processes of an enterprise are rooted and validated in its 

objectives and missions. At this phase, we will start from 

the enterprise-level objectives and missions to reach the 

enterprise business processes. In the meantime, it is 

assumed that the descriptions have been received from 

the domain experts. It is worthy of mentioning that the 

mentioned descriptions have been provided in an oral 

and/or semi-documented unofficial manner, and hence 

could not be directly subjected to sampling. 

B.  Syntactic Modeling 

Each model depicts a part of the reality, but a single 

model alone cannot express all the realities by itself. 

Since the received (input) descriptions are oral and/or 

semi-documented and unofficial, at this phase, the 

products of TOGAF will be generated using the 

ArchiMate [17]-[20] language and according to the 

received data. Since the present paper focuses on 

enterprise business processes, we will only elaborate on 

the required products corresponding to the TOGAF and 

the business architecture layer. 

The steps involved in syntactic modeling are 

described in Table 1, as displayed in Fig. 2. 

 
Fig. 2: Steps involved in syntactic modeling. 

At the first step, we determine the goals and their 

respective hierarchies of details based on the extracted 

descriptions. For each goal, an enterprise face certain 

requirement. At the second step, we define respected 

requirements of goals. In order to meet the expressed 

requirements, one or more proper solutions will be 

proposed. At the third step, solutions proportional to 

different requirements will be determined. At the fourth 

step, to provide an overview that traces essential 

elements to be built or revised from goals through to 

components, we create a business footprint model. The 

Footprint is a complete collection of process, data, 

application, business unit, and business objective that 

validates a capability as in TOGAF and finally at the fifth 

step, to model the entities identified in a business 

process and the relationship among them, the business 

entity model is created. 

C.  Semantic Modeling 

Syntactic models are unable to cover the entire 

knowledge pertaining to an enterprise alone. Additional 

data required to describe a model and should be 

expressed in the form of business rules. These rules are 

either defined by the process, or by the entities existing 

in a process. To this end, it would be necessary to 

provide a semantic description of the enterprise 

business processes. The algorithm used for semantic 

modeling has been illustrated in Fig. 3. Nevertheless, we 

use the semantic modeling process by concepts involved 
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in WSMO [21]-[27]. This is because of the capability of 

WSMO as a semantic modeling language compliant with 

the aims of this paper. 

For semantic modeling of an enterprise business 

process, at the first step, the business entities are 

semantically modeled to determine the ontology of 

business entities by specifying the name, attributes, 

types, and constraints on each entity. At the second 

step, we use axioms to express the rules governing a 

business process, and finally, at the third step, for 

modeling the goal of a business process, we use the Goal 

concept in WSMO to express the goal of an enterprise 

business process. 
 

 
 

Fig. 3: Steps in semantic modeling. 

D.  Creating the Formal Model 

Since semantic models developed with the WSML 

language [21] cannot be subjected to sampling, in order 

to provide the required conditions for sampling, at this 

step, a formal model that can be subjected to sampling 

will be generated from the description. In order to 

express the description in a formal sense, the B language 

[28], [29] will be used. The reason by which the B 

language is selected for use in the proposed method is 

that the target description is based on the Abstract State 

Machine model. Similarly, description B is also based on 

the abstract state machine. Language B is equipped with 

suitable supports for validating and checking the model; 

therefore, the model created using the B language will 

be adequately suitable for sampling at the next phase. 

We have defined a set of rules to transform semantic 

descriptions from WSML language to the B formal 

language. The description generated in WSML language 

contains two major parts, the first being the ontology of 

concepts, and the second being goal description. 

    I)  Rules of Ontology Transformation 

Ontology is the main part of WSMO and comprises 

three parts: the header, concept, and rules. The 

following rules are abided, while transforming into the B 

language. 

Rule 1: Transforming the Ontology Header. 

The header is comprised of several parts of the name, 

imports-ontology, mediator, and non-functional 

properties. However, since the sections of mediator and 

non-functional properties are ineffective, they won’t be 

used in transformation. To this end, according to the 

relation (1) in Table 1, the transformation of machine B 

will be executed under the same name given to the 

defined ontology. 

Rule 2: Transforming the Imports-ontology in the 

ontology. 

If a specific ontology is added to the header, it will be 

added to the machine in the INCLUDES section according 

to relation (2) in Table 1. 

Rule 3: Transforming Concept names in the Ontology. 

The concepts in a WSMO ontology are transformed to 

sets in a B machine in the SETS section. The deferred sets 

in B usually declare the sets.  A deferred set is one that is 

not initialized at the time of the set declaration. 

However, the explicit initialization of a set is represented 

by the initialized set. The set initialization can also be 

used to map the inheritance of the concepts. A concept 

with multiple sub-concepts can be transformed as the 

initialized set with elements representing its sub- 

concepts. 

A concept comprises three sections, namely the 
name, attribute, and (attribute) type. Concepts are 
transformed into language B using relation (3) in Table 1. 
In this sense, the concept’s name will be transformed 
into a set’s name (in capital letters) in the SETS section. It 
is noteworthy that these sets will not be primarily 
quantified during defining. 
Rule 4: Transforming the Attributes of Ontology 

Concepts. 

The attributes of a concept in a WSMO ontology are 

transformed using the B relations. An attribute of a 

concept is transformed as a relation over the set 

representing the concept and the set representing the 

type of the attribute. Such relations are defined in the 

INVARIANT section of the B machine. The attribute of a 

concept is defined as a variable for defining this 

relationship. 

The attributes will be transformed into the B language 

in the form of relations and based on relation (4) in Table 

1. It is worthy of mentioning that the attributes will be 

defined in the VARIABLES section of the machine. 

Rule 5: Transforming the Attribute Types of Ontology 

Concepts. 

Attribute types are defined as a relation from a set 
representing the concept to a set representing the 
attribute type. These relations are defined in the 
INVARIANTS section of the machine based on relation (5) 
in Table 1. The type of a variable can be one of the main 
defined types or the types added to the machine in the 
imports-ontology section. 
Rule 6: Transforming the Rules of Concepts. 

Rules are constraints expressed in a logical form. In 

WSML language, rules are added in different sections 

under the name of axioms in order to show a restriction. 

For mapping, it is necessary to transform the mappings 

between the operators from WSML to B language. Using 

the mappings between different operators that 

Semantic 
modeling of 

business 
process 
entities

Semantic 
modeling of 

business 
process rules

Semantic 
modeling of 
the Goal of 

business 
process 
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expressed in the Table 2, rules can be transformed into 

the B language. It is noteworthy to mention that axioms 

will be written in the INVARIANT section of the machine. 

 
Table 1: Rules of transforming the ontology from WSML to B 
language 
 

Relation Relation Transformation Rule 

Header name 
Transformation 

Ontology(ontology-name)- > 
MACHINE(ontology-name)Machine 
(1) 

Imports-Ontology 
Transformation 

Imports-Ontology(ontology-name)-
> INCLUDES(ontology-name-
Machine) (2) 

Concept Name 
Transformation 

Concept(name)-> cap(name) in 
SETS (3) 

Concept Attributes 
Transformation 

Concept(Attribute)- > var in 
VARIABLES (4) 

Attribute Type 
Transformation 

Attribute(Type)- > VARIABLES(var) : 
SETS(concept) < - > Type  (5) 

 
Table 2: Transforming the operators from WSML to B language 
 

Description WSMO operator B operator 

Conjunction And & 

Disjunction Or or 

Negation Neg, naf Not 

Universal 
quantifier 

For all !x 

Exist quantifier exists #= 

Equality =, :=: = 

Inequality != /= 

Implication Implies, ImpliedBy => 

Reverse 
implication 

ImpliedBy => 

Membership memberOf : 

Typing ofType, impliesType : 

Inheritance subConceptOf :> 

 

    II)  Rules of Goal Transformation 

The goal shows the system’s behavior and 

performance in the user’s view. A goal’s description 

includes three parts, namely as header, capability, and 

interface. 

A goal specification G is defined as a 3-tuple G = (H, I, 

C), where H is a goal header, I is a goal interface 

specification, and C is a goal capability. Below we 

describe the mapping in the same order. 

Rule 1: Transforming Goal Header. 

The header of a WSMO goal Specification consists of 

names, imports-ontology, mediator, and non-functional 

properties. Since they do not affect the non-functional 

and the mediator, we do not use them in 

transformation. As shown in relation (6) in Table 3, the 

goal declaration is transformed to a B machine 

declaration by the MACHINE statement. Note that the 

symbol "->" denotes the "is transformed to" statement. 

This means that the goal declaration is transformed to 

the machine declaration in the translated B machine. 

The naming convention is to use the name of goal 

Specification, with the suffix "Machine". 

Rule 2: Transforming Goal Imports-ontology. 

An ontology imported in a goal Specification using the 

imports-ontology makes all the ontology concepts and 

instances visible to the goal Specification as if they were 

included. Therefore, the imports-ontology statement in 

goal specification is transformed using the INCLUDES 

statement in the B machine that also makes the included 

machine visible and accessible in the including machine. 

The B machine representing the ontology is imported 

using the INCLUDES statement in the B machine 

representing the goal Specification. This is shown in 

relation (7) in Table 3. 

Rule 3: Transforming Goal Capability. 

Capability is determined with four parameters namely 

the precondition, assumptions, post-condition, and 

effects. Each of these parameters is a set of axioms, 

therefore using the previously mentioned rules for 

transforming axioms; they will be transformed into the B 

language via the rules stated in Table 2. 

Rule 4: Transforming Goal Interface. 

In describing the interface, the parts "signature" and 

"transition rule" are of importance. States are sets of 

concepts used in describing the interface. In WSMO, 

states are based on ASM with the variables in the B 

machine functioning in a similar way. 

Suppose SSIG is the set of states used in the 

description of the interface, and VAR is the set of 

variables defined in machine B. in this sense, while 

mapping the states, according to the relation (8) in Table 

3, the set of states will be defined in the variables 

section. In contrast, their types will be signified in the 

INVARIANTS section. 

Rule 5: Transforming the Rules of Goal Interface 

Transition. 

Suppose that T (G) is the transition rules defined in 

the target description, and OP(M) is the set of 

operations defined in machine M. In this case, all 

transition rules will be mapped into an operation in the 

machine using the relation (9) in Table 3. 

Rule 6: Transforming the Inputs and Outputs of Goal 

Interface Transition Rule. 

An operation is specified with a name; input values, 

and return values. According to relation (10) in Table 3, 

the name of the transition rule will be mapped into the 

operation name while the input parameters and return 
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values of the transition rule will be mapped into 

operation input parameters and operation return values, 

respectively. 

 
Table 3: Rules of transforming the goal from WSML to B 
 

Relation Transformation Rule 

Transforming 
Goal header 
name 

Goal(Goal-name)-> MACHINE(Goal-
name)Machine (6) 

Transforming 
Goal imports-
ontology 

Imports-Ontology(ontology-name)-> 
INCLUDES(ontology-name-Machine) (7) 

Transforming 
Interface States 

Interface(SSIG)-> Machine(VAR) 
Type(SSIG)-> VAR : SETS(concept) < - > 
Type (8) 

Transforming 
Transition Rules 

T(G)- > OP(M) (9) 

Transforming 
the Inputs and 
Outputs of 
Transition Rule 

Tri- > Opi 
 Tri(in-concept)= Opi (inArg) ^ 
Tri(out-concept)= Opi (retype)  ^ 
Tri-name = Opi-Name (10) 

E.  Generating Samples from the Formal Model 

Once the formal model is generated in B language, it 

will be subjected to sampling to generate test cases, to 

which end the method of Model Checking will be used. 

The mentioned method is usually used to study the 

validity and reliability of state-based formal models. By 

this method, firstly, a set of traps for formal descriptions 

are set and subsequently added to the assertion section 

of formal description; then, the model will be checked. A 

negative trap is a test predicate obtained through 

various criteria of test coverage. The model checker 

searches through different system states for a state in 

which the assertion is contravened.  

We use ProB [30] for model checking and generating 

test cases. The reason for using ProB is that:  first of all, it 

is fast and automatic; second, it applies a perfect 

mechanism on the formal description to find 

contravention instances, and also checks the entire 

states space; and third, it is suitable for state-based 

descriptions. The steps involved in this section are 

shown in Fig. 4. 

 

 

Fig. 4: The flowchart of generating samples from formal model. 
 

    I)  Obtaining a Trap from Formal B Descriptions 

The present paper uses the two criteria of boundary 
condition coverage and modified condition decision 
coverage to cover the formal descriptive model. 
Boundary condition coverage efficiently tests relational 
phrases, while modified condition decision coverage 
elaborates on testing predicates and logical phrases. 

The traps are obtained based on formal descriptions 

and criteria of test coverage which are added to the 

assertion section of the description. 

 
The Boundary Value Testing method tests the 

system’s behavior on the boundary of a variable. 
In order to obtain the traps from the MCDC coverage 

criterion, a logical phrase containing atomic parts will be 
tested by n+1 test cases. The steps involved in the 
process of extracting traps from this coverage criterion 
are described as follows: 
1- Determining logical conditions from various parts of 

the description. 

Input •Formal description in B language

Step1

•Querying logical phrase for MC/DC coverage
•Querying insert conditions for insert condition coverage

Step2
•Obtaining test predicates

Step3
•Complementing predicates and setting traps

Step4
•Describing traps in B language

Step5

•Adding the traps to the assertion section of formal 
description

Step6
•Activating ProB model checker

Output
•Generated output samples
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2- Obtaining test predicates for logical phrases 
through the application of a table-based method.  
3- Complementing the entire test predicates and 

obtaining the traps. 
Afterwards, the obtained traps will be added to the 

assertion section of the description. 
Once created, the traps will be consecutively added; 

then, the model checker will be activated. Since the 
traps are added to the ASSERTIONS section, we will 
request the checker to check the model for the defined 
assertions. If the descriptive model is valid, the checker 
will run into an error. The steps involved in trap 
calculation using MC/DC coverage are displayed in Fig. 5. 

 
 

 
 

Fig. 5: Steps for trap calculation by using MCDC coverage. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

F.  Reviewing and Evaluating 

Based on the views expressed in the TOGAF, 

developing an enterprise architecture is a gradually 

iterative process. At this phase, in case of a need for a 

change, the evaluation will be made, and the 

corresponding cycle of the proposed method will be 

iterated. 

Implementing and Evaluating 

In order to evaluate the efficiency of the proposed 

method, we deployed it in the marketing and sales 

department of a petrochemical corporation as a good 

case study.  

In the following, firstly, the case study will be 

described, and afterwards, the details and results of the 

implementation of each section of the proposed method 

will be studied. 

A.  Description of the Case Study: Petrochemical 
Corporation 

The vision of this corporation is to become the most 

well-known producer and distributor of isocyanate in the 

entire Middle-east.  

The studied corporation uses nitric acid and gases 

such as chlorines, carbon monoxide, hydrogen and 

toluene to produce high-quality basic petrochemical 

products such as various isocyanates which are of a 

higher added value and also to distribute these products 

in domestic and foreign markets. 

The goals of the marketing and sales department of 

the studied petrochemical corporation have been shown 

in Table 4, using well-known format of the Balance Score 

Cards technique. 

 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4: The marketing and sales department goals  

Aspect Goal1 Goal2 Goal3 Goal4 Goal5 Goal6 

Financial 
Aspect 

Development 
of income 

opportunities 

Increased 
domestic sales 

Increased 
income 

Increased 
exports 

  

Customer 
Aspect 

Being satisfied 
by sales staff 

Customer 
loyalty 

Being satisfied 
by the sales 
mechanism 

   

Processes 
Aspect 

Development 
of marketing 

for new grades 

Variability of 
customers 

Development of 
the 

communication
s process 

Improving the 
process of 

development of 
major and 

regional market 
studies 

Development 
of 

mechanisms 
for improving 

customers’ 
loyalty 

Development 
of 

relationships 
with the 

global pricing 
centers 

Growth and 
Learning Aspect 

Promoting the 
personnel’s 

knowledge and 
skills 

Improving the 
sales 

mechanism, 

Development of 
knowledge 

management 

Increasing the 
contacts 

between the 
sales and other 
Departments of 
the enterprise 

Creating a 
database and 

promoting 
integrated 

Documentation 
and data bank. 
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B.  Syntactic Modeling of the Case Study 

Syntactic modeling of the descriptions has been 

carried out using the ArchiMate language and the 

software of Modelio V.7.0. In the following, the steps 

involved in syntactic modeling, as well as the outputs of 

each section, will be described. Afterwards, 

implementing the details of the proposed method will be 

discussed in terms of a process aspect. 

    I)  Modeling the Vision Layer 

To provide a full vision that can be used to scope all 

the work area, the vision phase uses initial schemas of 

an essentially informal nature. These artifacts are very 

high level and do not yet involve detailed modeling 

activities. They will be developed free hand, in the form 

of images or matrices, in order to prepare later phases. 

TOGAF defines an enterprise as being a collection of 

business units with a common set of goals. This shows 

just how important goals are within an enterprise; they 

are its reason for existence. Goals are constructed 

hierarchically. Goals constitute the roots of the 

goal/objective tree.  

According to Table 5, increasing sales and income is a 

strategic goal for the realization of which there is a need 

for other objectives, including developing marketing for 
new grades, leveraging customers, developing the 

process of efficient communications, developing 

mechanisms for improving customer loyalty, and 

developing contacts with global sales centers must be 

already realized. In order to realize the mentioned 

requirements, proper and adequate solutions must be 
found. For instance, in order to realize the determined 

goals, develop income opportunities, increasing 

domestic sales, and improving exports, the corporation 

under study has been suggested to develop its sales 

process. 

Based on the proposed algorithm, in this step, we first 

draw the Goal model, and then, based on that we draw 

the requirement model, the solution concept model, and 

the business footprint model. A solution-concept 

diagram has been shown in Fig. 6. This model uses 

preliminary information to share a preliminary vision 

with all stakeholders by providing general information 

on the changes that are going to be implemented.

 
 

 

Fig. 6: Solution concept diagram. 

 

    II)  Modeling the Business Architecture Layer 

Enterprise architecture puts a very strong emphasis 

on business architecture. Business architecture 

endeavors to identify the key business processes to fulfill 

Business strategies and goals. Based on the obtained 

information, the sales process group analysis is reported 

in Table 5. At this step, based on the collected 

information, models pertaining to the business process 

are created. A business footprint diagram describes the 

links between business goals, enterprise departments, 



M. Rahmanian et al. 

320  J. Electr. Comput. Eng. Innovations, 10(2): 311-328, 2022 
 

business functions, and business services. These 

functions and services are also traced with technical 

components producing the required capabilities. A 

business footprint diagram is only interested in essential 

elements that show the connection between 

organization units and functions in order to produce 

services. A business footprint diagram has been drawn in 

Fig. 7 based on the sales department information. It is 

used to communicate with the management of the 

enterprise. Business footprint diagrams focus on the 

current concerns of the business.

  
 

 
Fig. 7: Business footprint diagram. 

 
 

The retrieved information shows that in the domain 

of business knowledge, it is necessary to pay close 
attention to terminology.  

For instance, it must be clear what is meant by 

customers, purchase request, product, payment, sale 

bill, freight bill, freighter, and invoice. 

Each of the above-mentioned entities is defined by a 

set of properties and rules governing them. For example, 
a customer is specified by a name, an ID, an address, and 

a credit card number. In fact, every customer has their 

unique IDs, and there could not be any two customers 

with the same ID. Furthermore, every customer has a 

unique account number and so on. 

C.  Semantic Modeling of Business Processes 

Among the processes  pertaining  to  the  case  of  the 

study, we have selected the process of direct domestic 
sales for the purpose of semantic description. Semantic 
modeling and the rules governing the client entity are 
written as follows: 
ontology petro_EA_ontology 
     nonFunctionalProperties 
          wsmostudio#version hasValue "0.7.3" 
     endNonFunctionalProperties 
concept client 
     name impliesType _string 
     surname impliesType _string 
     Identifier impliesType _integer 
     address impliesType _string 
     crediet_card_type impliesType _string 
     credit_card_balance impliesType _integer 
     credit_card_number impliesType _integer 
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Table 5: Sales process group analysis 
 

The ID of the Sales and Delivery Process Group 

EA-company-SAL The code of existing process group Sales and delivery Existing process group 

The range of existing process group 

Includes the entire products of the company including the final products, middle products, side products, and waste products 

The goals of the existing process group 

Planning and executing the entire activities relating to sales including receiving orders, reviewing orders, sealing contracts, and 
delivery of products 

Business services 

• Domestic/foreign sales 

• Product Delivery report 

• Managing the contracts 

The indices of the existing process group 

• Monetary realization of domestic sales goals 

• Monetary realization of exported sales goals 

• Weight realization of domestic sales goals 

• Weight realization of exported sales 

Main inputs 

From process Data 

Customer services Customer needs 

Cash received approval Cash received approval 

Main outputs 

From process Data 

CRM Customer data 

Production planning and controlling Sales plan 

Management of accounts receivable Sales invoices 

Customer services Providing product services 

Supplying the feed Order basket 

The owner of the existing process group 

• The chief of sales department 

The beneficiaries of the existing process group 

• petrochemical company as well as the customers 

The existing processes 

1. Domestic Sales through commodity exchange  

2. Direct domestic sales  

3. Export sales through another company 

4. Direct Export sales 
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For the client entity, a certain axiom is that account 

numbers are unique per person (client) and this axiom is 

described in the following fashion: 
 

axiom uniq_credit_card 

     definedBy  

          ?x[creditcardnumber hasValue ?ccn1] memberOf 

client and ?y[creditcardnumber hasValue ?ccn2] 

memberOf client:-?ccn1 != ?ccn2. 
 

In order to describe a process, we will try to describe 

its interface and capability parts. While describing the 

capability, we use axioms to write the preconditions, 

post-conditions, assumptions, and effects. For example, 

one important assumption in this process is that a valid 

credit card is the one that is either the MCARD or a 

SCARD. For this purpose, we use an axiom for this 

assumption named as a valid card. While describing the 

interface, we will describe the set of states along with 

the rules of transition among them.  

D.  Creating the Formal Model 

In this section, we use the predefined mapping rules 

to transform the WSML language semantic description 

into formal B language. In the first step, the concepts 

and their attributes will be transformed. The following 

presents a partial transformation for the concept of 

client: 
 

MACHINE petroEAontologymachine 
SETS 
     CLIENT 
VARIABLES  

address,crediet_card_type,crediet_card_balanc
e,creadit_card_number,Identifier,name,surnam
e 

INVARIANT 
address:CLIENT<->STRING   &  
credit_card_balance:CLIENT<->INT  &  
credit_card_number:CLIENT<->INT  &  
credit_card_type:CLIENT<->STRING  &  
Identifier:CLIENT<->INT  &  
name:CLIENT<->STRING  &  
surname:CLIENT<-> STRING 
 

Describing the goal is comprised of three parts, being 

the header, capability, and interface, respectively. Since 

in describing the goal, we have used 

"input_saleontology". Then, by implementing the 

expressed rules for transforming axioms, the 

preconditions, post-conditions, assumption, and effects 

in the description of capability will be transformed into B 

language. For example, one assumption maintained in 

the description is that a credit card is only valid if it is 

either the MCARD or a SCARD. The following presents 

the description in both WSML and formal B languages. 

Presentation in WSML language: 

 assumption valid_card 
     definedBy  
         ?x[credit_card_type hasValue Mcard] memberOf 

client  or ?x[credit_card_type hasValue Scard] 
memberOf client.  
 

Presentation in B language: 
 

#(x,credit_card_type).(x:CLIENT & 
credit_card_type:CLIENT<->STRING => 
credit_card_type(x)="Mcard" or 
credit_card_type(x)="Scard”) 

 

In the interface part of the goal, we have a set of 

states and transitions among them. The set of states is 

written in the VARIABLES section, whereas their types 

are written in the INVARIANTS section. 

E.  Obtaining Samples from the Formal Model 

In this section, to obtain the traps based on the 

expressed algorithm in Fig. 6, we used the MC/DC 

coverage criterion for a logical phrase in the INVARIANT 

section. Valid_credit_card is a logical phrase in the 

formal description. The logical phrase is as follows: 
 

A=credit_card_type(x)="Mcard" 
B=credit _card _type(x)="Scard”) 

 

These two parts are connected by an OR connection 

operator. In the following, test phrases will be obtained 

using the table-based method. 

 
Table 6: Sample from logical expression 

 

Effect 
B 

Effect 
A 

A or 
B 

B A No. 

  F F F 1 

  T T F 2 

  T F T 3 

  T T T 4 

 
In Table 6, columns 5 and 6 denote effects A and B, 

respectively. These two columns signify what parts of a 

phrase are responsible for the sum of that phrase. In 

every phrase, the part that results in the occurrence of 

overall result is referred to as the main part, and the rest 

are called subsidiary parts. 

According to the above table, the test cases of rows 1 

and 2 test the effect B, while test cases 1 and 3 test the 

effect A. as a result, the test cases that test A and B 

effects are rows 1, 2, and 3. Hence, using these three 

test cases, one can test the above-mentioned phrase in 

terms of MCDC coverage. 

Afterwards, the obtained test cases will be 

complemented and then added to the ASSERTION 

section of the description B. 
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ASSERTIONS 
Not (credit_card_type(x)="Mcard") 
Not (credit_card_type(x)="Scard") 
Not (credit_card_type(x)/="Mcard" and      
credit_card_type(x)/=”Scard”) 
 

The third assertion in the last section has been 

checked using the model checker and displays the

output as Fig. 8. 

The distance of the fault location from the beginning 

is the machine mode which is a test case. The result 

illustrates suitable input and expected values under 

posed semantic limitations.  

A piece of the output graph of the test case has 

shown in Fig.9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: The output of activating model checker. 

Fig. 9: A piece of output graph of the test case . 
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F.  Evaluation of Implementation 

The recent studies are categorized by two indicators:  

1- Studies that have studied syntactic and semantic 

modeling in the field of enterprise architecture. 

None of which was intended to generate test 

cases. 

2- Studies that have produced test cases without 

considering the discussion of enterprise 

architecture. 

In comparison to recent studies, as shown in Table 7, 

the proposed method starts from the enterprise level, 

get benefited from the enriched descriptions yielded for 

enterprise business processes, move to generate proper 

syntactic and semantic models of the descriptions, and 

generate prioritized test cases from the well-established 

models to come up with test cases to be used for 

verification and/or validation. While in [1], [5]-[9], [11]-

[13], syntactic and semantic modeling has been used for 

other objectives and a formal model has rarely been 

created.  

These studies have in no way generated test cases 

based on enterprise architecture design. In [15], test 

cases have been generated, regardless of enterprise 

architecture design.   

  

 

Test case 
generation 

Formal 
modeling 

Semantic 
modeling 

Syntactic 
modeling 

Enterprise 
architecture 

design 
Main contribution Reference 

no no yes yes yes 
Identify, classify, analyze, and evaluate 
existing methods for EA visualization. 

[1] 

no yes no yes yes 
Providing a formal way for exploring 

misalignment of concepts. 
[5] 

no no no yes yes 
Proposing a combined approach that 

enterprise modeling would be suitable for 
both humans and machines. 

[6] 

no no no yes yes 
Proposing a method for detection of any 

logical paradoxes in enterprise 
architecture models. 

[7] 

no no yes no yes 
Using ontology to present, integrate and 

analysis enterprise models. 
[8] 

no no yes no yes 
Proposing a combined modeling approach 

for convergence between business and 
technology. 

[9] 

no no yes no yes 
Using descriptive logic along with ontology 

for manual analysis of enterprise design. 
[11] 

no no yes no yes 
Modeling the dependencies between the 

business, information systems and IT 
infrastructures. 

[12] 

no no no yes yes 
Develop a framework intended to make a 

balance between technology and 
business. 

[13] 

yes no no yes no 
Presenting a model-based approach to 
automatically generate test cases from 

business process models 
[14] 

yes yes no no no 
Developing a tool for the automated 

generation of test cases based on 
descriptions 

[15] 

yes no no yes no 
Using the activity diagram for the 

automated generation of test cases 
[16] 

yes no no yes no 
Creating a tool named PCTgen which 

automatically generated a set of test cases 
to check a workflow 

[17] 

yes yes yes yes yes 
Generating semantic test case from the 

enterprise level 
Proposed 
method 

 

Table 7: Comparison of propose method by recent studies 
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Results and Discussion 

As mentioned earlier, no studies have been 

conducted to generate test cases based on descriptions 

received from enterprise architecture. However, the 

proposed method has the following advantages and 

limitations based on implementation of our method on 

the selected case study. 

1- The details of the business process have been 

defined and started based on the enterprise level. 

2- The level of abstraction is decreased by syntactic 

and semantic modeling of the enterprise 

architecture description. 

3- In order to create a description that would be 

sampled, the semantic descriptions created using 

the proposed transition rules. 

4- The generated test cases can be used in the 

validation and/or validation of business software, 

and because their descriptions are started at the 

enterprise level, they have high validity. 

The limitations of the proposed method: 

1- Due to the generality of TOGAF, it has been used 

for describing an enterprise architecture in this 

research. It is suggested that other enterprise 

architectures can also be used. 

2- The focus of the proposed method was on 

enterprise business process. It is suggested that 

other business elements such as enterprise 

business services can be examined. 

3- We transform semantic description into formal 

form by predefined rules, manually. It is 

suggested that, this can be done automatically by 

writing a parser. 

Conclusions 

The frameworks of enterprise architecture describe 

the elements of enterprise architecture at an abstract 

level and thus fail to elaborate on the details. However, 

they do provide architecture developers with a general 

primitive perspective. The main core in every 

enterprise’s architecture consists its business processes. 

Enterprise processes are resulted by enterprise’s goals 

and missions. 

In order to test the verification and/or validation of a 

software product, it must be evaluated against the 

expressed descriptions and business rules. Previously, 

several studies following different objectives have tried 

to model enterprise architectures.  

However, no previously conducted study has 

elaborated on modeling following the objective of 

creating test cases for further verification and/or 

validation purpose.  

Therefore, the subject of testing for business software 

practically starts from the enterprise level (goals, 

missions, etc.). Therefore, the main contribution of this 

study is generating a set of test cases based on the 

descriptions yielded from enterprise business processes 

in early steps; then, the amount of later reviews and 

changes can be significantly lessened.  

The overall framework of the proposed method is an 

iterative cycle adopted from the TOGAF Architecture 

Development Method. Following this cycle, once the 

primary descriptions of goals, missions, and strategies of 

the enterprise are retrieved, we will syntactically model 

the architecture.  

Afterwards, the business processes will be modeled 

semantically, and the description will be transformed 

into formal B language for the purpose of sampling from 

the syntactic-semantic modeling. 

In order to evaluate the proposed method, it has 

been implemented on the sales and marketing 

department of a petrochemical corporation, and the 

yielded results confirmed the validity of the proposed 

method. Based on the proposed method, the following 

values have been created: 

1- By adding semantics to the syntactic models of 

enterprise architecture, more precise and 

exhaustive descriptions of the processes have 

been yielded, and in fact, the degree of 

abstraction has been decreased. 

2- Creating a formal model of the syntactic and 

semantic descriptions can be subjected to 

sampling. And the resulting samples will be 

covering both syntax and semantics. 

3- The proposed method starts from the missions 

and strategic goals of enterprises; therefore, the 

output samples are efficiently precise and 

complete.  

One of the most applied fields in the domain of 

software engineering is automatic code generation. For 

future work, it is suggested to use the proposed method 

for automatic generation of codes according to the 

descriptions retrieved relating to enterprise architecture, 

and according to the TOGAF framework, which is a 

general framework.  

Semantic descriptions are suitable tools for providing 

precise and yet understandable descriptions for 

machines.  

The focus of the present study was centered on 

business processes in the architecture layer of 

enterprises. For future work, it is suggested to elaborate 

on providing semantic descriptions for other layers of 

architecture as well.  

In the present study, the authors have used the 

TOGAF standard due to its publicity and high 

applicability; however, it is suggested to use also other 

standards for analyzing enterprise architecture and 

providing high-level descriptions. 
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 Background and Objectives: The purpose of a wireless body area network 
(WBAN) is to collect and send vital body signals to the physician to make timely 
decisions, improve the efficiency of medical informatics systems, and save 
costs. The sensors of the WBAN network have limited size and energy, and 
hence, to extend the lifetime of these sensors, they can be powered wirelessly. 
Our focus in this paper is on a two-tier full-duplex (FD) cooperative WBAN in 
which sensors, in addition to transmitting physiological information, harvest 
energy from radio frequency (RF) coordinator signals and body sources. Our 
goal is to maximize average weighted sum throughput (AWST) under the 
constraints of each sensor, including meeting the minimum data rate, delay 
limitation, energy and transmission power constraints.  
Methods: The resources allocated to solve this optimization problem are the 
time slots, the transmission rates of the sensors and coordinator, and the 
transmission powers of sensors in each time slot. The time scheduling problem 
in the first step is modeled in the form of a mixed-integer linear programming 
(MILP) problem and the second step problem is convex. Also, Karush–Kuhn–
Tucker (KKT) conditions are presented for power and rate allocation. 
Results: In the optimal allocation (OA) mode, contrary to the equal time 
allocation (ETA) one, with increasing the relay power, the AWST increases 
despite increasing self-interference (SI). Energy harvesting from the body, 
nevertheless the power consumption for transmission, makes positive the 
slope of the instantaneous energy curve for the motion sensor and reduces the 
corresponding slope for the electrocardiogram (ECG) one. Comparison of the 
proposed method with previous methods shows that the proposed method 
has better control over the information flow of sensors, and also in allocating 
rate to users, fairness is satisfied. 
Conclusion: According to the simulation results in our method, the system 
showed better performance than the equal time allocation mode. We also 
used the FD technique and with the help of the optimal time scheduling index, 
we were able to control the SI.  
 

©2022 JECEI. All rights reserved. 
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Introduction 

Prevention, early detection, and treatment of diseases 

through the wireless body area networks (WBANs) 

create a dynamic healthcare system. These real-time 

networks, which are a new generation of wireless 

personal area networks (WPANs), include several small 

devices on the human body or implanted in it.  

These nodes convert the body's physiological 

parameters into electrical signals, and finally, a 
coordinator collects these signals and sends them to the 

access point (AP). The collected data is then presented 
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to the hospital, physician, emergency department, or 

relatives for tracking the patient's vital signs, emergency 

actions, awareness of the patient's condition, and 

updating medical records [1]-[6]. 

There are two significant challenges associated with 

WBANs. The first challenge is to provide sustainable 

power to the body sensors and extend the network's 

lifetime. The limited capacity of the battery limits the 

network lifetime. On the other hand, it is difficult to 

replace and recharge the battery [7]. The authors in [8] 

have noted that the second challenge is to guarantee the 

quality of service (QoS) for the delay issue and deliver 

the data streams of sensors with different priorities. 

Therefore, in this paper, concerning the importance, the 

average weighted throughput is considered. By limiting 

the delay, the loss of critical information should be 

prevented. The energy needed for the sensors can be 

provided with the help of simultaneous wireless 

information and power transfer (SWIPT) technique, and 

harvesting wireless energy from radio frequency (RF) 

sources or body energy sources (such as biochemical and 

biomechanical energy) [9]-[11].  

The combined use of SWIPT and relays results in 

maintaining the connectivity of WBANs, reducing 

interference, increasing reliability and spectrum and 

energy efficiency in these networks. 

A.  Related Works 

In [12], a half-duplex (HD) cooperative system that 

has SWIPT capability with one sensor is investigated. This 

system aims to find the best relay location to maximize 

the throughput from the source to the destination. The 

system model studied in [13] as in [12] is single-sensor 

and cooperative, where the relay can harvest RF energy 

from an AP and does not have a buffer. The relay 

transmits the harvested energy to the sensor and 

forwards the received information to the AP.  

The purpose in [13] is to maximize the information 

transmission rate under the constraint of the balance 

between the consumed and harvested energies. Finally, 

the optimal power splitting ratio and optimal time 

switching ratio are obtained, and the effect of relay 

location on system performance is discussed. In [14], a 

full-duplex (FD) cooperative system with one sensor and 

one buffer is explained. The continuous transmitted 

information rate maximization problem in adaptive 

power allocation mode and constant power allocation 

mode is formulated. In [15], a cooperative multi-sensor 

system model is considered, which includes links from 

sensors to the handset and from the handset to the AP.  

Also, several sources of RF signal propagation are 

employed to power WBAN sensors wirelessly and the 

goal is to maximize the throughput. However, the 

transmission delay of each user is not taken into 

account. 

The authors are encouraged in [16] and [17] to 

investigate a cooperative multi-sensor WBAN in which 

both sensors and relay have energy harvesting, and the 

goal is to maximize throughput. In both system models, 

the relay is HD. 

In [1], a cooperative multi-sensor WBAN that 

destination nodes )DNs) and relay node (RN) receive RF 

energy simultaneously from the source is considered. 

Power splitting ratio at the relay and each DN are 

optimization variables. The purpose of the optimization 

problem is to maximize the information sum-

throughput. In [18], a multi-sensor WBAN system model 

without buffer is expressed in both normal and 

abnormal states. In the normal mode, the combination 

of time switching and power splitting is used, but in the 

abnormal mode, only time switching is used. In the 

system model of this paper, the coordinator is not 

considered, and the sensors are in direct contact with 

the AP, so due to the lack of a coordinator and buffer, it 

is not possible to control the delay, and sensors must 

consume more energy to send their information directly 

to AP. 

In [19], a FD cooperative multi-sensor system with 

buffers is expressed. The purpose is to solve the problem 

of maximizing average delay limited weighted 

throughput under the stability of the average queue 

length in the context of a two-level WBAN architecture. 

The ability to harvest energy from the body by sensors, 

constraints on having limited instantaneous buffer 

length, and having positive instantaneous energy for the 

sensors are not considered. It should be noted that in all 

the above papers that have the WBAN system model, 

harvesting energy from the body and in [1], [8], [15], 

[16], [20] buffer is not considered. 

B.  Contribution 

In this paper, a two-level multi-sensor WBAN is 

considered with several sensors, a FD coordinator, and 

an AP. Sensors send vital information extracted from the 

body, such as electrocardiograph information, to the 

coordinator. They can harvest RF wireless energy and 

body energy, and also, for each sensor, there is a buffer 

in the coordinator to control the delay of the 

information of that sensor. The time scheduling of 

sending different sensors, the transmission rates and 

powers of the sensors, and the transmission rates of the 

coordinator are determined Optimally. Resources are 

allocated to maximize average weighted sum throughput 

(AWST). Constraints such as the limitation of sensors’ 

transmission powers, delays, and initial sensor energy 

are considered.  

Innovations added to the problem model are as 

follows: 

• In addition to battery-powered sensors, they are 
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also equipped with RF and body energy harvesting 

(BEH) system (like mechanical energy). 

• To achieve fairness, the average rate of each 

sensor over all time slots must be greater than a 

minimum threshold.  

• For instantaneous buffer length, a constraint is 

considered to limit the data transfer delay of each 

user. 

• The time scheduling optimization problem is 

modeled in the form of mixed-integer linear 

programming (MILP). 

• Allocation of power and rate of each sensor and 

relay is performed by modeling the problem as a 

convex one, and to analyze it, Karush–Kuhn–

Tucker (KKT) equations are presented. 

C.  Structure of the Paper 

The rest of this paper is as follows: In the next section, 

we describe the signal and intended system model. 

Then, we formulate the problem and explain the optimal 

allocation (OA) and equal time allocation (ETA) modes. 

After that, the numerical solution and simulation results 

are presented. The last section concludes the paper. 

Signal and System Model 

The proposed scenario in Fig. 1, which is a two-level 

cooperative WBAN, consists of the RN, the source nodes 

(SNs), and the DN. The FD relay node, called full-duplex 

relay node (FD-RN), is a decode and forward relay 

equipped with N first-in-first-out (FIFO) buffers and is 

responsible for relaying messages to the destination, 

where ith buffer is shown by Qi. SNs have limited energy, 

sense the body's physiological signals, and send them to 

the coordinator. The FD-RN relays the information 

received from the sensors to the destination, and at the 

same time, the sensors receive RF energy from that 

signal. All sensors wirelessly receive RF power from the 

coordinator, and some sensors can receive energy from 

the body. 

 
 

 
 

Fig. 1:  System model. 

 

The additive white Gaussian noise (AWGN) channel 

variances in DN and RN are 𝜎𝑛𝐷
2  and 𝜎𝑛𝑅

2 , respectively. 

 ℎ𝑠𝑟
𝑞 (𝑗) =

|𝑔𝑠𝑟
𝑞 (𝑗)|

2

𝜎𝑛𝑅
2 ,  ℎ𝑟𝑑(𝑗) =

|𝑔𝑟𝑑(𝑗)|2

𝜎𝑛𝐷
2 , ℎ𝑟𝑟(𝑗) =

|𝑔𝑟𝑟(𝑗)|2

𝜎𝑛𝑅
2  

are normalized channel gain between qth sensor and 

relay, normalized channel gain between relay and 

destination, and normalized channel gain of SI at the 

relay, respectively. 

Problem Formulation  

According to Shannon's Theorem, the capacity of the 

channel from the qth sensor to the relay and from the 

relay to the destination in the jth time slot is: 

𝐶𝑠𝑟
𝑞,𝑙(𝑗) = 𝑊 𝑙𝑜𝑔2 (1 +

𝑃𝑠
𝑞,𝑙(𝑗)ℎ𝑠𝑟

𝑞 (𝑗)

𝑃𝑟
𝑞,𝑙(𝑗)ℎ𝑟𝑟(𝑗)+1

) , ∀𝑞, 𝑙, 𝑗                 (1) 

𝐶𝑟𝑑
𝑞,𝑙(𝑗) = 𝑊 𝑙𝑜𝑔2 (1 + 𝑃𝑟

𝑞,𝑙(𝑗)ℎ𝑟𝑟(𝑗)) , ∀𝑞, 𝑙, 𝑗,               (2) 

where the channel capacity of qth-RN and RN-DN are 

𝐶𝑠𝑟
𝑞,𝑙(𝑗) and 𝐶𝑟𝑑

𝑞,𝑙(𝑗), respectively. Also,  𝑊  and q and l are 

bandwidth, and sensor number and buffer number, and 

 𝑃𝑠
𝑞,𝑙

(𝑗) is the power of the sensor in the jth time slot as 

qth sensor is sending data to the relay, and at the same 

time, lth buffer is emptying from the relay to its 

destination. 𝑃𝑟
𝑞,𝑙(𝑗) is the power of the relay in the jth 

time slot. We assume 𝑚𝑞,𝑙(𝑗) as a binary time scheduling 

variable where if it is one, it indicates that in jth time slot 

data from qth sensor is being sent to the relay and from 

lth buffer is leaving towards AP [21], [22]. In any time 

slot j, only one sensor is allowed to send, and only the 

data of one buffer can be read and sent from the relay.  

∑ ∑ 𝑚𝑞,𝑙(𝑗) = 1, ∀𝑗𝑁
𝑙=1

𝑁
𝑞=1                                            (3)           

𝑚𝑞,𝑙(𝑗) ∈ {0,1} , ∀𝑞, 𝑙, 𝑗                                                        (4)

𝐸𝑞(𝑗) = 𝐸𝑞(𝑗 − 1) − ∑ 𝑚𝑞,𝑙(𝑗) 𝑃𝑠
𝑞,𝑙(𝑗) 𝜏𝑁

𝑙=1 + 𝐸𝐵𝐻(𝑞)

+ ∑ ∑ 𝑚𝑘,𝑙(𝑗) 𝑃𝑟
𝑘,𝑙(𝑗) 𝜏 𝜂  |𝑔𝑠𝑟

𝑞
(𝑗)|

2
 , ∀𝑞, 𝑗,𝑁

𝑙=1
𝑁
𝑘=1,𝑘≠𝑞

                                                                                                 (5)  

where 𝐸𝑞(𝑗) is the energy of the qth sensor in the time 

slot j, 𝐸𝐵𝐻(𝑞) is the amount of energy harvested from 

the body by the qth sensor, 𝜏 is the length of each time 

slot, and 𝜂 is the energy conversion efficiency of the 

sensor.  

The energy limitation of the qth sensor means that 

the total energy consumption of that sensor must be less 

than the total energy that is harvested from the RF and 

the body, plus its primary energy as follows: 
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∑ ∑ 𝑚𝑞,𝑙(𝑗) 𝑃𝑠
𝑞,𝑙(𝑗) 𝜏 ≤𝑁

𝑙=1
𝐽
𝑗=1   

∑ ∑ ∑ 𝑚𝑘,𝑙(𝑗)𝑃𝑟
𝑘,𝑙(𝑗) 𝜂 |𝑔𝑠𝑟

𝑞 (𝑗)|
2

𝜏𝑁
𝑙=1

𝑁
𝑘=1,𝑘≠𝑞

𝐽
𝑗=1 + 𝐸0  

+𝐽𝐸𝐵𝐻(𝑞), ∀𝑞,                                                                       (6)                                                                                                             

where 𝐸0 is the initial energy of each sensor. The 

instantaneous energy of each sensor is positive: 

0 ≤ 𝐸𝑞(𝑗), ∀𝑞, 𝑗.   (7)   

𝐵𝑞(𝑗) is qth buffer length in the time slot j. Also, the 

length of the buffer cannot be negative, and 𝐵𝐹𝑚𝑎𝑥  is 

the maximum value of the buffer length, hence   

𝐵𝑞(𝑗) = 𝐵𝑞(𝑗 − 1) − ∑ 𝜏𝑅𝑟𝑑
𝑘,𝑞(𝑗) + ∑ 𝜏𝑅𝑠𝑟

𝑞,𝑙

𝑁

𝑙=1

𝑁

𝑘=1

(𝑗), ∀𝑞, 𝑗 

   (8)   

0 ≤ 𝐵𝑞(𝑗), ∀𝑞, 𝑗           (9)   

𝐵𝑞(𝑗) ≤ 𝐵𝐹𝑚𝑎𝑥 , ∀𝑞, 𝑗 (10) 

1

𝐽
∑ ∑ 𝑅𝑠𝑟

𝑞,𝑙(𝑗)𝑁
𝑙=1

𝐽
𝑗=1 ≤

1

𝐽
∑ ∑ 𝑅𝑟𝑑

𝑘,𝑞(𝑗)𝑁
𝑘=1

𝐽
𝑗=1 , ∀𝑞,  (11) 

𝑅𝑠𝑟
𝑞,𝑙(𝑗) indicates transmission rate from the qth sensor 

to the relay in the j time slot when the lth buffer at the 

relay gets empty to send its information towards the 

destination. Also, 𝑅𝑟𝑑
𝑘,𝑞(𝑗) is the transmission rate when 

the kth sensor is active and qth buffer sends its 

information from the relay to the destination in the time 

slot j. Equation (11) is written because buffers do not 

waste data, and data queues are stable. Transmission 

rates cannot exceed channel capacity, therefore:  

𝑅𝑠𝑟
𝑞,𝑙(𝑗) ≤ 𝑊𝑚𝑞,𝑙(𝑗) 𝑙𝑜𝑔2 (1 +

𝑃𝑠
𝑞,𝑙(𝑗)ℎ𝑠𝑟

𝑞 (𝑗)

𝑃𝑟
𝑞,𝑙(𝑗)ℎ𝑟𝑟(𝑗)+1

) , ∀𝑞, 𝑙, 𝑗  

              (12) 

𝑅𝑟𝑑
𝑞,𝑙(𝑗) ≤ 𝑊𝑚𝑞,𝑙(𝑗) 𝑙𝑜𝑔2 (1 + 𝑃𝑟

𝑞,𝑙(𝑗)ℎ𝑟𝑑(𝑗)) , ∀𝑞, 𝑙, 𝑗.  

 (13) 

To ensure fairness among the sensors, the average 

rates must be higher than a minimum.  

𝑅𝑚𝑖𝑛
𝑞

≤
1

𝐽
∑ ∑ 𝑅𝑠𝑟

𝑞,𝑙𝑁
𝑙=1

𝐽
𝑗=1 (𝑗), ∀𝑞.                                      (14)                                

The following is a short-term constraint for power 

𝑃𝑠
𝑞,𝑙(𝑗): 

0 ≤ 𝑃𝑠
𝑞,𝑙(𝑗) ≤ 𝑃𝑠

𝑚𝑎𝑥 , ∀𝑞, 𝑙, 𝑗,                                             (15)                                       

where 𝑃𝑠
𝑚𝑎𝑥  is the maximum transmit power. It should 

be noted that 𝑃𝑟
𝑞,𝑙(𝑗) is assumed to be equal to 𝑃𝑟

𝑚𝑎𝑥 . 

The difference between OA mode and ETA is that in 

OA mode, we determine 𝑚𝑞,𝑙(𝑗) optimally by solving the 

optimization problem according to the constraints in our 

first step. However, in ETA mode, 𝑚𝑞,𝑙(𝑗) is predefined. 

A. OA mode 

In OA mode, the allocation of scheduling power, 

sensor transmission rate, and relay transmission rate are 

dynamic. Our purpose is to maximize AWST. 

𝑚𝑞,𝑙(𝑗),  𝑃𝑠
𝑞,𝑙(𝑗), 𝑅𝑠𝑟

𝑞,𝑙(𝑗) and 𝑅𝑟𝑑
𝑞,𝑙(𝑗) are the optimization 

variables. Since 𝑚𝑞,𝑙(𝑗) is a binary optimization variable, 

and the other variables are real, according to constraints 

such as (12), the problem is mixed-integer nonlinear 

programming (MINLP) and non-convex. Hence, we 

consider the following two steps to solve it. 

In the first step, we assume that 𝑃𝑠
𝑞,𝑙(𝑗) is equal to the 

constant value 𝑃𝑠
𝑚𝑎𝑥 . Then we get  𝑚𝑞,𝑙(𝑗). Therefore, 

𝑚𝑞,𝑙(𝑗), 𝑅𝑠𝑟
𝑞,𝑙(𝑗) and 𝑅𝑟𝑑

𝑞,𝑙(𝑗) are the optimization 

variables of this step and the optimization problem is as 

follows: 

P1: max 
1

𝐽
∑ ∑ ∑ 𝑊𝑞

𝑁
𝑙=1

𝑁
𝑞=1

𝐽
𝑗=1 𝑅𝑠𝑟

𝑞,𝑙(𝑗) 

s.t. a) ∑ ∑ 𝑚𝑞,𝑙(𝑗) = 1, ∀𝑞𝑁
𝑙=1

𝑁
𝑞=1  

      b)𝑚𝑞,𝑙(𝑗) ∈ {0,1} , ∀𝑞, 𝑙, 𝑗 

      c) 𝐸𝑞(𝑗) = 𝐸𝑞(𝑗 − 1) − ∑ 𝑚𝑞,𝑙(𝑗)𝑃𝑠
𝑚𝑎𝑥  𝜏𝑁

𝑙=1 + 

      ∑ ∑ 𝑚𝑘,𝑙(𝑗)𝑃𝑟
𝑚𝑎𝑥  𝜏 𝜂  |𝑔𝑠𝑟

𝑞
(𝑗)|

2
+𝑁

𝑙=1
𝑁
𝑘=1,𝑘≠𝑞

      𝐸𝐵𝐻(𝑞), ∀𝑞, 𝑗   

      d) ∑ ∑ 𝑚𝑞,𝑙(𝑗)𝑁
𝑙=1

𝐽
𝑗=1 𝑃𝑠

𝑚𝑎𝑥𝜏 ≤ 

       ∑ ∑ ∑ 𝑚𝑘,𝑙(𝑗)𝑃𝑟
𝑚𝑎𝑥  𝜏 𝜂 |𝑔𝑠𝑟

𝑞 (𝑗)|
2𝑁

𝑙=1
𝑁
𝑘=1,𝑘≠𝑞

𝐽
𝑗=1  

      +𝐸0+ 𝐽𝐸𝐵𝐻(𝑞), ∀𝑞 

      e) 0 ≤ 𝐸𝑞(𝑗), ∀𝑞, 𝑗 

      f) 𝐵𝑞(𝑗) = 𝐵𝑞(𝑗 − 1) − ∑ 𝜏𝑅𝑟𝑑
𝑘,𝑞(𝑗) +𝑁

𝑘=1  

      ∑  𝜏𝑁
𝑙=1 𝑅𝑠𝑟

𝑞,𝑙(𝑗), ∀𝑞, 𝑗 

      g) 0 ≤ 𝐵𝑞(𝑗), ∀𝑞, 𝑗 

      h) 𝐵𝑞(𝑗) ≤ 𝐵𝐹𝑚𝑎𝑥 , ∀𝑞, 𝑗 

      i) 
1

𝐽
∑ ∑ 𝑅𝑠𝑟

𝑞,𝑙(𝑗)𝑁
𝑙=1

𝐽
𝑗=1 ≤

1

 𝐽
∑ ∑ 𝑅𝑟𝑑

𝑘,𝑞(𝑗)𝑁
𝑘=1

𝐽
𝑗=1 , ∀𝑞 

      j) 𝑅𝑠𝑟
𝑞,𝑙(𝑗) ≤ 𝑊𝑚𝑞,𝑙(𝑗). 

      𝑙𝑜𝑔2 (1 +
𝑃𝑠

𝑚𝑎𝑥ℎ𝑠𝑟
𝑞

(𝑗)

𝑃𝑟
𝑚𝑎𝑥ℎ𝑟𝑟(𝑗)+1

) , ∀𝑞, 𝑙, 𝑗 

      k) 𝑅𝑟𝑑
𝑞,𝑙(𝑗) ≤ 𝑊𝑚𝑞,𝑙(𝑗). 

      𝑙𝑜𝑔2(1 + 𝑃𝑟
𝑚𝑎𝑥  ℎ𝑟𝑟(𝑗)), ∀𝑞, 𝑙, 𝑗  

      l) 𝑅𝑚𝑖𝑛
𝑞

≤
1

𝐽
∑ ∑ 𝑅𝑠𝑟

𝑞,𝑙𝑁
𝑙=1

𝐽
𝑗=1 (𝑗), ∀𝑞. 

Because this problem contains integer and continuous 

variables and also functions are affine, it is a MILP. 

In the second step, we consider 𝑚𝑞,𝑙(𝑗) obtained 

from the first step to be known. 𝑅𝑠𝑟
𝑞,𝑙(𝑗), 𝑃𝑠

𝑞,𝑙(𝑗),  𝑅𝑟𝑑
𝑞,𝑙(𝑗) 
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are optimization variables and the resulting problem, 

according to the objective function and constraints, is 

convex as follows: 

P2: max 
1

𝐽
∑ ∑ ∑ 𝑊𝑞

𝑁
𝑙=1

𝑁
𝑞=1

𝐽
𝑗=1 𝑅𝑠𝑟

𝑞,𝑙(𝑗) 

s.t : c,d,e,f,g,h,i,j,k,l 

        m)𝑃𝑠
𝑞,𝑙(𝑗) ≤ 𝑃𝑠

𝑚𝑎𝑥 , ∀𝑞, 𝑙, 𝑗 

        n)0 ≤ 𝑃𝑠
𝑞,𝑙(𝑗), ∀𝑞, 𝑙, 𝑗 

To solve problem P2, CVX software can be used. The 

whole problem-solving process is presented in Algorithm 

1 in two steps.  
 
 

Algorithm 1.  Solution of OA mode problem 

1. Initialization: 𝑃𝑠
𝑚𝑎𝑥,𝑃𝑟

𝑚𝑎𝑥, 𝑅𝑚𝑖𝑛
𝑞

 , and 𝐵𝐹𝑚𝑎𝑥 

Number of sensors and buffers. 

Number of time slots. 

Duration of each time slots. 

Energy conversion efficiency. 

Weight of each SN (User Priorities). 

Initial energy of each SN. 

2. First optimization step :  

Solve optimization problem P1. 

Output: 𝑚𝑞,𝑙(𝑗). 

3. Second optimization step :  

𝑚𝑞,𝑙(𝑗) is determined from first step.   

Solve optimization problem P2. 

           Output: 𝑃𝑠
𝑞,𝑙(𝑗), 𝑅𝑠𝑟

𝑞,𝑙(𝑗) and  𝑅𝑟𝑑
𝑞,𝑙(𝑗). 

 
For the analytical solution of the second step, we can 

write KKT conditions [23], [24]. To do so, first, consider 

the Lagrangian function of problem 𝑃2 as follows. 

∑ 𝐿𝑗

𝐽

𝑗=1

(𝑃𝑠
𝑞,𝑙(𝑗), 𝑅𝑠𝑟

𝑞,𝑙(𝑗), 𝑅𝑟𝑑
𝑞,𝑙(𝑗), 𝜑, 𝜇, 𝜁, 𝜈, 𝜊, 𝜌, 𝜆, 𝛼, 𝛽, 𝛿, 𝜓, 𝜀) 

= −
1

𝐽
∑ ∑ ∑ 𝑊𝑞

𝑁
𝑙=1

𝑁
𝑞=1

𝐽
𝑗=1 𝑅𝑠𝑟

𝑞,𝑙(𝑗) + 

∑ ∑ 𝜑𝑞(𝑗)[𝐸𝑞(𝑗) − 𝐸𝑞(𝑗 − 1) +

𝑁

𝑞=1

𝐽

𝑗=1

∑ 𝑚𝑞,𝑙(𝑗)𝑃𝑠
𝑞,𝑙(𝑗)𝜏

𝑁

𝑙=1

 

−𝐸𝐵𝐻(𝑞) − ∑ ∑ 𝑚𝑘,𝑙(𝑗)𝑃𝑟
𝑚𝑎𝑥𝜂|𝑔𝑠𝑟

𝑞 (𝑗)|
2

𝜏] +𝑁
𝑙=1

𝑁
𝑘=1,𝑘≠𝑞

∑ ∑ 𝜇𝑞[∑ 𝑚𝑞,𝑙(𝑗)𝑁
𝑙=1 𝑃𝑠

𝑞,𝑙(𝑗)𝜏 −
𝐸0

𝐽

𝑁
𝑞=1

𝐽
𝑗=1 −

∑ ∑ 𝑚𝑘,𝑙(𝑗)𝑃𝑟
𝑚𝑎𝑥𝜂|𝑔𝑠𝑟

𝑞 (𝑗)|
2

𝜏 − 𝐸𝐵𝐻(𝑞)]𝑁
𝑙=1

𝑁
𝑘=1,𝑘≠𝑞 +

∑ ∑ 𝜁𝑞(𝑗)[−𝐸𝑞(𝑗)] + ∑ ∑ 𝜈𝑞(𝑗)[𝐵𝑞(𝑗) −𝑁
𝑞=1

𝐽
𝑗=1

𝑁
𝑞=1

𝐽
𝑗=1

𝐵𝑞(𝑗 − 1) + 𝜏 ∑ 𝑅𝑟𝑑
𝑘,𝑞(𝑗)𝑁

𝑘=1 − 𝜏 ∑ 𝑅𝑠𝑟
𝑞,𝑙(𝑗)𝑁

𝑙=1 ] +

∑ ∑ 𝜊𝑞(𝑗)[−𝐵𝑞(𝑗)]𝑁
𝑞=1

𝐽
𝑗=1 + ∑ ∑ 𝜌𝑞(𝑗)[𝐵𝑞(𝑗) −𝑁

𝑞=1
𝐽
𝑗=1

𝐵𝐹𝑚𝑎𝑥] + ∑ ∑ 𝜆𝑞[𝑁
𝑞=1

𝐽
𝑗=1 ∑ 𝑅𝑠𝑟

𝑞,𝑙(𝑗)𝑁
𝑙=1 − 

∑ ∑ ∑ 𝛼𝑞,𝑙
𝑁
𝑙=1

𝑁
𝑞=1

𝐽
𝑗=1 (𝑗)[𝑅𝑠𝑟

𝑞,𝑙(𝑗) − 𝑊𝑚𝑞,𝑙(𝑗)𝑙𝑜𝑔2(1 +

𝑃𝑠
𝑞,𝑙

(𝑗)ℎ𝑠𝑟
𝑞

(𝑗)

𝑃𝑟
𝑚𝑎𝑥ℎ𝑟𝑟(𝑗)+1

)] + ∑ ∑ ∑ 𝛽𝑞,𝑙
𝑁
𝑙=1

𝑁
𝑞=1

𝐽
𝑗=1 (𝑗)[𝑅𝑟𝑑

𝑘,𝑞(𝑗) −

𝑊𝑚𝑞,𝑙(𝑗) 𝑙𝑜𝑔2(1 + 𝑃𝑟
𝑚𝑎𝑥ℎ𝑟𝑑(𝑗))] +

∑ ∑ 𝛿𝑞[𝑅𝑚𝑖𝑛
𝑞

− ∑ 𝑅𝑠𝑟
𝑞,𝑙(𝑗)𝑁

𝑙=1 ]𝑁
𝑞=1

𝐽
𝑗=1 +

∑ ∑ ∑ 𝜓𝑞,𝑙
𝑁
𝑙=1

𝑁
𝑞=1

𝐽
𝑗=1 (𝑗)[𝑃𝑠

𝑞,𝑙(𝑗) − 𝑃𝑠
𝑚𝑎𝑥] +

∑ ∑ ∑ 𝜀𝑞,𝑙
𝑁
𝑙=1

𝑁
𝑞=1

𝐽
𝑗=1 (𝑗)[−𝑃𝑠

𝑞,𝑙(𝑗)], 

where 𝜑, 𝜇, 𝜁, 𝜈, 𝜊, 𝜌, 𝜆, 𝛼, 𝛽, 𝛿, 𝜓, 𝜀 are Lagrange 

multipliers. To achieve the KKT conditions, we follow 

below four items: 

1)  Conditions 𝐶1 to 𝐶12 must be met. 

2) The Lagrangian multipliers of unequal constraints 

must all be positive. 

μ ≥ 0, ζ ≥ 0, ο ≥ 0, 𝜌 ≥ 0, 𝜆 ≥ 0, 𝛼 ≥ 0, 𝛽 ≥ 0, 𝛿 ≥ 0,
𝜓 ≥ 0, 𝜀 ≥ 0  

3) For each of the optimization variables, a partial 

derivative is taken. The gradient of the Lagrange function 

must be equal to zero.  

𝐺1:
𝜕𝐿

𝜕𝑃𝑠
𝑞,𝑙(𝑗)

= ∑ 𝜇𝑞
𝐽
𝑗=1 𝑚𝑞,𝑙(𝑗) 𝜏 +

∑ 𝜑𝑞(𝑗)𝑚𝑞,𝑙(𝑗) 𝜏𝐽
𝑗=1 − ∑ 𝛼𝑞,𝑙(𝑗)𝑊𝑚𝑞,𝑙(𝑗)𝐽

𝑗=1

[
ℎ𝑠𝑟

𝑞 (𝑗)

(𝑃𝑟
𝑚𝑎𝑥ℎ𝑟𝑟(𝑗)+1)+(𝑃𝑠

𝑞,𝑙(𝑗)ℎ𝑠𝑟
𝑞 (𝑗))𝑙𝑛2

] +

∑ 𝜓𝑞,𝑙(𝑗) − ∑ 𝜀𝑞,𝑙(𝑗)𝐽
𝑗=1

𝐽
𝑗=1 = 0

𝐺2:
𝜕𝐿

𝜕𝑅𝑠𝑟
𝑞,𝑙(𝑗)

= −
1

𝐽
∑ 𝑊𝑞

𝐽
𝑗=1 − ∑ 𝜈𝑞(𝑗)𝐽

𝑗=1  𝜏 +

∑ 𝜆𝑞
𝐽
𝑗=1 + ∑ 𝛼𝑞,𝑙

𝐽
𝑗=1 (𝑗) − ∑ 𝛿𝑞 = 0𝐽

𝑗=1   

𝐺3:
𝜕𝐿

𝜕𝑅𝑟𝑑
𝑞,𝑙(𝑗)

= ∑ 𝜈𝑙(𝑗)𝐽
𝑗=1  𝜏 − ∑ 𝜆𝑙

𝐽
𝑗=1 +

∑ 𝛽𝑞,𝑙(𝑗)𝐽
𝑗=1 = 0  

4) First, we have to rewrite the inequality constraint 

functions to the standard form fi(x) ≥ 0, where fi (x) is 

the ith inequality constraint function [23]. The 

Complementary slackness conditions are written as 

follows: 

𝐶𝑆1: 𝜇𝑞[∑ ∑ 𝑚𝑞,𝑙(𝑗)𝑃𝑠
𝑞,𝑙(𝑗) 𝜏 −𝑁

𝑙=1
𝐽
𝑗=1   

∑ ∑ ∑ 𝑚𝑘,𝑙(𝑗)𝑃𝑟
𝑚𝑎𝑥  𝜂 |𝑔𝑠𝑟

𝑞 (𝑗)|
2

𝜏𝑁
𝑙=1

𝑁
𝑘=1,𝑘≠𝑞

𝐽
𝑗=1   

−𝐸0 − 𝐽𝐸𝐵𝐻(𝑞)] = 0 

𝐶𝑆2: 𝜆𝑞[∑ ∑ 𝑅𝑠𝑟
𝑞,𝑙(𝑗)𝑁

𝑙=1 − ∑ ∑ 𝑅𝑟𝑑
𝑘,𝑞(𝑗)]𝑁

𝑘=1
𝐽
𝑗=1

𝐽
𝑗=1 = 0  

𝐶𝑆3: 𝛼𝑞,𝑙(𝑗) [𝑅𝑠𝑟
𝑞,𝑙(𝑗) − 𝑊𝑚𝑞,𝑙(𝑗)𝑙𝑜𝑔2 (1 +

𝑃𝑠
𝑞,𝑙(𝑗)ℎ𝑠𝑟

𝑞 (𝑗)

𝑃𝑟
𝑚𝑎𝑥ℎ𝑟𝑟(𝑗)+1

)] = 0  

𝐶𝑆4: 𝛽𝑞,𝑙(𝑗)[𝑅𝑟𝑑
𝑘,𝑞(𝑗) − 𝑊𝑚𝑞,𝑙(𝑗) 𝑙𝑜𝑔2(1 + 𝑃𝑟

𝑚𝑎𝑥ℎ𝑟𝑑(𝑗))] = 0 

𝐶𝑆5: 𝜓𝑞,𝑙(𝑗)[𝑃𝑠
𝑞,𝑙(𝑗) − 𝑃𝑠

𝑚𝑎𝑥] = 0 

𝐶𝑆6: 𝜀𝑞,𝑙(𝑗)[−𝑃𝑠
𝑞,𝑙(𝑗)] = 0 

𝐶𝑆7: 𝛿𝑞 [𝑅𝑚𝑖𝑛
𝑞

−
1

𝐽
∑ ∑ 𝑅𝑠𝑟

𝑞,𝑙𝑁
𝑙=1

𝐽
𝑗=1 (𝑗)] = 0  

𝐶𝑆8: 𝜌𝑞(𝑗)[𝐵𝑞(𝑗) − 𝐵𝐹𝑚𝑎𝑥] = 0  

𝐶𝑆9: 𝜁𝑞(𝑗)[−𝐸𝑞(𝑗)] = 0 

𝐶𝑆10: 𝜊𝑞(𝑗)[−𝐵𝑞(𝑗)] = 0 

With the help of Newton's method, the set of KKT 

equations can be solved, and the optimal point can be 

obtained. 
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B. ETA Mode  

In ETA mode, we assign equal access times to the 

sensors, and the sensors change their turn rotationally. 

Given that 𝑚𝑞,𝑙(𝑗) is definite and static in this case, and 

the ETA optimization problem is similar to the P2 

problem. This case was proposed for comparison with 

the performance of the optimal OA mode. 

Simulation Results and Discussion 

Using MATLAB software and CVX software, we solve 

the problems of OA and ETA modes and analyze the 

results. In the simulations, we have considered one 

electrocardiogram (ECG) and one motion sensor. The 

parameters used in the simulations are described in 

Table 1. To model the channel, the Lognormal 

distribution is most compatible with dynamic scenarios 

[25], [26]. Therefore, here too, we use the Lognormal 

distribution to implement the channel model between 

the sensors and the coordinator. 

ℎ𝑖𝑗[dB]~𝑁(𝜇𝑖𝑗 , 𝜎𝑖𝑗) 

We take the distribution parameters, i.e., 𝜇𝑖𝑗  (mean) 

and 𝜎𝑖𝑗  (variance), from the information in Table 2 [20]. 

In addition to the random Lognormal distribution, 

𝑃𝑖𝑗[𝑑𝐵], which is the relative power loss of the link 

between transmitter j and receiver i, is also considered. 

𝑑𝑖𝑗  is the distance between the transmitter j, and the 

receiver i. j indicates coordinator, and i is the body's 

sensor. ℎ𝑖𝑗[𝑑𝐵] and 𝑃𝑖𝑗[𝑑𝐵] are added together. 

For the channel gain model between the coordinator 

node and the base station, we use ℎ = 200
𝑑4⁄  ,where d 

is the distance between those two nodes with a uniform 

distribution between 50 to 200 meters. 
 

Table 1: Simulation parameters 
 

Parameter Symbol Value 

Number of sensors and buffers N 2 

Number of time slots J 20 

Channel bandwidth [19] B 10 kHz 

Duration of each time slot 𝜏 20 ms 

Noise power at the RN [19] 𝜎𝑛𝑅
2  124 dBm- 

Noise power at the DN [19] 𝜎𝑛𝐷
2  124 dBm- 

Energy conversion efficiency [19] 𝜂 0.8 

Maximum power of sensors [19] 𝑃𝑠
𝑚𝑎𝑥 0.1mW 

Maximum power of relay [19] 𝑃𝑟
𝑚𝑎𝑥 1 mW 

Array of weight of each Sensor (User 

Priorities) [27] 

W (2/11)
× [6,5] 

Carrier frequency [28] 𝑓𝑐  4.2 GHz 

Energy harvesting by ECG sensor 

[29] 

𝐸𝐵𝐻(1) 

 

4 μJ 

Energy harvesting by Motion sensor 

[30] 

𝐸𝐵𝐻(2) 0.4 μJ 

Maximum length of the buffer 𝐵𝐹𝑚𝑎𝑥 20 Kbit 

 

Table 2: Channel parameters between sensors and 

synchronizer [20] 
 

Location of sensor 𝑷𝒊𝒋[𝒅𝑩]\𝒅𝒊𝒋[𝒄𝒎] 𝝁𝒊𝒋\𝝈𝒊𝒋 

chest -43.29\26 -0.72\2.67 

right foot -51.00\92 -3.25\6.21 

 

       In Fig. 2, the instantaneous rates of the first and 

second sensors are plotted according to the time slot 

number. In this case, the initial energy value 𝐸0 varies 

from 10 microjoules to 400 microjoules. Fig. 2 shows 

that in the OA mode, the sensor allocates more time 

slots to itself due to its higher weight and better channel 

condition. The time scheduling index is such that one of 

the sensors must be sent in a time slot, so the diagrams 

in Fig. 2 are also based on complementary time slots. 
 

 

 
 

 

Fig. 2:  Instantaneous rate of the first and second sensors 

according to the time slot number. 

 

Flowchart 1 is based on Algorithm 1. Only a loop is 

added to perform 𝑧0 Monte Carlo simulations. We use 

Flowchart 1 for calculating AWST. 

Fig. 3 shows the mean weighted throughputs of the 

first and second sensors in terms of initial energy 𝐸0. 

When the initial energy of the sensors is low, they can 

send with less power. Hence, they have lower mean 

weighted throughputs. By increasing the initial energy, 

the sensors can send at their maximum power, so their 

mean weighted throughputs go up and reach saturation. 

As a result, the mean weighted throughput of the first 

sensor (ECG) reaches a maximum of 140 Kbps due to 

higher weight and better channel condition, and the 

mean weighted throughputs of the second sensor 

(Motion) reaches a maximum of 20 Kbps due to lower 

rate weight and worse channel condition. 
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Flowchart 1: Monte Carlo simulation for calculating AWST. 
 

Fig. 4, Fig. 5, and Fig. 6 show the AWST comparisons 

for OA and ETA modes. In Fig. 4, the AWST is plotted in 

terms of the initial energy 𝐸0. When the initial energy of 

the sensors is small, they cannot send a large percentage 

of their maximum power, so the throughput is low, and 

the AWST is also low. As the initial energy increases, the 

sensors can transmit at a higher percentage of their 

maximum power; as a result, the diagram goes up. By 

increasing 𝐸0, the sensors can send 𝑃𝑠
𝑚𝑎𝑥  at their 

maximum power; consequently, AWST reaches its 

maximum value, and the graph goes to saturation. By 

comparing the two diagrams for the OA and ETA modes, 

it can be seen that at the initial energy of 100 micro 

joules, the AWST value in OA mode is 6.85% higher than 

in ETA mode. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3:  Comparison of the mean weighted throughput of the 
first and second sensors in terms of initial energy. 

 
 

 
 

Fig. 4: Comparison of AWST diagrams in  𝐸0 for both OA and 
ETA modes. 

 
 

Fig. 5 shows the AWST in terms of different hrr for the 

OA and ETA modes. In this case, the initial energy value 

is 200 microjoules. Initially, hrr is very small, and its 

power can be ignored compared with the power of noise 

at the denominator of the Shannon relationship. By 

increasing the hrr at the denominator of the Shannon 

relationship, the amount of self-interference (SI) power 

of the FD relay becomes significant, resulting in a 

decrease in throughput and AWST. It can be seen that in 

hrr=-140 dB, AWST in OA mode is 10 Kbps higher than 

ETA mode. 
 

NO 

Yes 

Start 

  

𝑧 = 𝑧 + 1 

Initialization and Determination: 

𝑃𝑠
𝑚𝑎𝑥,𝑃𝑟

𝑚𝑎𝑥, 𝑅𝑞
𝑚𝑖𝑛 and 𝐵𝐹𝑚𝑎𝑥 

Number of sensors and buffers. 

Number of time slots. 

Duration of each time slot. 

Energy conversion efficiency. 

Weight of each SN (Users Priorities). 

Initial energy of each SN. 
𝑧 = 1 

  

First optimization step:   

Solve optimization problem P1. 

Output: 𝑚𝑞,𝑙(𝑗). 

  
Second optimization step:   
Solve optimization problem P2. 

Output: 𝑃𝑠
𝑞,𝑙(𝑗),  𝑅𝑠𝑟

𝑞,𝑙(𝑗) and 𝑅𝑟𝑑
𝑞,𝑙(𝑗). 

Calculating AWSTz. 

end  

𝑧 ≤ 𝑧0 

Calculating Average:   

AWST =
1

𝑧0
∑ 𝐴𝑊𝑆𝑇𝑧𝑧  
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Fig. 5: Comparison of AWST diagrams in hrr for OA and ETA 

modes. 
 
 

In Fig. 6 AWST for different 𝑃𝑟
𝑚𝑎𝑥  the diagrams of the 

OA and ETA modes are compared. According to Fig. 6, 

for the OA mode, when 𝑃𝑟
𝑚𝑎𝑥  increases, the capacity of 

the relay-destination channel increases; hence the 

buffers in the relay may have a higher output rate. It 

causes the total rate of the sensors to relay to increase, 

but with increasing 𝑃𝑟
𝑚𝑎𝑥 , the diagram slope decreases 

because increasing 𝑃𝑟
𝑚𝑎𝑥  also increases SI. For the ETA 

mode, we see that the AWST is decreasing because only 

half of the time slots are allocated to the first sensor 

(ECG), which has a higher weight rate, and the number 

of its time slots cannot be increased. On the other hand, 

with the increase in 𝑃𝑟
𝑚𝑎𝑥, the SI is also increasing, which 

leads to a decrease in AWST.  

Therefore, in contrast to the OA mode, which can 

allocate more time slots to the ECG sensor and increase 

the total rate, in the ETA mode, it is impossible to 

increase the rate. 

Fig. 7 shows AWST in terms of 𝐸0 for sitting position, 

walking mode, and no BEH. In the small 𝐸0s, the AWST of 

the walking mode is higher than the sitting position and 

the non-harvested mode.  

At larger 𝐸0s, the initial energy is saturated, and the 

increase in 𝐸0 no longer has an effect on the increase in 

throughput, so all three curves are getting closer to each 

other. For validation, we compared the method of [19] 

with our method. In Fig. 8, Fig. 9, and Fig. 10, 𝐵𝐹𝑚𝑎𝑥= 5 

Kbit and Rmin=40 Kbps. 

 

 
Fig. 6:  Comparison of AWST diagrams in terms of  𝑃𝑟

𝑚𝑎𝑥 for OA 
and ETA modes. 

 

 
 

 
Fig. 7:  Comparison of AWST diagrams for walking, sitting, and 

without energy harvesting modes. 
 

 

Fig. 8 shows filled buffer length of the first and 

second sensors in terms of time slot numbers, and the 

initial energy value 𝐸0 is 100 microjoules. In our method, 

we defined the threshold (𝐵𝐹𝑚𝑎𝑥=5 Kbit), which controls 

the filled length of the buffers, but in the method of [19], 

there is no threshold, so their buffers have overflowed. 
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Fig. 8: Filled buffer lengths of the sensors in terms of time     
slot numbers to compare the proposed method with [19]. 

 
 

As can be seen in Fig. 9, the fairness is not satisfied in  

[19], because the rate of sensor 2 is zero and lower than 

threshold (Rmin=40 Kbps).  

In our method, the fairness causes the minimum rate 

be provided for each sensor.         
 

 
 

 
Fig. 9:  Comparison of sum rate diagrams in terms of  𝐸0 for 

proposed method and method of [19]. 
 

 

In Fig. 10, the AWST is plotted in terms of the initial 

energy 𝐸0. In our method, compared to the method of 

[19], the value of obtained AWST is less because we have 

two more constraints, h, and l. Although AWST of [19] is 

higher than our method, it has two problems: First, 

fairness is not satisfied in [19], and second, buffers may 

overflow.  

Therefore, the obtained AWST theoretically in [19] 

may not be achieved in practice. 

 
 

 
 

 
Fig. 10:  Comparison of AWST diagrams in terms of  𝐸0 for 

Proposed Method and Method of [19]. 
 
 

In Algorithm 1, the minimum rate, Rmin, is a limiting 

condition that may make the problems infeasible in 

some channel conditions.  

Therefore, we obtained the feasibility of the problems 

using Monte Carlo simulation by changing Rmin, which 

can be seen in Fig. 11. This figure shows the effect of the 

minimum rate of sensors on the feasibility of the 

resource allocation problem. In Fig. 11, 𝐵𝐹𝑚𝑎𝑥= 5 Kbit 

and the initial energy value 𝐸0 is 10 microjoules. 

Resource allocation in the proposed method is more 

flexible than ETA mode. The first sensor has a higher rate 

due to a better channel, and a higher rate requires more 

power.  

The buffer of both sensors is not negative as 

expected, and in addition, it remains smaller than its 

specified maximum value, which means that vital 

information is not lost. When the initial energy of the 

sensors is low at first, so they can send with less power, 

as a result, AWST is low. Different hrr affects the channel 

capacity.  

Increasing the hrr reduces the capacity of the sensor 

channel to the relay, so the rate and consequently the 

AWST decreases. 

In future work, the objective function can be the 

maximization of the energy efficiency or minimization of 

energy consumption. The relay can harvest energy from 

the body or RF signal. A system model can be 

considered, when the energy of one of the sensors is 

finished It sends an alert message in an uplink channel.  
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Fig. 11:  The feasibility versus the minimum rate. 
 

Conclusion 

In this paper, a two-tier cooperative WBAN 

architecture including a FD relay, several sensors, and a 

destination were introduced was presented. In this 

system model, a coordinator based on the OA of time 

slots between sensors received the body's data from the 

sensors and simultaneously sent energy to them; it also 

sent sensors information to a destination, which is the 

AP here. In this system model, to face the problem of an 

energy shortage, the ability to harvest energy from the 

body was considered for the sensors. The purpose of this 

work is to maximize AWST with limited delay in the form 

of an MINLP and non-convex problem which included 

minimum data rate limit, energy limit, latency limit, and 

limited transmission power satisfaction. The goal of 

optimization can be to maximize energy efficiency or 

minimize energy consumption. In addition, the ability to 

command the sensors and having some actuators can be 

considered. 
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 Background and Objectives: Current and voltage signals' distortion caused 
by the fault in the power system has negative effects upon the operation of 
the protective devices. One of the influencing factors is the existence of the 
exponential DC which can significantly distort the signals and lead to a 
possible malfunction of the protective devices, especially distance and over-
current relays. The main problem is the lack of clarity about this component 
due to the dependence of its time constant and initial amplitude to the 
configuration of the electrical grid, location and resistance of faulty point. 
This makes it hard to extract the main frequency phasors of the voltage and 
current.  
Methods: Considering the importance of a fast clearance of the fault, this 
paper offers a method for an effective and fast removal of the decaying-DC 
that employs a data window with a length that is equal to the half cycle of 
the main frequency, while the conventional methods mostly use data from 
one cycle or even more. The proposed method is based upon the extraction 
of the decaying-DC component's parameters.  
Results: The efficiency of this method is compared to the conventional 
Fourier algorithm of Half-Cycle (HCFA) and the mimic filter plus the HCFA.  
Conclusion: The outcomes display that the proposed method presents a 
better efficiency from the point of view of the speed and the accuracy of 
convergence to the final results. 
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Introduction 

Fast fault clearance in the power system is a crucial 

requirement for the system operation. Its main purpose 

is to separate the grid faulty areas and to prevent the 

instability. This is performed by the operation of 

protective relays installed in the power system and has 

to happen in a fraction of a power frequency cycle. Input 

signals of different relays are filtered according to the 

protective logic and their operation by removing the 

unwanted quantities and only preserving the desired 

ones [1]. 

Since the most of the protective relays such as 
distance and over-current relays operate based on the 

main phasors of the voltages and currents, the employed 

digital protective algorithms should be designed so that 

they eliminate the DC component and harmonics. 

Otherwise, the proper function of the protective relay 

may be disrupted due to any these quantities. For 
instance, presence of the decaying-DC in the current 

signal will lead to reduction of the impedance obtained 

in the distance relay and the overreach phenomenon. 

Consequently, the relay reacts for a fault which has not 

happened in its operational zone. 

http://jecei.sru.ac.ir/
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Algorithms used in digital filters, known as phasor 

estimation algorithms, can structurally be classified as 

follows: 

a) Algorithms based on the small window data, such as: 

i) The Sample and Its First Derivative method by 

Mann-Morrison [2], ii) The First and the Second 

Derivative method by Gilchrist-Rockfeller-Udern [3], 

and iii) Two Samples method by Mokino-Miki [4]. 

b) Algorithms based on the orthogonal such as: Fourier 

Filter algorithm [5], [6] and its products i.e. Cosine 

and Sinusoidal Filters as well as the Walsh Filter 

algorithm [7] and its products i.e. CAL and SAL. 

c) The Least Error Squares algorithms (LES), such as: i) 

Integral LSQ Fit [8], ii) Power Series LSQ Fit [9], and iii) 

Multi-Variable Series LSQ technique [10]. 

d) Algorithms based on the Kalman Filter [11]. 

The conventional Discrete Fourier Transform, DFT i.e. 

the group (b) algorithm, is the most sought-after 

algorithm used in the digital protection because of its 

proper operation and the ease of implementation. DFT 

algorithms are classified into Half-Cycle and Full-Cycle 

algorithms. 

The DFT cannot eliminate the DC component because 

of its non-periodic nature and large frequency spectrum. 

In the recent years, some algorithms are offered in order 

to eliminate or to weaken the adverse aspects of the 

exponential DC component in the output of the full-cycle 

algorithms [12]-[40]. In [12], a mimic filter with the 

Fourier algorithm is proposed to remove the DC 

component. In this method, if the time constants (τ) of 

the decaying-DC component and the mimic filter are the 

same, the impact of the DC component can be 

completely removed.  

In [12], the decaying-DC parameters are calculated by 

two Full-Cycle successive outputs Discrete Fourier 

Transform (FCDFT). In the modified version of the 

method in [12] by the same authors [14], the effect of 

analog anti-aliasing filter i.e. production of additional 

decaying-DC has been overcome. The method proposed 

in [15] uses two parallel DFT filters, one of them is set to 

the main frequency and the other to the mth harmonic. 

The latter is used for calculating the decaying-DC 

component's parameters. 

In [16], two partial sums are employed for complete 

removing the DC component's effects. One of the partial 

sums is the sum of odd samples and the other is the sum 

of even samples during a full cycle of the power 

frequency. The amplitude and τ of the DC component in 

[17] are obtained by two mathematical expressions 

which directly use the values from four samples. This 

method, which can be used in both full-cycle and half-

cycle data windows, requires two extra samples. 

In [18], the phasor is computed from three 

consecutive DFT estimates by using a recursive 

computing. So, it requires two extra samples. The 

method in [19] eliminates the DC impact by means of the 

difference between the outputs of the FCDFT for even 

and odd samples. The method proposed in [20] 

calculates the value of the actual DC offset by integrating 

the input signal. And then, the DC component is 

subtracted from the main signal for each sample. In [21], 

the DC component impact is removed by combining the 

outputs of FCDFT for even and odd samples extracted by 

decimation of the full cycle data window by two and by 

four. 

The FCDFT output in [22] is corrected by integrating 

the input signal in a full cycle data window. To consider 

the changing frequency scenario of the electric network, 

[23] proposes LES method iteratively which fulfills the 

steady state and dynamic performance criteria of the 

IEEE standard for Synchrophasor Measurements for 

Power Systems [24]. The proposed method in [23] 

requires extra memory for storing LES filter coefficients 

of various frequencies. 

The method in [25] computes the amplitude of the 

main frequency component by combining the FCDFT 

outputs filters for odd and even samples. In [26], the 

decaying-DC parameters are calculated by integrating 

the fault current signal in a full cycle. Then, the DC is 

subtracted from the main fault current. 

The method in [27] uses MATLAB's fsolve function to 

estimate the fundamental frequency fault signal 

component which is developed for two cases including i) 

decaying-DC with known time constant, and ii) unknown 

time constant. For improving the fault location 

estimates, [28] removes the effect of the DC component 

by curve fitting by means of Non-Linear Least Squares 

method. Algorithms based upon wavelet transform [29] 

and neural network [30] have been utilized for the 

protection and phasor estimation applications. 

Recently, phasor estimation under dynamic 

conditions has been under investigation. The methods in 

[31]-[33] propose dynamic phasor estimation which 

consider the off-nominal frequency condition. These 

methods may produce more accurate results for phasor 

estimation. However, they entail higher computational 

burden. In one of the most recent algorithms in this 

category, the DC amplitude and time constant are 

calculated by applying Hilbert transform and integrating 

the fault current signals within one cycle [33]. Hilbert 

transform has been utilized due to its effectiveness in 

the analysis of time-varying signals. Over the past few 

years some studies are conducted to forecast 

phenomena with uncertainties [34]-[37]. In [34] 

Gaussian model, in [35] ensemble learning based 

method and in [36] deep learning-based approach are 

used for forecasting. 

All of the above methods are proposed for the full 
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cycle algorithms and there are only few methods 

proposed for the half cycle algorithms. Half-cycle 

algorithms have a higher convergence speed, in the 

order of two times faster than full cycle methods. Among 

the most important half-cycle algorithms, the Half-Cycle 

DFT algorithm (HCDFT) and the combination of digital 

mimic filter and the HCDFT algorithm can be nominated. 

These methods are unable to completely remove the 

effects of the DC component [38]. 

One of the recently proposed methods to extract the 

phasor by means of the half-cycle data window is 

presented in [39] in which three offline look-up tables 

have to be created prior to processing the input signal 

for determining the decaying-DC component's 

parameters and removing its effects from the main 

signal. The look-up tables should be referred to during 

the online process which in turn increases the 

computational burden. 

The method in [40] proposes a general modified DFT 

algorithm, so that it is possible to employ the method in 

both HCDFT and FCDFT algorithms. In this method, two 

successive outputs of the imaginary and real part filters 

are combined to eliminate the DC impact. In the method 

proposed in [40], three parallel filters are used. In 

addition, the data window length for HCDFT will be 

n/2+1, where n is the number of samples per cycle. A 

hybrid algorithm based upon integration and half-cycle 

DFT is proposed in [41]. This method computes the DC 

component parameters and the unwanted share of DC in 

the phasor estimation. However, it requires two 

movements in the sampling window. 

In this paper, a method is presented to improve the 

efficiency of the Half-Cycle algorithm against the DC 

component. In the proposed method, the influence of 

the decaying-DC is entirely eliminated by means of its 

parameters’ estimation. The proposed method can be 

used for a wide range of decaying-DC time constants and 

it is not dependent on the amount of the time constant. 

This paper is structured as follows: the first section 

introduces the problem description, the second section 

formulates the proposed method, the third section 

evaluates the performance of the proposed methods, 

and the final section concludes this work. 

Problem Description 

The unpredictable nature of the fault signals in the 

power grid makes the main component phasor 

estimation a challenging process. Under the usual 

operating conditions, the voltage and current signals are 

almost clear sinusoidal with the main frequency of the 

grid. However, after failures or disturbances in the grid, 

these waveforms are distorted containing decaying-DC, 

harmonics, and the non-main frequency components 

[15]. 

The reactive-resistive feature of the network results 

in the generation of decaying-DC signal. The DC 

component considerably impacts the current signal 

where it has an insignificant influence of the voltage 

signal. There have been reports on up to 15% error in 

the phasor estimation by the deteriorative effect of DC 

component on the calculations [12]. Besides, DC 

component parameters cannot be determined with a 

high level of certainty. For instance, its time constant can 

depend on the configuration of the grid, the resistance 

and the location of fault and is specified by means of the 

X/R ratio seen from the fault point in general. For highly 

resistive earth faults, decaying rate will be so high that 

the decaying-DC would decay in less than half a cycle in 

some cases. 

Generally, decaying-DC time constant range of 

variation is from 0.5 a cycle up to 5 cycles. It is not an 

alternating signal and thus, contains a wide frequency 

spectrum. Therefore, convergence speed and accuracy 

of the digital filtering methods are affected which leads 

to errors in the estimated phasors. Fig. 1 shows the 

frequency spectrum of the DC component with different 

time constants. 

 
Fig. 1:  Frequency spectrum of the DC component with various 

time constants. 
 

As it can be observed, the ratio of low frequency 

component to high frequency one changes with the time 

constant. In other words, a fast decaying-DC contains 

less low frequency components compared to a slow 

decaying one. 

The Proposed Method 

In this part, the structure of the proposed method is 

introduced. First, influence of the DC component on the 

HCFA will be examined and then, for removing this effect 

a method will be presented. 

A.  Effect of the Decaying-DC Component 

Let the input fault current signal contain: i) 

fundamental component, ii) first harmonic to pth 

harmonics, iii) decaying-DC. It can be presented by the 
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formula below: 

( ) ( )
=

− ++=
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(1) 

where I0 is the DC amplitude and τ is its time constant. Ik 

is kth harmonic amplitude, ω1 is main angular frequency, 

θk is of kth harmonic phase angle, and p is the largest 

order of harmonic that exists in the waveform. 

It is assumed that the harmonic components that 

have higher orders than p have been eliminated in the 

input using the anti-aliasing low-pass filter. The analog to 

digital conversion is performed by an A/D converter as: 
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where T represents the sampling time period and n 

points to the nth sample. 

The main frequency HCFA generates its output using 

the following equation: 
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where tHCdft1  is output of the main frequency HCFA for 

the total input signal, i.e., the signal that includes main 

frequency, harmonics, and the decaying-DC, and N is the 

quantity of samples per each cycle. 

The harmonic components with odd order are 

eliminated by the HCFA and the input signal does not 

include even harmonics [42], the output will only contain 

the main frequency and the DC. The main frequency 

phasor will be found by removing the DC from the 

output of this algorithm. The output of main frequency 

HCFA for the exponential DC input can be calculated as 

follows:
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where dcHCdft1  is the output of main frequency HCFA; 

resulted from the DC component. 

Once dcHCdft1  is determined, the output of main 

frequency HCFA for the main frequency component can 

be calculated using: 

dctf HCdftHCdftHCdft 11

1

1 −=

                                            

(5) 

where fHCdft11  is the output of main frequency HCFA for 

the main frequency component which is the main 

frequency phasor. 

According to (4), dcHCdft1  is a function of time 

constant and amplitude of the decaying-DC. Therefore, 

to obtain the output of the HCFA for the decaying-DC, 

these parameters have to be determined first. 

B.  Determining Decaying-DC Component's Parameters 

As it was mentioned in the previous subsection, to 

obtain the main frequency phasors, the main frequency 

HCFA's output for the decaying-DC is required. According 

to (4), dcHCdft1
 is a function of τ and amplitude of the DC 

component. Therefore, the mentioned parameters must 

be calculated first. 

The current and voltage signals of the fault may 

consist main frequency, decaying-DC, high-frequency 

harmonics, and noise. Protective equipment use a filter 

with anti-aliasing low-pass features in each analog 

channel input to remove the high-frequency 

components. As a result, the components with the 

frequencies higher than the filter cut-off frequency of 

the anti-aliasing filter do not show up in the channel 

output.  

Correspondingly, a Fourier filter of half-cycle set to a 

harmonic frequency higher than the low-pass filter cut-

off frequency can be designed so that the main 

frequency and the other harmonics will not emerge in its 

output. Consequently, the output will only be influenced 

by the DC component. Time constant and Amplitude of 

the DC can be calculated by the output of the mth 

harmonic frequency HCFA. 

The Fourier filter of Half-Cycle is set to the mth 

harmonic frequency. This frequency has to be higher 

than the low-pass filter cut-off frequency and lower than 

the half of the sampling frequency. Subsequently, output 

of the Fourier filter of Half-Cycle will only contain the 

effect of decaying DC and it goes as follows: 
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With the assumption that the mth harmonic is odd, 

one can rewrite the above equation as: 
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where dc

mHCdft  is the outcome of the mth harmonic 

frequency Half-Cycle Fourier filter. 

Dividing (7) into imaginary and real parts results in the 

equations below, where 
Te−

 is substituted for E. The 

real part R is: 
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and the imaginary part I is: 
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By using (8) and (9), the values for E and   

( ) ( )2

0 14 NEIN +  can be calculated as: 

( ) ( )mTImTR

R
E
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(10) 
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The above equations use imaginary and real parts of 

the mth harmonic frequency Half-Cycle Fourier 

algorithm's output and the specified values of  

( )mT1sin   and ( )mT1cos . By placing (10) and (11) in 

(4), the main frequency Half-Cycle Fourier algorithm's 

output for the DC component is resulted. Finally, the 

main frequency phasor of the input signal, fHCdft11  , is 

achieved via (5). 

In line with the above explanations, it can be 

observed that the proposed method requires two Half-

Cycle Fourier filters; one set to the fundamental 

frequency and the other set to the mth harmonic, where 

m is odd. The main purpose of using the mth harmonic 

Fourier filtering is to acquire the parameters of decaying-

DC. The needed calculations of the proposed method 

are: i) the implementation of two Fourier filters of Half-

Cycle and ii) the calculations pertaining to (10), (11), (4), 

and (5). The proposed method flowchart is illustrated in 

Fig. 2. 

 
 

Fig. 2:  The proposed method flowchart for the phasor 
estimation. 

Results and Discussion 

Algorithms efficiency is being assessed by the 

application of the following input signal: 

( ) ( ) 
t

eItIti
−

−+= 001 cos

                                        

(12) 

in which I0, amplitude of the DC component, and I1, 

amplitude of the main frequency component are 

selected as 1 per-unit. i(t) is applied to the various 

algorithms with a variable time constant of the decaying-

DC component (τ) and their sensitivity versus τ variation 

is evaluated. 

To make a comparison between different methods, 

the performance indices (PI1 and PI2) are utilized [12]. 

The performance indices are defined based upon the 

output of the digital phasor extraction filters for the 

input signal i(t). y(t) is the waveform of the filter's output 

for the applied input signal. y(t) oscillates around 1 per-

unit before permanently settling in this value. The first 

performance index PI1 is calculated using the following 

equation: 

( ) ( )  −=

NT

T

dttyPI

0

2

1 1

                                                        

(13) 

As soon as y(t)'s amplitude exceeds 1 per-unit, the 

integration starts (T0) and proceeds until NT, which 

represents an integer number of the main frequency 

cycles. In the simulations, let N be 3. PI1 represents the 

extent of the amplitude oscillations around the steady-

state final value in the filter's output in the presence of 

the DC component in the input. 

The second performance index PI2 is equal to the 

highest overshoot percentage in y(t)'s amplitude. There 

is a straight relevance between this index and the 

protective devices' overreach potential. 

( ) ( ) ( ) 10012 −= tyMaxPI 

                                            

(14) 

As much as these indices get closer to zero, the higher 

quality of the tested algorithm is inferred. The input 

signal's sampling rate is 36 samples per cycle and the 

value for m is selected as 13 for the proposed method. 

The sampling window used in the simulations is the half 

of the main frequency cycle that means 18 samples. 

The frequency response of the Half-Cycle Fourier filter 

set to the main frequency is presented in Fig. 3. As it can 

be observed, this filter cannot remove the decaying-DC 

component when used standalone. The time response 

generated by applying the input signal to the HCFA is 

illustrated in Fig. 4. 

The values for the performance indices of the HCFA 

versus τ variation in the range of 0.5 cycle to 5 cycles are 

presented in Table 1. 

If the current waveform passes a mimic circuit 

including a series resistor and inductor, the exponential 

decaying component will be removed or deteriorated in 

the circuit's output. The transfer function for the mimic 

Input signal 

Anti-aliasing low-pass filter 

Half-Cycle Fourier filter 
set to the mth 

harmonic (HCDFTm) 
 

Compute DC parameters by 

means of (10) and (11) 

Determine the impact of DC 

component on the main 

frequency Half-Cycle Fourier 

using (4) 

 

Half-Cycle Fourier filter 
set to the main 

frequency (HCDFT1) 
 

i(t) 

Sample & Hold 

 

A/D conversion 

 

Sampling rate 

adaptation 

 

Frequency 

estimation 

 

Estimate the phasor using (5) 

i(n) 
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circuit in the Laplace domain would be: 

( ) ( )11 SKSH mimic +=

                                                      

(15) 

where τ1 is the time constant which mimic filter is set to. 

 
 

Fig. 3:  Frequency response of the Half-Cycle Fourier filter for 
the main frequency. 

 

 
 

Fig. 4:  Time response of the HCFA. 

 
Table 1: Performance Indices for the HCFA 
 

Time constant (mSec) PI1 PI2 (%) 

10 2.8692 49.1603 

20 9.9800 78.5331 

40 22.6705 99.7476 

60 31.7330 108.1275 

80 38.0549 112.6007 

100 42.5512 115.3807 

 

If the decaying component's time constant is equal to 

τ1, its effect will be eliminated in the output of the mimic 

filter and if the time constant has a different value, its 

effect will be significantly reduced. The mimic circuit 

including a resistor and an inductor can also be digitally 

modeled. In the case S is replaced using the following 

equation, the Z domain representation of the mimic 

circuit's transfer function can be obtained: 

T

Z
S



−
=

−11

                                                                         

(16) 

where ΔT is the sampling period.  

The time constant is set to 50 ms in the mimic filter's 

design which is approximately located in the middle of 

its variation range. The digital mimic filter’s frequency 

response is shown in Fig. 5. It is clear that the mimic 

filter is a high-pass filter that means boosting the high 

frequency components. Therefore, it is prone to high 

frequency noise. 

By combining the digital mimic filter and the HCFA, 

the performance of the HCFA in confronting with the 

decaying-DC can be improved to some extent. The 

frequency response of the combination of digital mimic 

filter and the HCFA is presented in Fig. 6. The time 

response obtained by applying the input signal to the 

combination of the mimic filter and the HCFA is 

illustrated in Fig. 7. 

 
Fig. 5:  Digital mimic filter’s frequency response. 

 

 
Fig. 6: Frequency response of the digital mimic plus the HCFA. 
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Fig. 7: Time response of the combination of digital mimic filter 

and the HCFA. 
 

Performance indices for the combination of digital 

mimic filter and the HCFA are presented in Table 2. 

 
Table 2: Performance Indices for the Combination of Digital 
Mimic Filter and the HCFA 
 

Time constant (mSec) PI1 PI2 (%) 

10 0.054969 7.2968 

20 0.046537 5.7402 

40 0.004078 1.4166 

60 0.003376 1.1969 

80 0.021745 2.8038 

100 0.044052 3.8010 

 

 
 

Fig. 8: Frequency response of the Fourier filter set to the 13th 
harmonic. 

 

By using two parallel Half-Cycle Fourier filters, impact 

of the DC component upon the extracted phasor can be 

totally eliminated. As it was mentioned before, one of 

these Half-Cycle Fourier filters is set to the mth harmonic 

(m=13) and the other is set to the main frequency. Fig. 8 

demonstrates the frequency response of the Fourier 

filter set to the 13th harmonic. 

The time response obtained by applying the input 

signal to the proposed algorithm is shown in Fig. 9. 

 
Fig. 9: Time response of the proposed algorithm. 

 

For the proposed algorithm the values of the 

performance indices for τ variation in the range of 0.5 

cycle to 5 cycles are presented in Table 3. 

 
Table 3: Performance Indices for the Proposed Algorithm 
 

Time constant (mSec) PI1 PI2 (%) 

10 0.00 0.00 

20 0.00 0.00 

40 0.00 0.00 

60 0.00 0.00 

80 0.00 0.00 

100 0.00 0.00 

 

By a careful examination of the time responses 

obtained from different methods, it can be observed 

that the Half-Cycle Fourier filter and the combination of 

digital mimic filter and the Half-Cycle Fourier both have 

overshoots in their outputs. Whereas, the proposed 

method does not have such overshoots and as soon as 

the data window fills with the valid fault data, its output 

reaches the desired value. In addition, the proposed 

method generates favorable responses for different time 

constants and it is not dependent on the value of the τ. 

More simulations are performed to have a more vivid 

representation of different algorithms' performance for 

a wider range of τ variations of the decaying-DC, where 

the τ varies from 1 to 120 ms. Outputs after filling their 

data windows with the fault data are shown in Fig. 10. 

The highest deviation of the HCFA from the desired 

output is 49.18% which happens in 120 ms time 

constant. The highest deviation from the desired output 
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for the combination of digital mimic filter and the HCFA 

is 25.40% happening in 5 ms time constant. The 

proposed method's output comes to the favorite value 

as soon as the data window fills with the first half cycle 

data. 

 
 

Fig. 10: The extracted phasor at the end of the fault's first half 
cycle. 

 

Fig. 11 demonstrates the variations of the highest 

overshoot in the algorithms output as a function of the 

decaying-DC's time constant. The highest overshoot in 

the HCFA is 117.27% happening in 120 ms time constant. 

The highest overshoot in the combination of digital 

mimic filter and the HCFA is 7.39% happening in 11 ms 

time constant, whereas the highest overshoot in the 

proposed method is 2.59% happening in 1 ms time 

constant. As it can be observed, the proposed method 

does not generate a large overshoot for a wide range of 

the time constant variation. 
 

 
 

Fig. 11: The highest overshoot in the extracted phasor. 

Conclusion 

In this paper, a method for extracting the main 

frequency phasor was proposed which is favorably 

robust against the impact of the DC component. The 

proposed method estimates the phasors using a data 

window equal to the half cycle of the power grid's main 

frequency.  

The proposed method utilizes two parallel filters set 

to different frequencies, so that after filling the data 

window with the fault data, precise and stable outputs 

are generated. In the proposed method, once the data 

window is filled with half-cycle data (n/2 of samples), the 

main phasor component is a computed, while in the 

presented method in reference [39] three look-up tables 

are referred to during online processing which causes an 

increase in computational work. The offered data 

window length for HCDFT method is n/2+1 in reference 

[40] which is one sample longer than that of our 

presented method.  

Finally, in the proposed method of reference [41] it is 

necessary to move the data window two samples. As a 

result, the main phasor component will be calculated 

with a two-sample delay. Moreover, the Efficiency of the 

proposed method was compared to the HCFA and the 

combination of digital mimic filter and the HCFA which 

showed a higher speed and accuracy of the proposed 

method. The performance indices (PI1, PI2) are calculated 

for various algorithms and the indices are almost zero 

for the proposed method. The more these indices get 

closer to zero, the higher quality of the tested algorithm 

is inferred and therefore the desired performance of the 

proposed method is confirmed. 
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 Background and Objectives: As cities are developing and the population 
increases significantly, one of the most important challenges for city 
managers is the urban transportation system. An Intelligent Transportation 
System (ITS) uses information, communication, and control techniques to 
assist the transportation system. The ITS includes a large number of traffic 
sensors that collect high volumes of data to provide information to support 
and improve traffic management operations. Due to the high traffic volume, 
the classic methods of traffic control are unable to satisfy the requirements 
of the variable, and the dynamic nature of traffic. Accordingly, Artificial 
Intelligence (AI) and the Internet of Things (IoT) meet this demand as a 
decentralized solution. 
Methods: This paper presents an optimal method to find the best route and 
compare it with the previous methods . The proposed method has three 
phases. First, the area should be clustered under servicing and, second, the 
requests will be predicted using the time series neural network. then, the 
Whale Optimization Algorithm (WOA) will be run to select the best route. 
Results: To evaluate the parameters, different scenarios were designed and 
implemented. The simulation results show that the service time parameter of 
the proposed method is improved by about 18% and 40% in comparison with 
the Grey Wolf Optimizer (GWO) and Random Movement methods. Also, the 
difference between this parameter in the two methods of Harris Hawks 
Optimizer (HHO) and WOA is about 5% and the HHO has performed better. 
Conclusion: The interaction of AI and IoT can lead to solutions to improve ITS 
and to increase client satisfaction. We use WOA to improve time servicing 
and throughput. The Simulation results show that this method can be 
increase satisfaction for clients. 
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Introduction 
Nowadays, cities face complex and great challenges. For 

example, in smart cities, the conventional planning of 

transportation is not adequate [1]. In recent years, due 

to increasing demand for road safety, the ITS has been 

considered [2]. ITS is called as a system that helps 

transportation flow by using information, 

communication, and control techniques. ITS users are 

the network managers, transportation service providers, 

passengers, and owners of transportation fleets. 

Providing some of these services depends on decisions 

and policy-making about them. This system allows 

drivers and the Traffic Management Organizations 

(TMO) to exchange information in real-time. Therefore, 

road safety and efficiency are now becoming more 

important challenges.  
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ITS provides solutions for cooperation, and a reliable 

transportation platform. ITS services can be considered 

as a data chain that consists of data acquisition, 

communications, processing, data distribution, 

utilization of information, and external factors. With the 

amount of information collected by RFID readers and 

their exchange between cars and digital interfaces, it is 

possible to extend the evaluation of transportation 

systems by actual processed data. This affects the 

decision-making process, planning, and implementation 

of public policies and makes them manageable [3]. In 

these systems, IoT can directly affect. The IoT connects 

various objects to each other according to a 

communication protocol through various sensor devices 

[4]. The main goal of the IoT is to do things faster, to 

automate all things, and control objects remotely. Also, 

AI along with the IoT can enhance the ITS quality and 

thus, improves the traffic situation, reduces congestion, 

trip delays and the delay of necessary services such as 

ambulance and police, decrease fuel consumption and 

ultimately increase the satisfaction of citizens. 

Transportation systems are inherently large-scale and 

complex due to the considerable number of elements 

and interactions between the elements. Collaborative 

control is a method to manage multi-agent systems 

despite the complexity and a large number of elements 

[5]. On the other hand, recent advances in 

communication between machines and also 

communication between cars and transportation 

infrastructures, cause access to vehicles around and also 

general information about traffic flow. Access to the 

information of vehicles lead to emerged control methods 

such as collaborative control methods or Machine 

Learning (ML) methods that can be applied to 

transportation systems. Therefore, ML techniques can 

help to create an advanced and efficient ITS [6]. ML 

applies various techniques to facilitate learning in 

different devices of the network to make them 

automatic [7]. 

ITS includes a large number of traffic sensors that 

collect a high volume of data to provide information to 

support and improve traffic management operations [8]. 

Due to the high traffic volume, the classic methods of 

traffic control are unable to satisfy the requirements of 

the variable and dynamic nature of the traffic [9]. The 

main purpose of the traffic control system is to propose 

efficient management of transportation resources so 

that changes in traffic conditions are taken into account. 

AI fulfills the demand as a decentralized solution with 

the introduction of the concept of smart agent. Using 

smart agents to automatically sense traffic changes and 

perform appropriate actions by referring to the 

knowledge-based and meta-heuristic algorithms, the 

traffic control system can be effectively managed. This 

paper intends to minimize the distances taken by 

vehicles and service time to provide customer services. 

In advance [10], we proposed an optimized path 

selection mechanism by road rescue servers based on a 

GWO algorithm. The GWO imitates the hunting behavior 

of grey wolves in nature [11]. In this paper, the WOA is 

used to optimize the problem of route selection in the 

transportation system. This research has been done to 

reduce customer service time. Since the WOA and the 

GWO are slightly different from each other, to 

determine the effect of these differences, we have 

compared the WOA with the GWO in this research. Also, 

according to the authors of this method, the GWO is one 

of the algorithms has been discovered in recent years, 

which has a high rate of convergence in obtaining the 

answer [11]. In this paper, the WOA is also has compared 

with the HHO. HHO is a novel population-based, nature-

inspired optimization [12]. Using the HHO, the service 

time is reduced, but the throughput is almost equal to 

the WOA. According to the parameters of the problem, it 

seems that the WOA is suitable for this problem. In our 

future work, with considering the other design 

parameters such as energy and fuel consumption, 

applying the HHO algorithm can be a more efficient 

solution. 

In this paper, we investigate the network of vehicles 

that have different sensors and are connected to the 

central server and each other via the internet. Firstly, we 

divide the service area by using the fuzzy clustering 

algorithm and take into account the cluster centers as 

the center of crowdedness. We also predict the number 

of requests using the time series neural network 

predictor. Finally, we find the optimal path using the 

whale algorithm. 

The contributions of the paper are as follows: 

• Using fuzzy clustering to divide the area under 

service. 

• using time series to consider the behavioral patterns 

of people in the community to request vehicles. 

• Applying an intelligent algorithm to find the best 

path. 

Comparing the simulation results with previous 

methods indicates that the distance has been improved 

and thus the total time of servicing and increased the 

satisfaction of service providers. 

The rest of the paper is organized as follows: first, the 

related work is investigated in second Section. In third 

Section, we will provide the proposed method and the 

simulation results are discussed in fourth Section. Finally, 

the conclusion of the paper is presented in fifth Section. 

Related Work 

Various researches have been conducted on ITS, 

which in most of them have been used only from one of 
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the technologies of AI or IoT, and quantitative research 

has dealt with the combination of AI and IoT. In this 

section, some examples of related work will be 

described. 

Kuppusamy et al. [13] proposed a framework for 

traffic control and data processing was provided using 

IoT. This framework includes a local server and a remote 

server that improve the processing time of the traffic 

signal. As a result, waiting times for vehicles, air 

pollution, and overtime are reduced at intersections. 

Dubey et al. [14] designed a system to control traffic 

signals so that signal lights are decided based on less 

wait time and less pollution. This system is designed for 

IoT applications. In [15] a smart traffic management 

system using the IoT is presented. A hybrid approach 

was used to optimize traffic flow on the road. Pyykonen 

et al. [16] offered a smart traffic control system for IoT 

applications. The roadside system measures and 

calculates a series of values that are stored in the 

database and sent to users through the 802.11 protocol. 

Bojan et al. [17] offered an IoT-based intelligent 

transportation system, that consists of three 

components: display, monitoring, and sensor. Geetha et 

al. [18] using IoT, provided a system for public 

transportation. Sutar et al. [19] have presented a 

framework for intelligent public transportation that 

deals with determining the position of buses and 

responding to passenger demand. Datta et al. [20] 

introduced a framework with data-driven architecture, 

which contributed to the design of a smart road rescue 

system in smart cities.  Desai et al. [21] provided a 

vehicle regulatory system through software and 

hardware for routing and monitoring and supervision of 

the vehicles and finally, the cost savings were followed. 

Al-Dweik et al. [22] have presented a roadside unit for 

utilizing as the portion of a comprehensive ITS based on 

IoT. First, the information is collected by sensors and 

cameras. It is then sent to a central server for operations 

such as setting speed limits and issuing weather 

warnings. Jalaney et al. [23] reviewed the IoT-based 

architectures for intelligent public transport. Zhu et al. 

[24] discussed the role of IoT in creating parallel 

transportation systems and examining the impact of the 

system in several Chinese cities. Qureshi et al. [25] used 

various types of smart transport system applications and 

their technologies. Murad et al. [26] have proposed an 

integrated system IoT-based. This system simplifies the 

provision of information such as bus scheduling and 

online payment. Thakur et al. [27] investigated IoT-based 

solutions in the intelligent transportation system. Also in 

this research, the road safety techniques, 

communications between vehicles, and wireless 

communication techniques suitable for channels were 

studied. Sodhro et al. [28] proposed a QoS-aware 

algorithm to support multimedia transmission. Second, 

they proposed a novel QoS optimization scheme. Third, 

they proposed several QoS metrics to analyze the 

performance of V2V networks. Sodhro et al. [29] first, 

developed a system model for reliability and 

optimization of connection in the intelligent 

transportation system, and a SSLO algorithm. then, they 

proposed a reliability framework. Sodhro et al. [30] 

proposed 5G-based self-adaptive green and novel 5G-

driven algorithms and, a reliable framework.  

In recent investigations, the IoT has been used to 

improve the ITS. As follows, we review the researches in 

which AI has played the most important role. Odeh in 

[31] applied Genetic Algorithm (GA) to manage traffic 

signals. In this research, a video system was used to 

collect information, and a decision-making system based 

on the GA was applied. Using video images, the authors 

achieved the number of vehicles and ultimately 

optimized the time of green lights by applying GA. The 

comparison of the real and simulated results showed 

about a 40% decrease in the lights lag. Li et al. [32] have 

dealt with the optimization of traffic signals in smart 

cities by using the GA. In this research, a bi-level 

optimization framework was provided. The high-level 

problem reduces the travel time of the drivers, and the 

low-level problem, using the computational at the top 

level, helps to balance the network. If the lights are 

properly designed, it reduces the travel time of the 

drivers, traffic control, and congestion reduction which 

reduces environmental concerns. Zhou et al. [33] 

developed a signal timing system based on multi-

objective optimization. The results of the 

implementation are: reducing the number of stops and 

latency and thus improving traffic. As previously 

discussed, AI can realize the interactive performance of 

information between objects and people, for example, 

help to expand intelligent transportation. In the 

following researches, the combination of these two 

technologies has been used. 

Osuwa et al. [34] used AI including fuzzy logic and 

neural networks in IoT. Hamidouche et al. [35] applied 

the Grey Wolf and Whale algorithms, to exchange data 

on a heterogeneous wireless sensor network, taking into 

account the buffer overflow problem. Yadav et al. [36] 

proposed a traffic signal management system, through 

GA and the IoT. The purpose of designing this system is 

to reduce the waiting time of vehicles in traffic signals. It 

should be noted that a neural network has been trained 

to allocate green light time to each road. Liu et al. [37]  

designed a system for traffic emergency response by 

using IoT and data mining. 

In the reviewed researches, a framework or 

architecture for traffic control using the IoT or AI was 

often presented. Less attention has been paid to 
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emergency services and the use of AI in the IoT and ITS. 

Therefore, in this paper, using a combination of AI and 

IoT, we improve a routing algorithm and thus reduce the 

time to provide services to customers. The traditional 

ant colony algorithm has been often used for routing 

while we apply the Whale algorithm in this research. Due 

to the mechanisms that the whale algorithm has in prey 

encircling, the problem of transport optimization with 

this algorithm is investigated in this paper. 

Proposed Method 

The proposed method consists of three steps as 

follows: 

1. Segmentation of the area under service. 

2. Predicting the number of requests of each segment. 

3. Finding the best path. 

 Fig. 1 shows the flowchart of the proposed method. 

The proposed method includes the number of vehicles in 

one or more deployment locations that must be referred 

to a set of customers and provide the service. These 

clients have a certain movement pattern. In fact, by 

predicting the number of transportation requests in each 

segment of the smart grid, we intend to move vehicles in 

such a way that the total distance traveled, the total 

travel time, and the number of required vehicles is 

minimized. At the same time, customer satisfaction is 

intended to be maximized. Network traffic is modeled 

through a set of links and nodes. For example, a simple 

traffic diagram is shown in Fig. 2. 

 

 
 

Fig. 1:  The flowchart of the proposed method.  

 

In the proposed method, the service area is divided 

into blocks with variable sizes. The location of sending 

requests is calculated using the random function and will 

be inserted as a service location in a two-dimensional 

coordinate system and, we have tried to cluster these 

points. We consider the center of clusters as points with 

the request for high transport servicing, and it is called 

as a traffic point. 

 
 

Fig. 2:  A simple traffic diagram [38]. 
 

In the first step, Fuzzy C-Means (FCM) clustering is 

applied. In this method, each data belongs to a specific 

degree of each cluster and according to the degree of 

belonging, the presence of data to a cluster is 

determined [39]. This method is based on the C-Means 

function, which is a well-known unsupervised clustering 

algorithm and is successfully used to solve different 

clustering problems. This method is used in partitioning 

the network into some clusters [40]. This algorithm can 

divide the space of nodes into K clusters according to the 

distance between the cluster head and other nodes. This 

algorithm minimizes the objective function mentioned in 

the following equation which is a square error function. 

𝐽 = ∑ ∑ 𝑢𝑖𝑘
𝑚 . 𝑑𝑖𝑘

2𝑛
𝑘=1

𝑐
𝑖=1 = ∑ ∑ 𝑢𝑖𝑘

𝑚 . ‖𝑥𝑘 − 𝑣𝑖  ‖
2𝑛

𝑘=1
𝑐
𝑖=1                      

(1) 

In (1), the exponent m is used to adjust the weighting 

effect of membership values. Large m will increase the 

fuzziness of the function. m is a real number m>1 which 

is selected in most cases as m=2. Xk represents the Kth 

sample and Vi stands for the center of the ith cluster. Uik 

variable shows the amount of sample belongs to the i 

sample in cluster k. Mark ||*|| shows the similarity rate 

of the instance form the center of the cluster. Based on 

Uik , a U-matrix can be defined that has c rows and n 

columns, and its components can take a value between 0 

to 1. 

In Fig. 3, the result of fuzzy clustering is shown in a 

two-dimensional environment. Colored stars, red 

squares and green squares indicate user requests, 

current requests, and server vehicles, respectively. 

The second step of the proposed method is to 

consider the behavior patterns of community people to 

apply for vehicles in determining the optimal routing, 

which is used to measure the number of requests in each 

block of the intelligent transportation network. In this 

method, the traffic is computed and controlled by 

diffusion. 
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Fig. 3:  Form clusters based on the location of the request in user points. 

 

That is, we use the smart agents and network nodes 

to measure the number of future requests per block. We 

will use the time series neural network to predict the 

number of requests [41], [42]. In each science, the 

collected statistics are called time series, which are to be 

predicted and available in past periods. A time series of 

statistical data is collected at equal and regular intervals.  

Neural networks can be used in various cases such as 

data storage and review, a general mapping of an input 

set into an output set, grouping, and classification of 

similar data, optimization, and prediction. Neural 

networks, such as regression, are tools for an 

approximation of functions and finding a relationship 

between independent and dependent variables. Neural 

networks are composed of units called Neuron, which is 

processing unit. The Neurons produce a value of output 

through the defined relationships between them and 

their weights. In the last step, we intend to determine 

the best movement direction of vehicles using the whale 

algorithm. So that it is closer to high traffic areas and can 

service more users in less time and with less distance. 

Therefore, we have provided the fitness function in 

which the parameters of moving vehicles and servicing 

rate, or the density of service demand in the scroll blocks 

have been included. The amount of service demand 

density was obtained based on the predicted amount of 

the time series neural network. Thus, it will be tried to 

move the vehicles to help blocks with greater demand 

density. According to the above-mentioned materials, 

the fitness function in the proposed method is defined 

as the following, which is tried to be maximized. 

𝐹𝑖𝑡𝑒𝑛𝑒𝑠𝑠(𝑆𝑖) =
∑ 𝑆𝐸𝑅𝑉(𝐽)𝐽∈𝑆𝑖

𝛼
  

 𝑠𝑢𝑚𝐷𝑖𝑠(𝑆𝑖)
𝛽       (2) 

Equation (3) calculates the distance between two 

points, and (4) shows the relationship between time and 

distance. The distance and time parameters are directly 

related. The Speed parameter is considered constant in 

this equation. 

𝐷𝑖𝑠 = √(𝑋 − 𝑥)2 + (𝑌 − 𝑦)2                                            (3)  

𝑡 =  
𝐷𝑖𝑠

𝑠
                                                                                    (4) 

In (3), X, Y represent the location parameter (X, Y) at 

the destination, and x, y represent the location 

parameter (X, Y) at the source. In (4), t represents the 

service time and s represents speed. 

𝑆𝑖 represents a solution as a sequence of blocks met 

as a route moving vehicles, 𝑆𝐸𝑅𝑉(𝐽) is the rate of 

service in block j and the variable 𝑠𝑢𝑚𝐷𝑖𝑠(𝑆𝑖) is the sum 

of the distances of the vehicles,  𝛼 and 𝛽 coefficients are 

the most important parameters for determining the level 

of fitting the solution. In the current method, each 

solution represents a moving block trail of the vehicles. 

In other words, the content of each home is equal to a 

block number that has passed or crosses an existing 

vehicle from that block. Therefore, the length of the 

solution is equal to the number of blocks in non-zero 

houses; the number of block meeting order is inserted 

by vehicles.  
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In Fig. 4, first, service to users in block 5 will then 

move in 2,7,4,8 blocks, respectively. In the following, 

how to determine the optimal solution in the whale 

algorithm will be described. 
 

 
 

Fig. 4:  A solution in Whale algorithm with 8 blocks.  
 

Also, we can consider an array as a solution. For 

example, block 1 is serviced by vehicle (server) 1, block 2 

is served by vehicle 2, and so on as depicted in Fig. 5. 

 

Block Number 1 2 3 4 

Service Number 1 2 3 4 

 
Fig. 5:  an array as a solution. 

 

Fig. 6 shows how three users are served by two 

servers. The squares represent the servers and the 

circles represent the clients. Fig. 6(a) shows the initial 

state of placement of requests and servers. After 

clustering and executing the algorithm, the result is 

shown in the following figures. Fig. 6(b) shows the 

current request as a grey circle. Server 1 responds to the 

first request. Fig. 6(c) the second request is served by 

Server 2 (The answered Requests are displayed as black 

circles), and then in Fig. 6(d), the third request is served 

by Server 2. 
 

 
 

Fig. 6:  Execution of whale algorithm for three clients and two 
servers. 

 

The whale algorithm is a meta-heuristic optimization 

algorithm nature-inspired [43] by the hunting strategy in 

whales. The main difference between this algorithm and 

the GWO is simulated hunting behavior by using random 

techniques or the best search agent to chase prey and 

utilize a spiral to mimic the bubble-net attacking strategy 

of a whale. Randomization plays a very crucial role in 

exploration and exploitation. In each iteration, the 

number of search agents is generated and the optimal 

answer is selected. Mathematical modeling of the WOA 

divides into three phases of prey encircling, bubble 

network attacking method and, hunting search 

(exploration phase) that is provided in (5) to (10) [43]. 

In the prey encircling, search agents try to update 

their location towards the best search agent after each 

iteration. This behavior of whales is defined according to 

the following equations. 

𝐷⃗⃗  = | 𝐶  . 𝑋∗ ⃗⃗ ⃗⃗  ⃗(𝑡) − 𝑋 ⃗⃗  ⃗(𝑡)|          (5) 

𝑋 (𝑡 + 1) =  𝑋∗ ⃗⃗ ⃗⃗  ⃗(𝑡) − 𝐴  . 𝐷⃗⃗                                                 (6) 

In these equations, t denotes the current iteration 

while 𝐴  and 𝐶 are the coefficient vectors. 𝑋∗ ⃗⃗ ⃗⃗  ⃗(𝑡)  is the 

position of the best and 𝑋 ⃗⃗  ⃗(𝑡) vector is the reference 

position. If there are better answers, 𝑋∗ ⃗⃗ ⃗⃗  ⃗(𝑡)   it will be 

updated. Vectors 𝐴  and  𝐶  are calculated according to 

the following equations: 

𝐴 = 2 𝑎 . 𝑟 −   𝑎                                                                      (7) 

𝐶 = 2. 𝑟             (8) 

where is 𝑟  a random vector with the value in the range 

[0,1]. The values of 𝑎  are reduced linearly from 2 to 0. 

In the attack phase, two methods for modeling the 

behavior of the Whale Bubble Network are presented: 

1) Shrinking encircling mechanism: This method is used 

to reduce the value of 𝑎 . According to (7) with a 

decrease in the amount of 𝑎 , the value of 𝐴   is also 

reduced and, the value is placed in a range of [-a, a] 

that is reduced linearly by  𝑎  from 2 to 0. 

2) Spiral updating position: this method calculates the 

distance of the whale, which is in the position (X, Y) 

to make the hunt, which is the position (X*, Y*). 

Then the spiral path is formed between the position 

of the whale and the prey. The spiral update 

equation is given in the following equations: 

𝑋 (𝑡 + 1) =  𝐷′⃗⃗⃗⃗ . 𝑒𝑏𝑙. 𝑐𝑜𝑠(2𝜋𝑙) + 𝑋∗ ⃗⃗ ⃗⃗  ⃗(𝑡)                (9) 

𝐷′⃗⃗  ⃗  = | 𝑋∗ ⃗⃗ ⃗⃗  ⃗(𝑡) − 𝑋 ⃗⃗  ⃗(𝑡)|                                                    (10) 

It should be noted that whales swim around the prey 

in a spiral-shaped path simultaneously. To model this 

simultaneous behavior, we assume that there is a 

probability of 50% to choose between either the 

shrinking encircling or the spiral model. If p<0.5, the 

position is updated based on (6), and if p>=0.5 the (9). p 

is randomly selected between 0 and 1. The value of p 

can determine the type of movement in the whale 

algorithm. 

The third phase is the hunting search. This method 
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uses the way to change 𝐴   to search for hunting. Each of 

the whales is randomly searched for the position. 

Therefore, for a vector 𝐴 , we randomly assign values 

greater than 1 or less than -1 so that the search agent 

searches for positions farther from the reference whale. 

Unlike the exploitation phase, in this step, the search 

agent's position is randomly updated. Exploration 

follows two conditions. Mathematical equations related 

to this behavior of whales are given below: 

𝐷⃗⃗  = | 𝐶  .  𝑋𝑟𝑎𝑛𝑑  ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  – 𝑋 ⃗⃗  ⃗|         (11) 

𝑋 (𝑡 + 1) =   𝑋𝑟𝑎𝑛𝑑 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  −  𝐴  . 𝐷⃗⃗      (12) 

where 𝑋𝑟𝑎𝑛𝑑  ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   is a random position vector chosen from 

the current population. Finally, follows these conditions 

[44]: 

• |𝐴|⃗⃗⃗⃗ ≥ 1 enforces exploration to WOA. This prevents 

local optimization to find the global optimal. 

• |𝐴|⃗⃗ ⃗⃗  ⃗ < 1 for updating the position of current search 

agent/best solution is selected. 

From the theoretical point, the whale algorithm can 

solve the optimization problems in different types, which 

is due to gradient-free mechanism, flexibility, and high 

local optima avoidance in this algorithm [45]. 

 Results and Discussion 

We have used MATLAB software to simulate the 

proposed method. To service customers' requests in the 

smart network of transportation, the number 500 

transportation requests from 100 clients are collected in 

different parts of the area under monitoring and entered 

into a database.  

The area is divided into blocks based on the frequency 

of past requests. We need to move four vehicles 

between these blocks (In scenario 4, the number of 

vehicles can be variable) so that the total traveled 

distance and the total travel time are minimized and the 

number of services provided per unit of time 

(throughput) is maximized.  

This is shown as an example in Table 1. It should be 

noted that one of the sensors used in this research is the 

location sensor of vehicles.  
 
Table 1: An example for throughput 
 

Method 
Type 

Round 

(min) 

Distance 

(m) 

Service 
Time(min) 

Throughput 

(1) 100 50 25 4 

(2) 100 30 15 6 

 
The System specifications to implement the proposed 

method, parameters of the simulation, and the meta-

heuristic algorithm are shown in Table 2, Table 3, and 

Table 4, respectively. 

Table 2: System specifications to implement the proposed 
method 
 

Specifications Value 

CPU Core i5 
RAM 4 G 
OS Windows 10 

 

Table 3: Simulation parameters 
 

Simulation Parameters Value 

Number of simulation execution 5 

Number of clients 100 

Number of servers (Vehicle) 2,4,8,10,12,25 

Environmental dimensions 100*100m 

Number of transportation requests 100,200,300,400,500 

Number of clusters 2,4,6,8,10,12,24,26 

Request time period 50 minutes 

 
Table 4: Meta-heuristic algorithms’ parameters 
 

Optimization Parameters Value 

Maximum number of repetitions 30 

Primary population 30 

Size of a solution Number of blocks 

The range of values allowed for a 
solution 

Meeting Priority 
of Blocks 

 

To evaluate the impact of different conditions, 

including the number of clusters, the number of vehicles, 

and the number of requests, we have defined different 

scenarios. In scenarios 1 and 2, the number of clusters is 

different and we have placed them in an array. In 

scenarios 3, 4 and, 5, we have considered the number of 

clusters to be constant and equal to 8. 

The first scenario: Investigation of evaluation 

parameters during simulation time. To investigate the 

optimality of vehicle movement in the proposed (Whale) 

method, we have performed the simulation for 100 

minutes and compared the performance of the three 

methods in terms of servicing time in fulfilling 

customers' transportation requests over time. The result 

is shown in Fig. 7. In the obtained results, we see that 

the total servicing time fluctuates so much that it is not 

possible to comment on the superiority of one method 

over another. Therefore, the cumulative value was 

calculated for this parameter. As it can be figured out in 

Fig. 8, the total servicing time in the proposed (Whale) 

method is less than the methods of Random Movement 

and GWO about 48% and 29%, respectively, and more 

than HHO about 8%. To evaluate the efficiency of the 

proposed method in the effective management of the 

transportation system, we have compared the 

throughput of the method in providing service to 

customers during the simulation run. In Fig. 9, we see 

that the number of services provided per unit time in the 
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proposed (Whale) method is more than the methods of 

Random Movement and GWO about 67% and 1%, 

respectively, and but it is almost equal to HHO. 

Therefore, the proposed (Whale) method, using the 

spiral mechanism in simulating the bubble network 

attack, has been able to reduce the servicing time and 

increase throughput by selecting the optimal path of 

vehicles in the blocks resulting from the clustering of 

crowded points. The noteworthy point in all scenarios is 

that the difference in parameters in compared meta-

heuristic methods is small. Population-based meta-

heuristic optimization algorithms have one thing in 

common, regardless of their nature. The search process 

is divided into two phases: exploration and exploitation 

[43]. To prove their strength, these algorithms must 

focus on these two phases and strike a good balance 

between them.  

 
 

Fig. 7:  The performance of Random Movement, GWO, Whale 
and HHO methods in terms of total service time in first 

scenario. 
 

 
Fig. 8:  The performance of Random Movement, GWO, Whale 
and HHO methods in terms of cumulative total service time in 

first scenario. 
 

The main difference between the algorithms studied 

in this research is in the besiege of prey and its attack. In 

comparison to GWO and WOA, one of the most 

important factors of difference is the bubble attack in 

the whale method. Comparing HHO and WOA, different 

besiege mechanisms make the difference between the 

two methods. The HHO uses a series of search strategies 

based on prey energy and prey escape probability, and 

then selects the best move. Also in this method, the 

strength of random jumping helps to balance the phases 

of exploration and exploitation. Therefore, it can be said 

that these cases help to improve the parameters of the 

problem. As mentioned before, according to the 

conditions and parameters of the problem, the WOA is 

more suitable for this problem and the same throughput 

in these two methods confirms this. 

 
Fig. 9:  Throughput comparison of Random Movement, GWO, 

Whale and HHO methods in first scenario. 
 

The second scenario: Investigation of performance 

evaluation parameters with different clusters. In this 

scenario, we will investigate the performance of the 

proposed (Whale) method with some different cluster 

sizes. In Fig. 10, it can be concluded that the service time 

in the proposed (Whale) method is less than the 

methods of Random Movement and GWO about 35% 

and 18%, respectively, and more than HHO about 6%. 

Fig. 11 also specifies that the throughput of the model in 

providing customer service in the proposed (Whale) 

method is improved than Random Movement and GWO 

about 69% and 8%, respectively but it is almost equal to 

the HHO.  

Fig. 10:  The performance of Random Movement, GWO, Whale 
and HHO methods in terms of total service time in second 

scenario.  
Since in this scenario four vehicles are considered to 

provide the service, increasing the clusters does not 

have much effect on the servicing time. The reason for 

the superiority of the Whale method towards the 
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Random Movement, the clever selection of path and, the 

GWO method, is the use of a spiral mechanism that 

reduces distance and ultimately reduces the service 

time. It should be noted that in all methods and 

scenarios, constant speed is considered. 

 
Fig. 11:  Throughput comparison of Random Movement, GWO, 

Whale and HHO methods in second scenario. 
 

The third scenario: Investigation of performance 

evaluation parameters with the number of different 

requests. In this scenario, we investigated the 

performance of the proposed (Whale) method with 

some different service requests (100 to 500 requests). As 

shown in Fig. 12 the total service time, despite the 

number of different requests in the proposed (Whale) 

method, is always less than Random Movement and 

GWO about 38% and 17%, respectively, and more than 

HHO about 5%. Also, as shown in Fig. 13, the method's 

throughput is increased compared to the Random 

Movement method of 84% and compared with the GWO 

method of 6%.  

 
Fig. 12:  The performance of Random Movement, GWO, Whale 

and HHO methods in terms of total service time in third 
scenario. 

 
 

Fig. 13:  Throughput comparison of Random Movement, GWO, 
Whale and HHO methods in third scenario. 

This means that the proposed (Whale) method 

increases the efficiency of resources, due to the use of 

intelligent methods and the application of the spiral 

mechanism in the attack phase of the whale algorithm, 

and it can respond to the more number of requests in 

little time. The throughput in HHO and WHO is almost 

equal. 
 

The fourth scenario: Investigation of performance 

evaluation parameters with different Vehicles (server). 

In this scenario, we investigated the performance of the 

proposed (Whale) method with different vehicles (2, 4, 

8, 10, 12, 25). As shown in Fig. 14 and Fig. 15 the service 

time is lower than in previous methods despite the 

number of different vehicles in the proposed (Whale) 

method. However, when vehicles increase, the time of 

service of the Random Movement method decreases 

significantly, but the proposed (Whale) method still has 

better performance.  

 
Fig. 14:  The performance of Random Movement, GWO, Whale 

and HHO methods in terms of total service time in fourth 
scenario. 

 
Fig. 15:  Throughput comparison of Random Movement, GWO, 

Whale and HHO methods in fourth scenario. 
 

Service time in the proposed method has been 
reduced compared to the Random Movement method 
by 23% and the GWO method by 11% and increased 
compared to the HHO by about 4%. The throughput 
parameter is not very different in the four methods 
when service vehicles increase but on average, this 
parameter increased by 20% compared to the Random 
Movement method and increased by 1% compared to 
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the GWO method and it is almost equal to the HHO 
method. It can be said that the reason for improving 
parameters in this method, like in previous scenarios, is 
using a spiral mechanism in the attack phase of the 
Whale algorithm. 

The fifth scenario: Investigation of performance 
evaluation parameters with different values the 
importance of fitness function variables. As stated 
before in the proposed scheme, using the whale 
optimization algorithm, the near-optimum route of 
vehicles is determined so that it can serve more users in 
less time and over a shorter distance. Hence, a fitting 
function is used which includes two indicators of the 
total traveled distances by vehicles and the density of 
demanded services in the tracked blocks. To determine 
the importance of each of these two parameters in 
determining the degree of the fitness of the solution, we 
used the values of α and β as the exponent values 
somehow the sum of them is equal to one (i.e., α+β=1). 

In the last step, we evaluated the proposed intelligent 
transport system based on different exponent values of 
the coefficients. Fig. 16 shows that in our proposed 
method, despite the different values of the two effective 
indicators, the total service time is 35% less than the 
Random Movement method, 12% less than the GWO 
method, and 5% more than the HHO method. Since the 
whale algorithm uses a bubble method to attack, it 
reduces the distance and thus the service time. Fig. 
17 also specifies that the throughput of the model in the 
proposed (Whale) method is more than Random 
Movement and GWO about 82% and 5%, respectively, 
and almost equal to the HHO method. 

 
Fig. 16:  The performance of Random Movement, GWO, Whale 

and HHO methods in terms of total service time in fifth 
scenario. 

 

 
Fig. 17:  Throughput comparison of Random Movement, GWO, 

Whale and HHO methods in fifth scenario. 

Also, after performing several round of simulations, 
we found that the best answers are obtained when 
α=0.9 and β=0.1. Therefore, since these two exponent 
values show the effect of the parameters of the fitness 
function, the effect of the demanded service density is 
more than the sum of the travelled distances. 

Conclusion 

ITS is a system that uses information, communication, 

and control techniques to assist the flow of 

transportation. ITS tools have three basic and pivotal 

features: information, communication, combination, and 

cohesion, which these three characteristics help 

transportation and passengers to make better and more 

coordinated decisions. In this paper, we used the 

combination of AI and IoT to improve the ITS. The results 

of this research show that the interaction of AI and IoT 

can lead to solutions to improve ITS and increase client 

satisfaction. In this paper, we have used the FCM to 

block the area under servicing, the time series neural 

network to predict requests, and the whale algorithm to 

find the best path. The proposed method was evaluated 

under different conditions including the number of 

variable requests, the different times, the number of 

different vehicles, and the number of different clusters. 

The simulation results show that the throughput is 

increased by 5%, compared to the method that the grey 

wolf was used to optimize and 82%, compared to a 

randomly selected path. Throughput in HHO and Whale 

method is almost equal. In our future work, we intend to 

achieve an optimal vehicle movement plan in smart 

cities by considering other environmental characteristics 

and using new meta-heuristic methods, so that the 

convergence time will be reduced to the optimal 

response. Also, by applying a new fitness function, we 

will determine the number of optimal vehicles to service 

users' requests. In this method, we will be able to move 

only some vehicles at some point in time and others will 

remain in place to reduce the cost of service. 
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Abbreviations  
𝛼 Level of significance 
𝛽 Observed value 
AI Artificial Intelligence 
A Coefficient vector 
C Coefficient vector 
c Number of rows 
DLS Damped Least-Squares 
FCM Fuzzy C-Means 
GWO Grey Wolf  Optimizer 
HHO Harris Hawks Optimizer 
IoT Internet of Things 
ITS Intelligent Transportation System 
K Number of clusters 
ML Machine Learning 
r Random vector 
𝑆𝑖   a solution as a sequence of blocks 

met as a route moving vehicles 
s speed 
t Service time 
TMO TRAFFIC MANAGEMENT ORGANIZATIONS 
Uik shows the amount of sample belongs 

to the i sample in cluster k 
Vi stands for the center of the ith cluster 
WOA Whale Optimization Algorithm 
Xk Represents the Kth sample 

𝑋 ⃗⃗  ⃗(𝑡)                    The position of the best 

𝑋∗ ⃗⃗ ⃗⃗  ⃗(𝑡)  Reference position 

𝑋𝑟𝑎𝑛𝑑  ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗    Random position 
(X,Y) Whale position 
(X*,Y*) Hunt position 
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 Background and Objectives: The use of two-dimensional materials in the 
photodetector fabrication has received much attention in recent years. 
Graphene is a two-dimensional material that has been extensively 
researched to make photodetectors. The responsivity of graphene 
photodetectors was limited by the low optical absorption in graphene 
(~2.3% for single layer graphene). Therefore, graphene along with other 
materials has been used to fabricate a photodetector with the desired 
properties. The graphene is used for the improvement of the silicide 
platinum photodetector. 
Methods: The platinum silicide photodetector with graphene has been 
experimentally fabricated and characterized, and all steps of the device 
fabrication and the characterization are completely provided in addition to 
required equations for device analysis is completely provided. A graphene 
layer is transferred on the platinum silicide layer, and the graphene layer 
creates the photoconductor gain in the platinum silicide photodetector.                                             
Results: In the proposed device, near-infrared light is detected in the 
platinum silicide, and by placing a layer of graphene on the platinum silicide, 
the optical current and responsivity increase compared to the platinum 
silicide photodetector without graphene. Experimental results show that the 
optical current, external quantum efficiency, and responsivity increase in 
the platinum silicide photodetector with graphene. The graphene not only 
functions as the charge transport channel, but also works as a 
photoconductor.                                                                                                                    
Conclusion: The optical current and responsivity are increased by the 
platinum silicide photodetector with graphene. In our photodetector, the 

highest responsivity is 120 
𝑚𝐴

𝑊
 in the 1310 nm wavelength, and the optical 

current is 100 nA at the applied voltage of 8 V. Our photodetector has 
optical current, responsivity, and external quantum efficiency twice as much 
as platinum silicide photodetector. Experimental results show the good 
performance of graphene with platinum silicide photodetector. 
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Introduction 
Graphene that is a two-dimensional material of carbon 

atoms is very attractive for optoelectronic applications 

[1]. Graphene has unique properties in mobility, 

conductivity, optical, and mechanical [1]-[4]. 

 

Graphene has a high photodetection potential due to 

its high speed and broad absorption spectrum [5]-[7]. 

Graphene can be an infrared photodetector operating at 

the room temperature. Graphene has potential 
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applications in mid-IR spectroscopy [8]-[10] and 

biochemical sensing [11].  

The responsivity of graphene photodetectors was 

limited by the low optical absorption in graphene 

(~2.3% for single layer graphene) and short carrier life 

time (few picoseconds) [6]-[12]. To compensate the low 

responsivity of graphene photodetectors, recent 

research has focused on the enhancement of the 

responsivity of graphene photodetecors. For example by 

using metallic plasmonics [13], [14], a waveguide [15], 

quantum dots [16]-[18], and microcavities [19], 

responsivity increases in the graphene photodetector. 

However, there are problems that the photodetector 

speed decreases with increasing the responsivity; we can 

refer to the structures that have high responsivity using 

adsorbent layer or quantum dots, but the speed of the 

photodetectors is reduced due to the trapping of the 

carriers in the absorbent material or quantum dots [16], 

[20]. The graphene photodetector was reported with 

small metal antenna structures that can be designed to 

improve both light absorption and photocarrier 

collection in graphene photodetectors [21]. The 

Graphene/silicon Schottky photodetector based on 

internal photoemission effect was reported [22]. There 

are several problems that limit the practical applications 

of graphene photodetectors such as low responsivity, 

the high dark current, and difficult manufacturing steps 

[22]. On the other hand, Schottky photodetectors based 

on an internal photoemission effect emit carriers from 

the metal layer to the semiconductor. These types of 

photodetectors can be used in different wavelengths. 

One of the Schottky photodetectors is platinum silicide 

(PtSi) photodetectors for the photodetection of the 

infrared wavelength. Platinum silicide photodetectors 

have many advantages including simple manufacturing 

process, high stability, high speed, low costs. However, 

because only a small fraction of the carriers are 

transferred to the semiconductor, low quantum 

efficiency was reported for these photodetectors [20]. 

Therefore, the design and the fabrication of a 

photodetector that can reduce the problems of 

graphene photodetectors and platinum silicide 

photodetectors is very attractive.  
In this paper, we have experimentally investigated a 

silicide platinum photodetector with graphene, and the 

proposed device is fabricated and characterized. In 

addition, required equations are provided for the device 

analysis. A graphene layer is transferred on the platinum 

silicide layer. The Schottky barrier of silicon and platinum 

silicide is used as a photodetector by the internal 

photoemission effect, and the graphene layer is used as 

a charge transport of excited carriers. By radiating laser 

light on the proposed device, the electron-hole pair is 

created in the platinum silicide. By applying an external 

electrical voltage to the device, one of the carriers 

travels through silicon and another carrier travels 

through the graphene, and electrical current is created. 

The optical current, external quantum efficiency and 

responsivity are increased by proposed device. Our 

photodetector has optical current, responsivity, and 

external quantum efficiency twice as much as platinum 

silicon photodetector. 

Fabrication Process 

The fabrication process of the platinum silicide 

photodetector with graphene is shown in Fig. 1.  N-type 

silicon with 8 to 10 Ω.cm resistivity is used. In addition, 

for n-type silicon and platinum silicide, the height of the 

Schottky barrier is approximately 0.84 eV. This Schottky 

barrier has detection up to a wavelength of 1470 nm. If 

p-type silicon is used, the height of the schottky barrier is 

approximately 0.3 eV, and this Schottky barrier has 

detection up to a wavelength of 4100 nm. P-type silicon 

has detection in the higher wavelength, but a platinum 

silicide photodetector with p-type silicon can’t operate 

at the room temperature. Therefore, the choice of the 

lightly doped n-type silicon is a good choice for a 

detector operating at the room temperature. 
 

 
 

Fig. 1: The fabrication process of the platinum silicide 
photodetector with graphene. 

 

The silicon surface must be clean . Therefore, the 

silicon surface is completely cleaned by RCA method. In 

the next step, a layer of platinum is deposited on the 

silicon by electron beam physical vapor deposition as 

shown in Fig. 1(A). After the deposition of the platinum 

layer, the sample is placed at 450 °C for one hour in the 

high vacuum (10−6 torr) .  

The formation of platinum silicide is illustrated in Fig. 

2. The initial phase of a Pt2Si layer begins to form at an 

interface layer, and silicon diffuses into platinum as 

shown in Fig. 2(B). Over time, the whole layer turns to 

Pt2Si. The second phase of a platinum silicide layer is 

formed at the interface layer as shown in Fig. 2(D). At 

the end, the whole layer turns to platinum silicide as 

shown in Fig. 2(E). 
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Fig. 2: The fabrication process of the platinum silicide. 
 

 Platinum silicide on the substrate is illustrated in Fig. 
1(B). After the formation of the platinum silicide layer, 
the silicon oxide must be deposited on the platinum 
silicide . Therefore, the silicon oxide is deposited by 
sputtering with 150 nm thickness. The deposition is done 
by a shadow mask because the layer can be placed on 
the desired location as shown in Fig. 1 (C).  

The real sample after the deposition of the silicon 
oxide is illustrated in Fig. 3. The location of silicon oxide 
and platinum silicide are also illustrated in Fig. 3. 
  

 
Fig. 3: A fabricated sample image after the deposition of the 

silicon oxide. 
 

Graphene should be placed on the surface. In this 
structure, graphene grown by chemical vapor deposition 
method produced by Graphena Company is used. The 
graphene grown on copper as a single layer is illustrated 
in Fig. 4.  

 
 

Fig. 4: Sample image of graphene on copper. 
 

The graphene layer is a two-dimensional layer and is 
very thin, and this layer is not visible on a copper [23] . A 
PMMA layer that is used to protect and transfer is 
deposited on the graphene layer. 

There are several ways to transfer graphene on 
different substrates. The most important of these 
methods include wet and dry. Among these methods, 

the wet method has more desirable properties, and it is 
more economical [24]. Therefore, a wet method is used 
to transfer graphene on the platinum silicide substrate. 
The transfer steps of the graphene by the wet method 
are illustrated in Fig. 5.  

 

 
 

Fig. 5: Graphene transfer steps on the substrate. 
 

The graphene on the copper from the side view is 

illustrated in Fig. 5(A).  

There is a PMMA layer on the graphene, and there is 
graphene on the copper and under the copper. The 
graphene under the copper is not desirable and should 
be removed. Therefore, the sample is placed in dilute 
nitric acid solution to remove the graphene under the 
copper. Fig. 5(B) shows the sample after removing the 
graphene under the copper. In the next step, the sample 
is taken out from the nitric acid solution and the sample 
is rinsed by DI water. The sample is placed into an iron 
nitrate solution that has the suitable concentration to 
remove copper. Fig. 5(C) shows the sample after copper 
etching. After removing the copper, several rinsing steps 
are performed with DI water to eliminate completely the 
metal contamination. In the next step after cleaning the 
substrate surface with acetone, while the graphene 
sample is suspended on the water, the graphene is 
slowly placed on the substrate. The graphene on the 
substrate is shown in Fig. 5(D).  

In the last step, after several annealing steps for 
graphene adhesion to the substrate, NMP solution is 
used to remove PMMA. Fig. 5(E) shows graphene on the 
substrate after PMMA etching.  

Fig. 1(D) shows graphene on the platinum silicide and 
silicon oxide. Finally, metal contacts on the graphene 
and under silicon is deposited as shown in Fig. 1(E). 

Theoretical Equations 

Fig. 6 shows the energy band diagram of the 

graphene/PtSi/silicon structure. The incident photons 

are absorbed in the platinum silicide and generate 

electron-hole pairs. By applying a voltage between two 

metal contacts, the excited electrons randomly walk in 

the platinum silicide layer until they reach the interface 

between the platinum silicide and the silicon. The 

electrons surmount the barrier and are emitted into the 

silicon [20]. The generated holes move to a negative 

voltage that is connected to the metal contact on the 

graphene. 
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Fig. 6:  The energy band diagram of the graphene/PtSi/silicon 

structure. 
 

Fig.7 shows a side view of the structure to analyze the 
device. As shown in Fig. 7, an external voltage is applied 
to two metal contacts that are placed under the silicon 
and on the graphene that is placed on the silicon oxide. 
By applying an external voltage, the created electron-
hole pair separates from each other and moves towards 
the metal contacts. In Fig. 7, the electron is shown in a 
black color and is moved towards the positive voltage, 
and its path to the metal contact under the silicon is 
shown with black arrows. The hole is shown in a white 
color and is moved towards the negative voltage, and its 
path from inside the graphene to the metal contact on 
the graphene is shown with white arrows. By applying an 
external voltage, the excited hole and electron are 
separated from each other and take two separate paths.  

 
 

Fig. 7: The movement path of electrons and holes inside the 
structure after a laser radiation. 

 

The electron travels vertically through the silicon, and 
the hole travels horizontally through the graphene. 
Because the mobility graphene is higher than silicon, 
holes reach the metal contact faster than electrons. The 
remained electrons cause extra holes to be injected into 
the device by external voltage, and more photocurrent is 
created. The graphene not only functions as the charge 

transport channel, but also works as a photoconductor 
[25]. 

The modified Fowler theory is an equation for the 
estimation of the internal quantum efficiency of Schottky 
photodetctors given by [26]-[30]: 

𝜂 =  
1

8𝜙𝑏
 
(ℎ𝑣 − 𝜙𝑏)2

ℎ𝑣
      (1) 

where h is plank constant, v is the frequency of the 
incident infrared light and 𝜙b is the Schottky barrier 
height of the platinum silicide and silicon. Equation      (1) 
describes the internal quantum efficiency that is the 
number of photo-carriers collected by the photdetectors 
to the number of photons absorbed by the 
photodetector. Obviously, η depends on the incident 
photon energy and the Schottky barrier height. 

The basic expression describing photocurrent in the 
photodetector is [25]:  

 I =  𝛼 × 𝜑 × 𝐺 ×  𝑒 ×  𝜂     (2) 

where α is the adsorption rate of photodetector, 𝜑 is the 
incident photon flux, G is the photoconductive gain, and 
e is electron charge. The incident photon flux, 𝜑, rate 
can be determined by the total optical power per photon 
energy [22]: 

𝜑 = 
𝜌 ×𝑊𝑔×𝐿𝑔

ℎ𝑣
                                                                         (3) 

where ρ is incident IR power density, Wg is the width of 
the channel, and Lg is the length of the channel. The 
photoconductive gain, G, is determined by the 
properties of the photodetector. The photoconductive 
gain can be defined as the number of carriers passing 
contacts per generated pair. The photoconductive gain is 
expressed by [25]: 

𝐺 =  
𝜏

𝑇𝑟
                                                                                    (4)    

where τ is the recombination time and Tr is the transit 
time in the graphene channel. Tr is expressed by [25]: 

Tr = 
𝐿2

𝜇×𝑉
                                                                                   (5) 

where L is the length of the graphene channel that 
generated carriers travel, μ is the mobility graphene, and 
V is applied voltage. The photoconductive gain for the 

high-quality graphene with the mobility of 1 × 104 
𝑐𝑚2

𝑉.𝑆
, 

the 100 μm channel length, and 5 V bias voltage is less 
than one because the ultrafast photo-induced carrier 
recombination time in the graphene is in picosecond 
range. On the contrary, the photo-induced carriers are 
separated by the platinum silicide/silicon in our device, 
resulting in a much longer recombination time. 

Results and Discussion  

One of the best ways to measure graphene coverage 
on a surface is to take SEM images . Therefore, after 
graphene is transferred on the substrate, good 
informations can be obtained by taking the SEM image 
of graphene. Fig. 8 shows the SEM image of the 
graphene on the platinum silicide and silicon oxide 
substrate. 
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Fig. 8: SEM image of graphene on the surface of the platinum 
silicide. 

SEM images were taken by the TESCAN VEGA3 tool. 
Fig. 8(A) shows the SEM image of the graphene on a 
surface with a magnification of 21. The part of the 
graphene is on the silicon oxide and another part on the 
platinum silicide. The silicon oxide in the image is shiny, 
and the platinum silicide is dark. The graphene has a very 
small thickness and does not have a specific color. The 
location of the graphene is shown by lines of the 
graphene edge. Fig. 8(B) shows the SEM image with 
magnification of 1000. This image is taken from the 
location of graphene on the surface of the platinum 
silicide. In the SEM images, the PMMA layer is removed 
from the graphene.  

 

 

Fig. 9: I-V characteristic curve of Schottky diode between 
silicon and platinum silicide.  

A Schottky diode is formed between silicon and 
platinum silicide. As shown in Fig. 9, I–V curve was 
obtained by an HP4450 semiconductor measurement 
device. To draw this curve, one terminal is connected to 
silicon and another terminal to platinum silicide. A 
sweep voltage from -4 to +0.6 V is applied to the 

platinum silicide, and the silicon is connected to a 
ground . 

The Schottky diode is formed between silicon and 
platinum silicide. The diode anode is on the platinum 
silicide side, and the diode cathode is on the silicon side. 
The results are as expected; because n-type silicon is 
used, the silicon must act as a cathode for a Schottky 
diode. The characteristic curve of the diode I-V is 
theoretically obtained by [20]: 

𝐼 =  𝐴𝐵𝑇2𝑒−
−𝑞𝜙𝑏

𝑘𝑇 (𝑒
𝑞𝑣

𝑛𝑘𝑇 − 1)  (6) 

where A is the junction area, B is the Richardson 
constant, 𝜙b is the height of the Schottky barrier, k is 
Boltzmann constant, and T is the absolute temperature 
[20]. To characterize the photodetector, a wavelength of 
less than 1470 nm must be applied to the 
photodetector. The wavelength should not be in the 
visible range because silicon has a high absorption in in 
this range and produces a lot of optical current. For this 
reason, the detection of the Schottky photodetector of 
platinum silicide is not observed. Therefore, the 
wavelength should be greater than the visible range and 
less than 1470 nm. A good choice for the optical test of 
the photodetector is the use of a laser with a 1310 nm 
wavelength, which can show the detection of platinum 
silicide photodetector. By radiating laser light, the 
electron-hole pairs are created in the platinum silicide. 
By applying an external voltage, the carriers separate 
from each other and move towards the metal contacts. 
To calculate the optical current and responsivity of the 
photodetector, an optical setup must be prepared to 
minimize environment noise and to calculate the 
amount of optical current and responsivity. For this 
reason, an optical setup is prepared as shown in Fig. 10.  

 
Fig. 10: Optical setup of the photodetector test. 

 

In this optical setup, the 1310 nm wavelength is 
continuously radiated by the laser. After the light passes 
through a chopper with a 3 kHz frequency, the light is 
discrete and reaches to the photodetector. The laser 
spot diameter is 500 μm, and the laser power that 
reaches to the photodetector is 8.5 μW. Because the 
laser light reaches the photodetector discretely, the 
electrical current generated by the photodetector is 
discrete. The photodetector output and the chopper 
reference output are connected to a lock-in amplifier. In 
the lock-in amplifier, after electrical signals pass through 
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various circuits, including frequency multiplier, 
Integrator circuit, amplifier, etc., the desired output is 
achieved with minimal noise.  

There are two advantages at this optical setup; the 
first advantage is in reducing the environment noise, and 
the second advantage is in detection of the smallest 
electrical current. The current output from the 
photodetector includes the dark current and the optical 
current. The dark current is the current that passes 
through the photodetector in reverse bias without 
applying light. By applying laser light, the optical current 
is generated by the photodetector. If the dark current is 
subtracted from the photodetector output current, 
optical current is obtained [20]: 

𝐼𝑝ℎ =  𝐼(𝑡)  −  𝐼(𝑑𝑎𝑟𝑘)  (7) 

where I(t) is the photodetector output current, I(dark) is the 
dark current, and Iph is the optical current. The 
responsivity rate in terms of A/W for the photodetector 
is obtained [20]: 

𝑅 =  
𝐼𝑝ℎ

𝑃
   (8) 

where Iph is the optical current, and P is the input power. 
External quantum efficiency of the photodetecor is given 
by [20]: 

QEex = 
𝑅

𝜆
 × 1.245                                                                   (9) 

where R is responsivity, and λ is infrared wavelength. 
The fabricated photodetector is characterized in 
different ways. This photodetector is characterized by 
two cases of the platinum silicide photodetector with 
graphene and the platinum silicide photodetector 
without graphene. In the first case, the laser light is 
radiated on where the graphene is placed on the 
platinum silicide. The first case is shown in Fig. 11(A). 

In the second case, the laser light is radiated on 
where platinum silicide is present, and there is no 
graphene. The second case is shown in Fig. 11(B). In this 
case, the platinum silicide photodetector works without 
graphene. In both cases, the contact must be taken from 
the structure to apply electrical voltage. In the first case, 
a contact is connected to silicon and another contact is 
connected to graphene on the silicon oxide. In the 
second case, the contact is connected to the platinum 
silicide, and another contact is connected to silicon. 

In the Fig. 12, the optical current and the output 
voltage of the lock-in amplifier under different voltages 
are illustrated for both cases platinum silicide 
photodetector with graphene and platinum silicide 
photodetector without graphene. A resistor that help to 
calculation of the optical current is connected to 
photodetector in series. 

After calculation of the optical current, responsivity is 
calculated by (8). In the Fig. 13, responisivity in different 
voltage are illustrated for both cases platinum silicide 
photodetector with graphene and platinum silicide 
photodetector without graphene. 

 

 
Fig. 11: Location of laser light in different cases. 

 

 
Fig. 12: The optical current and the output voltage of the lock-

in amplifier under different voltages. 
 

 
 

Fig. 13: photodetector responsivity under different voltages. 
 

External quantum efficiency is calculated by (9). In the 
Fig. 14, external quantum efficiency in different voltage 
are illustrated for both cases platinum silicide 
photodetector with graphene and platinum silicide 
photodetector without graphene.  

The platinum silicide photodetector with graphene 
has more optical current, responsivity, and external 
quantum efficiency than platinum silicon photodetector 
without graphene. In Table 1, our device is compared by 
several photodetectors previously reported. The use of 
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graphene with platinum silicon has very interesting 
properties that can be considered in the future.  

 

 
Fig. 14: External quantum efficiency of the photodetector 

under different voltages. 
 

Table. 1: Summary of responsivity of several photodetectors 
previously reported 
 

Structure Responsivity Wavelength Ref 

Platinum silicide 
with graphene 

120 mA/W 1310 nm This work 

Platinum silicide 52 mA/W 1550 nm [20] 
Graphene 6.1 mA/W 1550 nm [6] 

Graphene/ silicon 
hetrostructure 

2.29 mA/W 1550 nm [22] 

Graphene with 
cavity 

20 mA/W 850 nm [19] 

Conclusion  

In this paper, a photdetector structure of platinum 
silicide with graphene is presented. A graphene layer is 
placed on the platinum silicide. By radiating laser light, 
the electron-hole pairs are created in the platinum 
silicide. The photo-induced carriers separate from each 
other and move towards the metal contacts. The 
generated holes travel through the graphene and the 
generated electrons travels through the silicon. Because 
the mobility graphene is higher than silicon, holes reach 
the metal contact faster than electrons. The graphene 
not only functions as the charge transport channel, but 
also works as a photoconductor. Our device has more 
optical current, responsivity, and external quantum 
efficiency than platinum silicon photodetector. In our 

photodetector, the highest responsivity is 120 
𝑚𝐴

𝑊
 in the 

1310 nm wavelength, and the optical current is 100 nA 
at the applied voltage of 8 V. Our photodetector has 
optical current, responsivity, and external quantum 
efficiency twice as much as platinum silicide 
photodetector. This device can be a good candidate for 
optical communication applications. 
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 Background and Objectives: The smart energy hub framework 
encompasses physical assets such as thermal storage, boiler, wind turbine, 
PV panel, water storage and, water desalination unit to ensure continuity of 
electricity, water, thermal, and gas provision in the case of unexpected 
outages in the upstream networks. In this regard, the smart energy hub as 
an integrated structure provides a suitable platform for energy supply. 
Considering the drinking water resources in the smart hub structure can 
cause operational efficiency improvement.  
Methods: This paper proposes an integrated scheduling model for energy 
and water supply. To address the issue of increasing operational flexibility, a 
set of new technologies such as Compressed Air Energy Storage (CAES) and 
Power-to-Gas (P2G) system are provided. Also, the energy price is modeled 
as an uncertain parameter using a robust optimization approach. The 
proposed model is established as a Mixed Integer Linear Function (MILP). 
The mentioned model is implemented using the CPLEX solver in GAMS 
software. The proposed model is simulated in different scenarios in the 
energy hub and the optimization results are compared with each other to 
validate the proposed method.  
Results: The results show that using CAES technology and the P2G system 
can lead to reducing the operating costs to a desirable level. Moreover, the 
impact of the P2G unit on the operation cost is more than the CAES unit. 
Conclusion: The energy hub operator should tradeoff between robustness 
and operation cost of the system. The obtained results ensured that the 
proposed methodology was robust, optimal, and economical for energy hub 
schedules.  
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Introduction 
In the last decades, energy system has expanded from 

isolated energy carrier systems into integrated energy 

structure [1]. The integrated multi-carrier energy system 

play an important role in future smart grid power 

systems [2]. In any urban area, different energy carriers 

can be managed in an energy hub framework where the 

operation cost and emission mitigation issues are the 

main purposes [3]. In this regard, the energy hub system 

plays an important role in the field of energy conversion, 

generation, and storage in an efficient manner [4]. Due 

to the mentioned abilities of energy hub systems, input 

carriers of the energy hub system have a variety [5] 

where the electrical, thermal, gas and freshwater are the 

main energy input into the energy hub system [6].  

Furthermore, Demand Response Programs (DRPs) are 
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used in the energy hub system to increase operational 

efficiency [7]. In this regard, DRPs are categorized into 

electrical [8] and thermal [9] programs. The operating 

expenditure of energy systems can be decreased by the 

demand response programs [10]. The effects of electrical 

and thermal DRPs on the flexibility and reliability of the 

energy hub system are evaluated in [11]. Moreover, 

DRPs can decrease greenhouse gases emission in the 

energy hub system [12].  

Furthermore, considering novel and efficient storage 

technologies in the energy hub system is caused to 

decrease in the operation cost [13]. One of the efficient 

Energy Storage Systems (ESS) technologies is Power-to-

Gas (P2G), which is associated with challenges due to 

environmental problems as well as storage space [14]. 

The P2G storage system converts the extra electrical 

power into gas energy in the low electrical price hours 

and uses the stored gas energy in electrical peak hours 

[9], [15]–[18]. 

 Researchers have recently been able to store excess 

energy by compressing air from electricity generated 

using renewable energy, a technology called 

Compressed Air Energy Storage (CAES) [19]. The cost of 

using this method is very low and its efficiency is much 

higher than power storage batteries [14]. Also, CAES is a 

low-cost method of energy storage that plays an 

important role in energy management, improving power 

quality, etc., and is the cheapest method of energy 

storage [20]. Some research papers climes that the CAES 

can cover the energy price uncertainty of the upstream 

network. In [21] a random optimization method is 

proposed to cover the uncertainty of energy prices in the 

electricity market. Profit maximization is the main 

objective of the mentioned paper.  

In optimization problems, there are several ways for 

dealing with uncertainties, one of which is the robust 

optimization (RO) method [22]. In [23], the problem of 

unit commitment due to wind power uncertainty has 

been solved using the robust optimization method. This 

method has recently been introduced as an efficient 

method in mathematical programming in optimization 

problems for power system decision-makers. The future 

power grid, with the unprecedented infiltration of 

renewable energy sources, will face severe uncertainties 

that may cause problems in the operation of the grid. It 

is necessary to evaluate the uncertainty of system 

performance in this network. In [24], the uncertainty of 

renewable wind energy is investigated using a strong 

two-stage optimization method. The integrated 

electricity and heating system has been investigated in 

[25], [26] and the price uncertainty of electricity has 

been modeled using a robust optimization method.  

In this paper, a novel robust energy and water 

optimization model is proposed. Also, the CAES unit, as 

well as P2G, are used to enhance the flexibility of the 

proposed energy hub system. Mixed-Integer Linear 

Programming (MILP) method is used to model the 

optimization of the proposed energy hub. Also, desired 

results are obtained using the CPLEX solver in the GAMS 

environment. Summary, the contributions of the paper 

are as follow: 

✓ The role of novel energy storage technologies 

such as CAES and P2G units in the energy hub 

system is investigated.  

✓ The water desalination units, as well as water 

storage, are considered in the energy hub system.  

✓ The robust optimization method is used to model 

the upstream electrical price uncertainty.  

The remaining of the paper is organized as follows. In 

section II, the proposed structure is stated. The 

formulation of the problem is specified in Section III. The 

case study is presented in Section IV. At the end of this 

study, the conclusion is given in Section V. 

The Proposed Structure 

In this paper, a novel Power and Water Robust 

Optimization (PWRO) framework has been proposed to 

decrease the effects of the parameter uncertainties in 

the energy hub structure. Furthermore, the uncertainty 

of price has been considered as an uncertainty 

parameter and has been modeled by the robust 

optimization method. Thermal, electricity, gas, and 

water carriers are inputs of the system. On the other 

hand, the demand for the proposed hub system should 

be satisfied. Furthermore, the boiler unit, thermal 

storage unit, and partial section of energy outputs of the 

Combined Heat and Power (CHP) unit are to receive the 

thermal energy of the energy hub system. Also, the wind 

turbine and the microturbine unit generate electrical 

power. The integrated structure of the energy hub test 

system is shown in Fig. 1.  

Mathematical Formulation 

The objective function of the proposed energy hub 

model is as follow: 

( ) ( ) ( )( )

( ) ( )( ) ( ) ( )( )

( ) ( )

Electrical Cost

Gas Cost Thermal Cost

_ _

       

π

E E E E

net net wind wind

G G T T

net net net net

Drink water Drink water

Des

Sea to drink Sea to

t P t P t

t P t t P t

t W t
Min

W

 

 



+

+ +

+ +

( )

( ) ( )( )

( ) ( )( )

1

Water Cost

 Cos

tN

Des
t drink

E E E

DRP down up

T T T

DRP down up

DRP t

t

P t P t

P t P t





=

 
 
 
 
 
 
   

+   
  
 
 
 + + 
  
 +  
  

   (1) 
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Fig. 1: The water and energy hub system. 

 

The objective function is included different parts such 

as electrical cost, Gas Cost, Thermal Cost, Water Cost, 

and DRP Cost respectively.  
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( ) ( )
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W t p t

+ +
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The input electrical power and the wind turbine 

operation are considered as the electrical cost of the 

proposed system. The thermal, as well as gas cost, are 

the cost of input thermal and gas energy to the energy 

hub respectively. The water cost in the objective 

function consists of two parts namely: input drinking 

water from the upstream water network and the water 

desalination operation cost. Furthermore, the final part 

of the objective function is the cost of electrical and 

thermal demand response programs.  

 The balance limits of electric, thermal, gas, and water 

energy are as follows (2)-(5):    

The input power, thermal, gas, and drinking water 

from the upstream network are limited by (6)-(9) 

respectively [27]:  

( )0 E E

net net maxP t P −     (6) 

( )0  T

net net maxP t P −  T
  (7) 

( )0    G G

net net maxP t P −    (8) 

( )0     
waterDrink DW maxW t W −    (9) 

    In addition, the input power of the distribution 

transformer is limited by (10) [28]: 

( ) input

trans0  PE

netP t    (10) 

    Moreover, the input gas of CHP and boiler has been 

addressed as (11) and (12): 

( ) input

CHP0  PG

netCHPP t    (11) 

( ) input

boiler0  PG

netBP t    (12) 

    In the following, (13)-(19) models the operation of 

the CAES technology.  
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( ) ( )inj inj

CAESV t P t=   (13) 

( ) ( ),

p P

C SP t V t=   (14) 

( ) ( ) ( )inj inj inj inj inj

min maxV u t V t V u t    (15) 

( ) ( ) ( )P P P P P

min maxV u t V t V u t    (16) 

( ) ( ) 1inj Pu t u t+    (17) 

( ) ( ) ( ) ( )1 inj PA t A t V t V t+ = + −   (18) 

( )min maxA A t A    (19) 

Equations (13) and (14) indicate the energy import 

and export in the CAES unit. The imported and exported 

energy in the CAES unit is limited by (15) and (16) 

respectively. The energy level of the CAES unit is 

obtained by (18). Furthermore, the capacity of the CAES 

unit is limited by (19). The thermal storage operation 

constraints have been provided in (20)-(25).  

( ) ( ) ( ) ( ) ( )1s s ch dis lossP t P t P t P t P t= − + − −T T T T T
 (20) 

( ) ( )T

loss loss sP t P t=T T
    (21) 

( )min CAPA s max CAPAP P t P  T T T T T
    (22) 

( ) ( ) ( )T T T T T T T

min CAPA ch ch max CAPA chP I t P t P I t     (23) 

( ) ( ) ( )T T T T T T T

min CAPA dis dis max CAPA disP I t P t P I t     (24) 

( ) ( )ch0 I 1 T T

disI t t +    (25) 

Equation (20) indicates the thermal storage status. 

Moreover, the loss of energy storage unit is modeled by 

(21). The capacity of the thermal storage is shown by 

(22). Charging and discharging of thermal storage are 

limited by (23) and (24). The status of the thermal 

energy storage unit in each hour is determined by (25). 

The mathematical formulations of the water storage 

are as follow: 

( ) ( ) ( ) ( )1storage storage ch disW t W t W t W t= − + −    (26) 

( )0  storage storage maxW t W −     (27) 

( ) ( )0   W

ch max ch chW t W I t−    (28) 

( ) ( )0     W

dis max dis disW t W I t−    (29) 

( ) ( )0   ) 1 W W

ch disI t I t +    (30) 

The desalination unit has an efficiency coefficient that 

has been considered in (31): 

( ) ( )       

Des

Sea to drink sea to drink seaW t W t=   (31) 

In (32)-(35) and (36)-(40) the mathematical limitations 

of electrical and thermal energy storage are expressed 

[29]. 

( ) ( )
24 24

1 1

E E

down up

t t

P t P t
= =

=    
(32) 

( ) ( ) ( )0  E E E E

up up demand upP t LPF P t I t    (33) 

( ) ( ) ( )0  down down n

E E E E

demand dowP t LPF P t I t     (34) 

( ) ( )0 1 E E

down upI t I t +    (35) 

( ) ( )
24 24

1 1
 T T

down upt t
P t P t

= =
=    (36) 

( ) ( ) ( )0    T T T T

up up demand upP t LPF P t I t    (37) 

( ) ( ) ( )0    T

d dow

T

n down

T T

em downandP t LPF P t I t    (38) 

( ) ( )0 1   T T

down upI t I t +    (39) 

Equations (32) and (36) indicate that the sum of 

downward and upward demand in a day should be equal 

(load shifting). Also, (33) and (34) as well as (37) and (38) 

show that the upward and downward DRP is limited to 

the partial loads. Equations (35) and (39) indicate that in 

each hour only one DRP strategy can be implemented 

(Upward or Downward). The P2G system is modeled as 

follow: 

2 2( ) ( 1) ( ) ( )ch dis

P G P GGS t GS t G t G t= − + −  (40) 

min max( )GS GS t GS   (41) 

,min ,max

2 2 2( )ch ch ch

P G P G P GG G t G   (42) 

,min ,max

2 2 2( )dis dis dis

P G P G P GG G t G   (43) 

2 2 2( ) ( )ch

P G P G P GG t P t=  (44) 

2 2 2( ) ( )dis

P G G P G PG t P t=  (45) 

max

2 20 ( )G P G PP t P   (46) 
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max

2 20 ( )P G P GP t P   (47) 

Constraint (40) shows the charge level of the P2G 

system. The charge level of the P2G system is limited by 

(41). Charging and discharging the P2G system are 

limited by (42) and (43) respectively. Moreover, the 

energy conversion in the P2G system is modeled by (44) 

and (47). 

A.  Robust Optimization Modeling 

The RO approach paves the way for system operators 

to act risk-aversely by changing the uncertainty budget. 

In this regard, the energy hub operator should tradeoff 

between operation cost and system robustness. It is 

clear that if the more uncertainty budget increases, the 

more risk-averse manner adopted.  

The robust optimization approach compared with 

stochastic approaches has two main advantages: 

• First, the implementation of robust optimization is 

simpler than the scenario-based approaches. This 

approach only requires the predicted values of the 

upper limit and the lower limit of the target 

variable. 

• Second, unlike stochastic methods that use 

probabilistic guarantees to satisfy constraints, the 

proposed method is followed by optimal solutions 

that are safe against all changes in random 

variables. 

In the following, the objective function of the energy 

hub problem is modeled based on the robust 

optimization approach that is proposed in [30]. The 

objective function of the deterministic problem can be 

rewritten as follow: 

( ) ( )
24

1

[( Other Costs]E E

net net

t

t P t

=

+  (48) 

In the above objective function, the electricity cost is 

separated from other operating costs to implement 

uncertainty.  The other costs are gas, thermal, water, 

and demand response cost which were shown in (1).  

Base on [30], the target of the operator is obtained to 

the worst solution and find a way to minimize the effects 

of the worst case. Therefore, the objective function can 

be rewritten as follow: 

( ) ( ),

1

[( ] Other Costs

t
N

RO E E

net net

t

min max t P t

=

+  (49) 

where ( ),RO E

net t  is the main grid price of electricity. 

The second term of objective function should be 

considered in solving the problem using the dual 

process. To model the price uncertainty, the uncertain 

price is modeled by forecasted value and deviation from 

forecasted value as follow: 
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(50) 

In the above formulation, 𝛼 and 𝛽𝑡 are the dual 

variables of constraints. Moreover,  is the uncertainty 

budget of the price of electricity. The objective function 

of the main problem is rewritten by considering the KKT 

condition as follow: 
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1

[( ]
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t

t
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t
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(51) 

( ) ( ),  E forecasted E

t net nett P tdev  +    (52) 

0    t    (53) 

0       (54) 

( ) ( )  2 47constraints −   

Fig. 2 shows the robust optimization algorithm in the 

energy hub framework.  

In the first step, the uncertainty budget and the 

iteration index are considered equal to 0 and 1 

respectively. In the second step, the proposed 

optimization problem will be solved and the energy hub 

variables are obtained. In the following, the uncertainty 

budget is updated and so, if the uncertainty budget is 

equal to 24 the obtained results are displayed.  

Case Study 

The energy management horizon time is considered 

24 hours. Also, the electrical, thermal, gas, and water 

demands of the energy hub test system are shown in Fig. 

3. The maximum and minimum electrical prices are 

shown in Fig. 4. Also, the thermal price of the energy hub 

test system is shown in Fig. 5. Furthermore, the input 

parameters of the energy hub test system are used from 

[18]. The effects of CAES and P2G units on the operation 

cost of the proposed energy hub system are shown in 

Table. 1.  

In the base case scenario (scenario 1), the CAES and 

P2G units are neglected in the energy scheduling 

problem. In the second scenario, the CAES unit is 

considered and the P2G unit is neglected and vice versa 

in the third scenario. The simultaneity operation of the 

CAES unit and the P2G unit is considered in the fourth 

scenario.  
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Fig. 2: The Proposed Robust optimization Algorithm. 

 

 
Fig. 3: Energy demands of the energy hub system. 

 
Fig. 4: The minimum and maximum upstream electrical market. 

 
Fig. 5: Thermal price of energy hub test system. 

Results show that the CAES unit can be used for 

operating cost reduction in the energy hub test system. 

however, the P2G unit is a more efficient device than the 

CAES unit. The final scenario is the best and the 

operation cost decreases 1.32% compared with the base 

scenario (scenario 1).  

 
Table 1:  The operation cost energy hub system 
 

Percentage 
(%) 

Operation 
Cost ($) 

P2G CAES  

- 622039   Scenario 1 

-0.18 620861   Scenario 2 

-1.18 614662   Scenario 3 

-1.32 613801   Scenario 4 

     
Fig. 6 and Fig. 7 show the operation of the CAES unit 

and P2G system. The results show that the CAES unit and 

P2G are appropriate for energy arbitrage between hours. 

In this regard, the system operator imports energy in the 

P2G and CAES units at the high energy price hours and 

exports the stored energy at the lower price hours. 

 

 
 

Fig. 6: The SOC of the CAES unit. 
  
 

 
 

Fig. 7: The SOC of the P2G unit.  

 
The results of electrical and thermal load shifting DRP 

are shown in Fig. 8 and Fig. 9 respectively. The positive 

values in the mentioned Figures are referred to the load 

decrement and vice versa. Results show that the 

electrical demand in the high price hours 1-2 and 7-10 is 

shifted down. Moreover, the electrical demand peak 

reduction in high peak hours 21-24 is more than other 
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hours. Because the high electrical peak price and high 

electrical peak demand simultaneously occur.  The 

thermal DRP works the same as the electrical one. For 

example, the thermal load is shifted down in high 

thermal price hours 12-14. Moreover, the thermal 

demand is shifted up in the low price and low thermal 

demand hour 11.  

 

 
 

Fig. 8: The load shifting of the electrical DRP. 

 

 
 

Fig. 9: The load shifting of the thermal DRP. 

 
The effect of the uncertainty budget on the 

operational cost is presented in Fig. 10. By increasing the 

robust uncertainty budget, the total operation cost 

increases.  

 

 
Fig. 10: The operation cost of the energy hub. 

  

Conclusion 

This paper proposes a novel robust energy nexus 

water optimization problem. The effects of uncertainty 

budget on the results of energy hub schedules were 

evaluated. The proposed approach was formulated as a 

Mixed Integer linear programming problem. The effects 

of the P2G unit and CAES units are evaluated on the 

operation cost. Results show that novel energy storage 

technologies such as P2G and CAES units can significantly 

decrease the daily operation cost (i.e., 1.32 %). However, 

the impact of the P2G unit (i.e., 0.18 %)is more than the 

CAES unit (i.e., 1.18 %). The robust optimization method 

was implemented to evaluate the uncertainty of 

upstream electricity prices. The results showed that the 

operation cost of the proposed system increased by 

increasing the robust uncertainty budget. However, the 

robustness of the proposed energy hub system was 

increased by considering a robust strategy (increasing 

the uncertainty budget). The energy hub operator should 

tradeoff between robustness and operation cost of the 

system. The obtained results ensured that the proposed 

methodology was robust, optimal, and economical for 

energy hub schedules. In future research, the electrical, 

thermal, water, and heating networks will be considered 

in the model.  
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Abbreviations  

CAES Compressed Air Energy Storage  

P2G Power-to-Gas  

MILP Mixed Integer Linear Function 

PWRO power and water robust 
optimization 

CHP Combined Heat and Power  

DRP Demand Response Program 

Sets and indices  

t  Index of time. 

𝑵𝒕 The number of the time periods . 

Parameters  
E

net  Electrical price. 
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E

wind  The operation cost of wind unit. 

G

net  Gas price. 

T

net  Thermal price. 

_πDrink water  Drinking water price. 

   

Des

Sea to drink  The operation cost of the 
desalination unit. 

GT

Boil  The efficiency of gas to thermal in 
Boiler. 

   sea to drink  The efficiency of the desalination 
unit. 

EE

Trans  The efficiency of the transformer 
unit. 

GE

CHP  The efficiency of the CHP unit. 

EE

Conv  The efficiency of the converter unit. 

GT

CHP  The efficiency of gas to thermal in 
CHP. 

,ch dis

HS HS    The charge/discharge efficiency of 
thermal storage. 

2 2,G P P G   The energy conversion efficiency of 
the P2G unit. 

,H H

max min   Maximum/Minimum ratio of thermal 
charge. 

H

loss  The ratio of thermal storage loss. 

,H H

min max   The min/max ratio of thermal 
storage. 

,inj p   Imported/exported efficiency 
to/from CAES. 

min max,GS GS  Minimum/Maximum SOC of the P2G 
unit. 

,min ,max

2 2,ch ch

P G P GG G  Minimum/Maximum charge of the 
P2G unit. 

,min ,max

2 2,dis dis

P G P GG G  Minimum/Maximum discharge of 
the P2G unit. 

,inj inj

min maxV V  Minimum/Maximum energy 
imported to CAES. 

,P P

min maxV V   Minimum/Maximum energy 
exported to CAES. 

E

net maxP −  Maximum input electrical power. 

T

net maxP −  Maximum input thermal energy. 

G

net maxP −  Maximum input gas energy. 

  E

net maxW −  Maximum input drinking water. 

DW maxW −  Maximum output water of 
desalination unit. 

input

transP  Input electrical power to the 
transformer. 

input

CHPP  Input energy to CHP. 

input

BoilerP  Input energy to the boiler. 

storage maxW −  Maximum state of water storage. 

,max ch max disW W− −  Maximum charge/discharge water. 

,E E

up downLPF LPF  Shifted up/down electrical Demand. 

H

CAPAP  The thermal storage capacity. 

E

demandP  Electrical demand. 

G

demandP  Gas demand. 

T

demandP  Thermal demand. 

water

demandP  Water demand. 

Variables  
E

netP  Input electrical power. 

E

windP  Wind power. 

G

netP  Input gas power. 

T

netP  Input thermal power. 

_WDrink water  Input drinking water. 

   

Des

Sea to drinkW  Output water of desalination unit. 

,E E

up downP P  Electrical demand response 
up/down demand. 

,T T

up downP P  Thermal up/down demand response. 

( ) ( )
,

,
CAES C S

P t P t  Imported/exported power to/from 
CAES. 

2 2( ), ( )P G G PP t P t  Energy conversion power of P2G 
unit. 

T

chP  Thermal charge. 

T

disP  Thermal discharge. 

storageW  State of water storage. 

seaW  Seawater. 

( ) ( ),
inj P

V t V t  Imported/exported energy to/from 
CAES. 

( )GS t  The SOC of Gas energy in the P2G 
unit. 

2 2( ), ( )ch dis

P G P GG t G t  Charging/discharging energy from 
the P2G unit. 

dev  The upstream price deviation from 
the forecasted value. 

,ch disW W  Charge/Discharge water from water 
storage. 

G

netCHPP  Input gas to CHP unit. 

G

netboilP  Input gas to Boiler unit. 

Binary Variables  

 

,H H

ch disI I  The binary variable of thermal 
charge/discharge. 

,E E

up downI I  The binary variable of shifted 
up/down DRPs. 

,W W

ch disI I  The binary variable of water 
charge/discharge. 

( ) ( ),
inj P

u t u t  Binary variables of imported and 
exported energy to the CAES. 
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 Background and Objectives: To a large extent, low production of maize can 
be attributed to diseases and pests. Accurate, fast, and early detection of 
maize plant disease is critical for efficient maize production. Early detection 
of a disease enables growers, breeders and researchers to effectively apply 
the appropriate controlled measures to mitigate the disease’s effects. 
Unfortunately, the lack of expertise in this area and the cost involved often 
result in an incorrect diagnosis of maize plant diseases which can cause 
significant economic loss. Over the years, there have been many techniques 
that have been developed for the detection of plant diseases. In recent years, 
computer-aided methods, especially Machine learning (ML) techniques 
combined with crop images (image-based phenotyping), have become 
dominant for plant disease detection. Deep learning techniques (DL) have 
demonstrated high accuracies of performing complex cognitive tasks like 
humans among machine learning approaches. This paper aims at presenting 
a comprehensive review of state-of-the-art DL techniques used for detecting 
disease in the leaves of maize. 
Methods: In achieving the aims of this paper, we divided the methodology 
into two main sections; Article Selection and Detailed review of selected 
articles. An algorithm was used in selecting the state-of-the-art DL 
techniques for maize disease detection spanning from 2016 to 2021. Each 
selected article is then reviewed in detail taking into considerations the DL 
technique, dataset used, strengths and limitations of each technique.  
Results: DL techniques have demonstrated high accuracies in maize disease 
detection. It was revealed that transfer learning reduces training time and 
improves the accuracies of models. Models trained with images taking from a 
controlled environment (single leaves) perform poorly when deployed in the 
field where there are several leaves. Two-stage object detection models 
show superior performance when deployed in the field.  
Conclusion: From the results, lack of experts to annotate accurately, Model 
architecture, hyperparameter tuning, and training resources are some of the 
challenges facing maize leaf disease detection. DL techniques based on two-
stage object detection algorithms are best suited for several plant leaves and 
complex backgrounds images. 
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Introduction 
The importance of maize production cannot be  

 

overemphasized. Maize is ranked among the most 

heavily grown and consumed cereals in the world [1],
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[2]. However, the contributions of maize to people’s 

economic well-being are hindered by disease-ridden 

crops that affect the yield, thus reducing income and 

affecting food security. It is estimated that about 14 

million tonnes of maize were lost to Northern leaf Blight 

(NLB) in the United States between 2012 and 2015, 

which translates to about $1.9 billion [3]. The gravity of 

the situation warrants those efficient measures to 

control or mitigate any threat that may hamper the 

growth and production of maize are found. These 

control or mitigation strategies must be proposed to 

ensure food security globally. 

In the hope to mitigate disease infestation on maize 

fields, preventive techniques need to be employed. 

Nevertheless, plant diseases can still strike even when all 

preventive protocols are in force. Therefore, it is 

imperative to know that an accurate diagnosis of a 

disease is an essential first step to timely control plant 

diseases. Plant diseases have long been studied. There 

are well-established control mechanisms for controlling 

plant disease, that is if they are detected early enough. 

The timely diagnosis and classification of plant diseases 

is a critical aspect in preventing yield loss and improving 

product quality [4], [5]. A relevant characteristic of a 

sound disease detection system will be its ability to 

identify early signs and symptoms of the disease. 

Notably, the system must include containment strategies 

that prevent or limit the disease spread once it is 

detected [6]. Plant disease phenotyping is one crucial 

process that allows early detection of a particular kind of 

plant diseases, enabling growers, breeders, and 

researchers to effectively apply the appropriate control 

measures to mitigate the disease’s effects.   

Plant phenotyping in the past involved human experts 

visually inspecting diseased plants to observe defects in 

various parts of the plant: leaves, stems, roots, in other 

to predict the presence of a particular kind of disease 

[4]. This detection technique by human experts is often 

time-consuming, subject to erroneous decisions, and 

impractical for largescale fields [7], [8]. Microscopic 

evaluation of morphology features like spores, mycelium 

to identify pathogens is another plant disease detection 

technique in literature [9]. Computer vision and machine 

learning can solve these issues by enabling high accuracy 

and scalable plant phenotyping. Recent techniques have 

focused on using automated systems to detect plant 

diseases in agriculture accurately. Computer-aided 

methods combined with crop images (image-based 

phenotyping) have become very dominant for plant 

disease detection [10]. Numerous image-based plant 

disease detection techniques have been developed, 

which shows better accuracy and precision than visual 

inspection [8]. Machine learning (ML) has been applied 

to many computer vision problems, including face 

recognition, speech processing, and disease tissue 

classification in medicine. The success of ML techniques 

is as a result of their ability to identify a hierarchy of 

features and generalized trends from available data [11]. 

In narrowing down on machine learning approaches, 

deep learning techniques have demonstrated high 

accuracies of performing complex cognitive tasks like 

humans [7]. Deep Learning (DL) is the state-of-the-art 

ML approach widely used to address problems in health 

care, agriculture, audio and speech processing [12]. 

Convolutional Neural Networks (CNNs) are state-of-the-

art deep learning algorithms used to address computer 

vision problems recently, especially image classification 

tasks. Traditional ML approaches require a manual 

selection of features that are thought to be helpful in a 

classification task. However, CNNs can learn which 

features are most important and which are not. The 

usage of DL in agriculture and plant disease detection 

have proven to give very high accuracies enabling better 

agriculture and crop management quality [13]. 

This survey aims to present a comprehensive review 

of state-of-the-art deep learning techniques used for 

detecting disease in the leaves of maize. The survey 

documents all relevant proposals in the domain to 

enable readers to understand maize disease detection 

using deep learning methods proposed from 2016 to 

2021. Most recent survey papers mainly focus on plant 

disease detection. Which encompasses many plants and 

not necessarily maize thus do not provide an in-depth 

discourse of the subject matter. This paper will act as a 

primary source for discussing maize leaf disease 

detection using deep learning methods to the best of our 

knowledge. The paper details concepts, approaches, 

available datasets, and the strengths or shortfalls of DL 

techniques for maize leaf disease detection. 

The remainder of the paper is organized as follows. 

Next Section discusses the concept of deep learning, 

transfer learning and highlights some plant leaf disease 

datasets. In third Section, the methodology used in 

acquiring the candidate papers for review have been 

highlighted and detailed review of deep learning-based 

proposals for maize leaf disease detection is outlined. 

Open issues and future research directions are provided 

in fourth Section. Conclusions are made fifth Section. 

Deep Learning and Plant Leaf Disease Datasets 

This section discusses the concept of deep learning. It 

also elucidates some models that have been adopted for 

transfer learning. Finally, the section provides dataset 

used in the design of plant leaf disease detection to 

serve as a primer for new researchers in the field. 

A.  Deep Learning 

Deep learning is recently gaining popularity and 

momentum because of its success in various 
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applications. Deep learning is a sub-field of machine 

learning. It extends classical Machine learning by adding 

more depth (layers) to a model. Successive layered 

learning or a hierarchical way of representing data 

abstractly emphasizes deep learning. Deep learning does 

not mean any more profound understanding for using 

this approach. Instead, it refers to the successive layers 

of representation. The depth of the model is 

characterized by the number of layers in the model [14]. 

Modern deep learning approaches consist of tens or 

even hundreds of successive layers for data 

representation. All these layers learn automatically from 

data. These layers learn through neural networks 

models; the layers are stacked on top of each other. 

Figure 1 illustrates the basic layered structure of a deep 

learning model [15].  

B.  Convolutional Neural Networks 

Convolutional neural networks have become very 

dominant in the field of deep learning and are the 

approach used for visual object recognition and other 

computer vision problems. CNN was first introduced 

over twenty years ago. However, they have become 

widely used today due to improvements in hardware 

and the development of very deep CNNs. CNNs are not 

only applied to images but show better results in speech 

recognition, and natural language processing problems 

[16]. Convolution is the essential operation of a 

convolutional neural network (CNN). This convolution 

operation is achieved by applying filters (also known as 

kernels) to input data, mostly an image. Convolutional 

filters are composed of two-dimensional matrices of real 

values: the dimensions of a filter are smaller than the 

dimensions of the input data used in training. The aim of 

convolution operations is to extract features from an 

input image and thereby preserving the spatial 

relationship between pixels [17]. 
 

 
Fig. 1:  Example of digit classification using deep learning [15]. 

 

A standard convolutional neural network structure 

comprises several essential building blocks that 

represent the layers of the network. The number of 

layers and combinations of building blocks varies 

depending on the architecture. Fig. 2 represent a 

standard convolutional neural network which consists of 

convolutional layers (Conv layers) classification layer 

(Softmax layer), fully-connected layers (FC layers), and 

compression layers (Pool layers) [18]. 

Feature maps (output) from previous layers are 

convolved with distinct filters and a scalar product is 

calculated over the entire length and the width of the 

given filter. The output of the filters is then pass through 

either a linear or most of the time a non-linear function 

[19]. It is very important to select good kernels to be 

able to capture salient and important information from 

the data. This allows for strong inferences about the 

content of the input data [20]. The result of the 

convolution operation is the output feature maps which 

the filters find. 

 
Fig. 2:  CNN for plant disease detection [18]. 

 

The compression layer is a filter that non-linearly 

reduces the number of pixels, or compresses image 

dimension (down-sampling). This filter does not contain 

learned weights. The pooling layer’s is responsible for 

secondary feature extraction by reducing the dimensions 

of the feature maps. It also increases the robustness of 

feature extraction. 

For convolutional neural networks there is normally 

one or two fully-connected layers used as classifiers. All 

neurons in this layer are connected to all neurons in the 

previous layer. There is a last fully-connected layer 

before the output layer. In classification problems, the 

output of the convolutional neural network is reduced to 

activation function, the most commonly used function is 

Softmax. This is because it generates a well-performed 

distribution of the outputs. Support vector machines 

(SVM) can also be combined with CNNs for classification 

problems. 

Activation functions play a very important role in the 

success of training deep neural networks. The role of 

activation function is to “mimic” the behaviour of a 

biological neuron by deciding if a neuron should turn off 

or on. Most commonly used and successful activation 

function is the Rectifier linear unit (ReLU). ReLu is very 

simple and effective and has become the default 

activation function used in deep learning. Other 

activations functions have been proposed to replace 

ReLu but the performance improvements tend to be 

inconsistence with different models and datasets. Other 

derivatives of ReLu are: Parametric ReLu (PReLu), 

Exponential linear unit (ELU) and Leaky ReLu (LReLu). 

C.  Modern Architectures and Transfer Learning 

Deep learning algorithms, unlike typical machine 

learning algorithms, can automatically extract features 



H. Nunoo-Mensah et al. 

384  J. Electr. Comput. Eng. Innovations, 10(2): 381-392, 2022 
 

either through semi-supervised or unsupervised learning 

and attempt to learn high-level features from huge 

amounts of data. One challenge about deep learning is 

the massive dependency on data because it needs large 

data to better understand patterns in data [21]. 

Transfer learning uses knowledge from a source 

domain to improve the learning ability of a target 

domain by transferring information between the two 

domains. One important requirement that will enable 

successful knowledge transfer is that both the source 

and target domains should be related closely [22]. 

Transfer learning is needed where there is limited 

amount of targeted training data: this may as result of 

expensive data collection and labelling, data being rear 

or data being inaccessible. Transfer learning has been 

applied successfully in many applications including image 

classification, software defect classification, text 

sentiment classification [21]. 

As early as 2012, deep neural networks were 

achieving significant results in tasks classification and 

detection of objects over large image datasets. For 

example, in the likes of the ImageNet (ImageNet Large 

Scale Visual Recognition Challenge) competitions. 

ImageNet image dataset has more than 20; 000 

categories (classes) with over 80 million images. From 

2012 to 2017, when the last competition was held, the 

winning architects were convolutional neural networks. 

It was the first time a deep learning technique, i.e., 

convolutional neural networks, showed a significant 

improvement over previous results obtained by standard 

machine learn ing techniques and manual processing of 

features. Over time, these architects have become more 

successful than man himself in tasks classifications and 

detection over the ImageNet image dataset. Thus, these 

architectures have become standard architectures that 

have proven successful not only over the ImageNet 

dataset but on significantly wider range of problems. 

This is ensured through the tech- niques of transfer 

learning or as a basis or idea for new architectures. Some 

of these modern architectures include: GoogleNet [23], 

AlexNet [24], ResNet [25], and VGGNet [26], DenseNet 

[27], EfficientNet [28] etc. 

D.  Datasets 

Automated diagnosis and identification of plant 

diseases may allow for more rapid advances in plant 

breeding as well as easier monitoring of farmers' fields. 

However, given the multiple differences in lighting and 

direction, it is challenging for a simple algorithm to 

differentiate between the specific disease and other 

causes of dead plant tissue in a normal field. A vast 

amount of high-quality human-generated training data is 

required to train a machine learning system to 

accurately detect a certain disease from photographs 

obtained in the field. Therefore, datasets become an 

integral part of any machine leaning algorithm, because 

the amount and quality of the dataset goes a long way to 

affect the performance of an algorithm. This section of 

the review takes a look at some available datasets for 

plants disease detection. 

The largest public database of leaf images is 

PlantVillage, [29]. collected and maintained by a non - 

profit project run by Penn State University in United 

States and EPFL in Switzerland. The database consists of 

54309 pictures, of 14 types of plants, divided into 38 

classes (healthy and diseased leaves). These, however, 

were captured with detached leaves on a simple 

background, and CNNs trained on them can't perform 

well on field photos. Fig. 3 shows examples of images 

from each class of the PlantVillage dataset. 

 

 
Fig. 3:  Sample images of from PlantVillage dataset [29]. 

 

 
Fig. 4:  Statistics from the PlantDoc dataset [30]. 

 

PlantDoc by Singh et al. [30] contains 2; 598 data 

points in total over 27 classes; 17 diseases and 10 

healthy classes the dataset authors purport that 
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PlantDoc is a first of its kind that contains non-controlled 

image settings. This is envisaged to enhance 

performance of trained models used in practical real-life 

applications. Fig. 4 shows statistics of the PlantDoc 

dataset with a sizeable maize content 

The dataset by Wiesner-Hanks et al. [31] is made up 

of full images of maize leaves shot in three different 

ways: using a handheld camera which produced 1787 

images with 7669 annotations, camera mounted on a 

boom consisting of 8766 images with 55; 919 

annotations and those pictures taken by a drone which is 

made up of 7669 images with 42; 117 annotations. There 

is no way to indicate the confidence of annotations. 

Some lesions are easily visible, which others are partially 

or entirely occluded from the focal plane. Other factors 

affecting the confidence of annotation are a heavy shade 

or being washed out by bright sunlight. It was reported 

that even experts found it difficult to distinguish 

between NLB and similar-looking diseases. The 

generalizability of the data is affected since image 

samples were taken in a single field in New York State. 

However, symptoms of the same disease can present or 

develop differently. Thus, the performance is hindered 

by the limitations mentioned earlier. 

Since popular datasets cut across multiple plant 

leaves, the CMLD dataset [32] on the other hand, 

combines PlantVillage and PlantDoc maize or corn 

related data points to form a new dataset. Unrelated 

data samples were ignored in the creation of this new 

hybrid dataset. CMLD contains 4188 data points in total. 

The distributions are 1306 images for common rust, 574 

images for grey leaf spot, 1146 images for blight, and 

1162 healthy images. 

Existing Deep Learning-based Proposals for 

Detecting Maize Leaf Disease 

A.  Methodology for Selecting State-of-the-Art Models 

Following research works done by [33]-[35] a search 

was done in the following databases: IEEE Xplore, 

Scopus, ResearchGate, and Google Scholar. The 

keywords used in searching for articles were: “plant leaf 

disease detection”, “Maize leaf disease detection”, and 

“deep learning-based maize leaf detection”. The year 

range was limited to 2016 - 2021. The procedure for 

selecting the existing candidate works for this study is 

presented in Algorithm 1. The search results in IEEE 

Xplore using the keys words shows that in 2018, 77 

research papers were published. Out of these three were 

for maize leaf diseases detection and none for Deep 

learning techniques for maize leaf detection There was 

an increase in the number of conducted research in the 

years 2019 and 2020. The publications for 2019 and 

2020 were 148 and 208, respectively. This shows the 

growing interest in plant leaf disease detection and the 

desire to maximize gains in agriculture. However, the 

number of publications involving maize leaf disease 

detection remains at three. Deep learning techniques for 

maize leaf detection in 2019 and 2020 were one and 

two, respectively, in the IEEE Xplore. As of July 2021, 

there were 91 publications, with only one involving 

maize leaf detection using deep learning techniques. 
 

 

B.  Current State-of-the-Art Models 

There have been many approaches and techniques to 

detect maize disease in plants accurately. This section of 

the review highlights DL approaches used, datasets used 

in the study, contributions and limitations of the existing 

DL techniques. This review seeks to review state-of-the-

art works from 2016 to 2021. 

Richey et al. [36], used supervised transfer learning: 

based the ResNet50 model for the identification of 

Northern Corn Leaf Blight disease in maize plants. Two 

publicly available datasets were used for training and 

validation. Tensorflow with Keras high-level API public 

deep learning libraries are used. The model performance 

included an F1 score of 0.99, Accuracy of 0.99 and 

precision of 0.98 and a Recall of 1.00. The model was 

then served to a mobile application for practical field 

purposes. Esgario et al. 

Esgario et al. [37] also used transfer learning for 

classification and severity estimation of four biotic 

stresses in coffee leaves. Two different datasets were 

generated, leaf dataset and symptom datasets using 

standard and mixup image augmentation techniques. 

AlexNet, GoogleNet, VGG19, Resnet50, MobileNetV2 

were trained using single-task and multi-task CNN 

architectures. The GoogleNet, ResNet50, and AlexNet 

performed better with multi-task learning. ResNet50 

achieved the best results. Multi-task learning made 

learning much faster because only a single model was 

trained. 

A limitation identified by the authors involved the low 

representativity of the dataset that covered only the 

principal biotic stresses that affect coffee trees. 
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Nevertheless, this could be improved by increasing the 

number of images, thus adding new kinds of stress to the 

dataset.  

Sambuddha et al. [7] proposed an explainable 

machine learning framework for the identification of 

stress in soybean with remarkable accuracy. Their 

proposed xPlNet framework comprised two main 

phases: the deep convolutional neural network (DCNN) 

and explanation phasesThe classification accuracy 

achieved by their model was 94.13%. 

Xihai et al. [38] used improved deep learning models, 

GoogleNet and CIFAR10 (transfer learning), to identify 

disease in leaves of maize plants. The GoogleNet model 

achieved the highest accuracy of 98.9% as compared to 

the CIFAR10 of 98.8% accuracy. However, the authors 

claimed that with their improved CIFAR10, the testing 

accuracy could be improved by 0:7% and the loss 

reduced by 10:2%. 

Wu et al. [39] proposed a three-stage pipeline CNN to 

detect the presence of NLB in field images of maize 

plants using images acquired from an unmanned aerial 

vehicle (UAV). Their model achieved an accuracy of 

95.1%. Liang et al. [10] proposed a Deep Convolutional 

Neural for the detection of rice blast disease. Three 

feature extraction methods were used for feature 

extraction: Convolutional neural network (CNN), Harr-

wavelet (Haar-WT), and local binary pattern histograms 

(LBPH). Using t-Distributed Stochastic Neighbor 

Embedding (t-SNE) as a criterion for evaluating the 

performance of the three feature extractors, CNN 

showed a better performance than the other two 

handcrafted features. Support Vector Machines (SVM) 

when combined with all the feature extractors for 

classification, the CNN-based feature extractor shows far 

superior performance than LBPH and Haar-WT. The 

results showed that the quantitative analysis accuracy, 

receiver operating characteristic curve (ROC), and area 

under the ROC Curve (AUC) agreed with qualitative 

analysis using t-SNE. CNN and 

CNN+SVM showed superior performance than 

LBPH+SVMand Haar-WT+SVM. It can, however, be 

alluded to that CNN and CNN+SVM are better for rice 

blast identification. CNN+SVM was a solid competitor for 

rice blast detection, but the latter is preferred. Their 

technique was limited to detection and failed to address 

the issue of the severity of the disease. 

Panigrahi et al. [40] proposed a CNN-based model for 

the detection of three major corn diseases: northern leaf 

blight, common rust, and Cercospora leaf spot. The 

authors used images from the PlantVillage dataset for 

the study. A CNN model was proposed, which consisted 

of 3 convolutional layers and two fully connected dense 

layers. The dropout layer is used to prevent overfitting. 

The proposed model achieved an accuracy of 98.78% 

with less convergence time. Sibiya and Sumbwanyambe 

[41] designed a CNN model for detecting leaf disease of 

corn plants using a Java-based neural network 

framework, Neuroph. The training set included personal 

images captured from the field and the PlantVillage 

dataset. Their model had 50 hidden layers of CNN built 

for the classification of three maize diseases. The overall 

accuracy of the CNN was 92.85% but achieved individual 

accuracies ranging from 87% to 99.9%. The model could 

easily overfit because small amounts of data points were 

used in training. 

Garg et al. [42] proposed a deep framework 

(cascaded CNN) to detect and automatically quantify the 

presence of a disease in plants. The model was trained 

using field images captured by using unmanned aerial 

vehicles (UAVs). Their framework extracted phenotypic 

traits to detect and estimate the severity of a leaf 

disease at the leaf level. The results of their experiment 

gave a severity correlation of 73%. A modified LeNet 

architecture proposed by Priyadharshini et al. [43] for 

the classification of three-leaf diseases of maize is 

discussed. The study was carried out by using images of 

maize leaves from the PlantVillage dataset. Principal 

component analysis (PCA) was used for preprocessing. 

To improve the classification accuracy of their proposed 

model, the authors adjusted the framework by varying 

the depth and kernel size. The model accuracy was 

97.89%. The simulation results for maize leaf disease 

classification demonstrated the proposed method’s 

potential in maize disease classification. 

Richey and Shirvaikar [31] used an object detection 

algorithm, YoloV4, to detect the presence of NLB in the 

leaf of maize plants. Using a subset of the publicly 

available dataset by Wiesner-Hanks et al. [44] with 

augmentation techniques, 5699 images and a test set of 

1251 images were used. Evaluating the model based on 

Intersection-over-Union (IoU) and Mean Average 

Precision (mAP), the model reported a 93.55%mAP with 

an average of 77.13% IoU. 

Bhatt et al. [45], proposed a novel CNN technique for 

classifying corn leaves into Healthy, Common Rust, Late 

Blight, and Leaf Spot by using adaptive boosting and 

other classifiers to train on features from four CNN 

architectures (i.e., VGG-16, ResNet-50, Inception-v2, and 

MobileNetv1). Adaptive Boosting assisted the classifiers 

in developing a solid rule for class labels. An accuracy of 

98% was achieved together with classification scores of 

0:97, 0:98, 0:97 for precision, recall, and f1-score, 

respectively. 

To improve the performance of CNNs in the detection 

of maize leaf disease classification, da Rocha et al. [46] 

used Bayesian optimization to help find optimal 

hyperparameter for training using the PlantVillage 

dataset. The significant contribution of their study was 
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finding the best hyperparameters using Bayesian 

optimization. The authors employed K-fold cross-

validation for training three CNN architectures: AlexNet, 

SqueezeNet and ResNet-50. Interestingly the three 

models obtained 97% accuracy, indicating that 

optimization produced improved generalization 

throughout all the models. 

Waheed et al. [47], using an optimized DenseNet 

architecture proposed a novel technique for the 

recognition and classification of three maize leaf 

diseases. In determining optimal hyperparameter values, 

the authors used a grid search to find these optimal 

values. However, but may present a curse of 

dimensionality. DenseNet uses significantly fewer 

parameters as compared to other CNN architectures 

used in the experiment. Experimental results showed 

that DenseNet achieved an accuracy of 98:06% with 

fewer parameters and training time. 

Lin et al. [48] proposed a novel multi-channel 

convolutional neural network (MCNN) to improve the 

identification of five maize leaf diseases. Their proposal 

employed techniques used in video saliency detection 

that imitates human visual behavior. Their model 

achieved an average accuracy of 92:31%, 

Liu et al. [49] used transfer learning based on 

EfficientNet for the automatic recognition of maize leaf 

diseases. The model parameters trained on the 

ImageNet dataset were maintained during training, and 

the fully connected layers and Softmax were optimized. 

Images collected from the internet were used for 

training. The training speed was significantly improved 

with a recognition accuracy of 98:52%. 

A transfer learning approach based on the 

Inceptionv3 and Inception-v4 approach was designed by 

Sun et al. [50] to classify maize diseases. The pre-trained 

model was fine-tuned, providing a new approach for 

maize disease identification. The dataset used was from 

AI challenger and consisted of eight categories. An 

experimental result indicated that transfer learning 

could help reduce the training time of the network. 

Syarief and Setiawan [51] analyzed four classes of 

diseased maize leaf images using seven CNN 

architectures and three classification methods. The data 

was obtained from the PlantVillage dataset. The best 

classification method identified by the authors were 

AlexNet and SVM, with an accuracy of 93:5%. 

Sumita et al. [52] proposed a real-time deep learning-

based model that is deployed onto a raspberry pi for 

identifying and classifying major corn diseases. The bulk 

of the dataset used is from PlantVillage dataset, but few 

images were captured from corn plantations. Live 

images of an infected or healthy corn plant are captured 

by a Smartphone camera and sent to the raspberry pi for 

processing through a Wi-Fi network. The average 

accuracy of the model is 98:40%, but the accuracy 

reduces to 88:66% when deployed. 

Tian et al. [53] also proposed a multi-layer deep 

neural network for the recognition of six different 

diseases of corn plants. Dataset used in the study is from 

experimental fields. VGG-16 is used for feature 

extraction. Smut and rust disease achieved 100% 

accuracy but with an overall accuracy of 96:8%. Several 

methods for classifying plant diseases that can learn 

from small amounts of data are proposed in [54]. 

PlantVillage dataset and coffee leaf datasets were 

used in the study. Transfer learning, triplet networks, 

and Deep Adversarial Metric Learning (DAML) [55] are 

the main building blocks of these methods. Very high 

accuracy of 99% was achieved, thus demonstrating the 

efficiency of transfer learning. 

A summary of the discussed state-of-the-art models 

and proposals have been outlined in Table 1. 

Open Issues and Future Research Directions 

This section highlights some challenges in plant 

disease detection. It outlines some directions for future 

research in using deep learning techniques for plant 

disease identification and detection in intelligent 

agriculture, especially diseases in cereal crops.  

From the discussions mentioned earlier, it can be 

found that one of the challenges facing plant disease 

detection is the lack of experts to annotate accurately. 

The problem arises when experts cannot rightly 

differentiate between dead tissues and diseases when 

compiling a dataset. This task requires experts and 

experienced professionals to identify plant diseases that 

are difficult and costly, especially for new or rare 

diseases. Furthermore, crop diseases vary in severity. 

The data collection is unquestionably important when 

using deep learning technologies to identify crop pests 

and illnesses.  

Model architecture, hyperparameter tuning, and 

training resources also throw another challenge in plant 

disease detection. Shallow architectures are best suited 

for small datasets. Most recent models for object 

detection offer another angle to consider in selecting or 

building a model for disease detection and classification. 

The adaptive boosting (AdaBoost) technique is a choice 

to be considered to enhance the performance of 

detection models. Most DL techniques are focused 

mainly on the detection and classification of maize leaf 

disease. The paper recommends that future research on 

maize leaf disease detection, classification, and 

quantification of disease severity will help improve smart 

agriculture. Quantification is an area that is least 

explored by researchers in the field but has the 

possibility of providing more insightful data for rapid 

decision-making during farming. 
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 Authors DL Algorithm Dataset Contribution Performance Limitation 

1 
Afifi et al. 
[54] 

▪ ResNet18, ResNet34, 
ResNet50, 

▪ Triplet networks 

▪ Deep Adversarial Metric 
Learning 

PlantVillage 

Demonstrates the 
efficiency of transfer 
learning for corn 
diseases detection 

An accuracy of 99% 
was reported by 
the authors 

The proposed models 
have low accuracy 
under varied conditions 

2 
Richey and 
Shirvaikar 
[31] 

▪ YoloV4 Subset of [44] 

The authors used an 
object detection 
algorithm for the 
detection of NLB in 
the leaf of maize 
plants 

Evaluation 

Their model 
reported a 93:55% 
mAP with an 
average of 77:13% 
IoU. 

 

Their work did not 
consider multiple 
regions of interest. 

3 
Kanish et 
al. 
[42] 

▪ A self-trained cascaded 
CNN model 

 

They captured 
field images 
using UAVs 

 

The authors proposed 
a framework for the 
detection and 
estimation of leaf 
disease severity 

Experiments gave a 
severity correlation 
of 73%. 

 

The dataset used by the 
authors were not 
extensive thus the 
reduced accuracy 
levels. 

4 
Liu et al. 
[49] 

▪ EfficientNet 

 

The authors 
sourced 
images from 
the internet 

 

The authors fine-
tuned EfficientNet for 
the automatic 
recognition of maize 
leaf diseases 

They achieved a 
recognition 
accuracy of 98:52% 

The authors used non-
standardized images for 
their dataset 

5 
Sun et al. 
[50] 

▪ Inception-v3 

▪ Inception-v4 

 

AI challenger 

 

The authors leveraged 
transfer learning 
capabilities to aid in 
classifying maize leaf 
diseases. 

The transfer 
learning procedure 
reduced the 
training time of the 
network 
significantly 

The proposed 
framework might not 
perform well on images 
that contain several 
leaves, due to the kind 
of images used for 
training 

6 

Syarief 
and 
Setiawan 

 [51] 

▪ AlexNet 

▪ VGG16 

▪ VGG19 

▪ GoogleNet 

▪ Inception-V3 

▪ ResNet50 

▪ ResNet101 

PlantVillage 

 

The authors classified 
maize leaf diseases 
using pre-trained 
models 

AlexNet achieved 
the best average 
classification 
accuracy of 93:5%. 

 

The best results of 
AlexNet with an SVM 
classifier recorded 
lower accuracies than 
the state-of-the-art 

7 
Sumita et 
al. [52] 

▪ Self-trained CNN model 
PlantVillage 
 

A real-time corn 
disease identification 
and classification 
using a Raspberry Pi 
was designed and 
implemented by 
authors. 

An average 
accuracy of 98:40% 
was recorded 
during model 
training, however, 
the accuracy 
reduced to 88:66% 
when deployed 

Model overfitting on 
training data likely 
cause for reduction in 
the implementation 
accuracy. 

8 

Panigrah 
et al. [40] 

 

▪ Self trained CNN model 
PlantVillage 

 

The authors proposed 
a CNN-based model 
for the detection of 
three major corn 
diseases 

Their proposed 
model achieved an 
accuracy of 98:78% 
with little 
convergence time. 

The model can under-fit 
due to small data 
samples used for 
training. 

 

9 
Blake et al. 
[36] 

▪ ResNet50 
PlantVillage 

 

The authors proposed 
a real-time maize 
disease detection 
model using transfer 
learning. 

They achieved an 
accuracy of 99%. 

 

Their model however, 
performed poorly on 
field images. 

 

10 
Esgario et 
al. [37] 

▪ AlexNet 

▪ GoogleNet 

▪ VGG19 

▪ Resnet50 

▪ MobileNet-v2 

The authors 

used images 

captured using 

smartphones 

 

A multi-task learning 
technique for 
classification and 
severity estimation of 
four biotic stresses in 
coffee leaves were 
proposed by the 
authors. 

ResNet50 achieved 
the highest results 
among the 
candidate models. 

In-field images were 
not used which could 
have positively 
impacted the model. 

 

 

 

Table 1: A summary of the discussed state-of-the-art models and proposals have been outlined. 
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11 
da Rocha et al. 

[46] 

▪ AlexNet 
▪ SqueezeNet 
▪ ResNet-50 

PlantVillage 

The authors 

determined the 

optimum hyper-

parameters using 

Bayesian optimization 

for disease 

classification. 

All three CNNs 

obtained a 97% 

accuracy. 

Model was not tested 

with field data. 

12 
Waheed et al. 

[47] 
▪ DenseNet 

The authors used 

images manually 

gathered from 

different sources 

A novel technique for 

recognition and 

classification of three 

maize leaf diseases 

was proposed by 

authors. 

The DenseNet model 

used achieved an 

accuracy of 98:06% 

with less parameters 

and training time. 

Their framework may 

present a curse of 

dimensionality. 

13 Wu et al. [39] 
▪ Self-trained CNN 

model 

Images acquired 

from [31] 

The authors proposed 

a three-stage pipeline 

CNN to detect the 

presence of NLB in 

field images of maize 

plants. 

Their model 

achieved an accuracy 

of 95:1%. 

Their proposed model 

cannot detect severity 

of NLB in maize plants. 

14 Liang el al. [10] 
▪ Self-trained CNN 

model 

Images were 

acquired from the 

Institute of Plant 

Protection, 

Jiangsu Academy 

of Agricultural 

Sciences. 

A deep convolutional 

neural network for 

the detection of rice 

blast disease was 

proposed by authors 

CNN and CNN+SVM 

showed superior 

performance. 

Reliability and 

robustness of the 

model needs 

improvements. 

15 

Sibiya and 

Sumbwanyambe 

[41] 

▪ Self-trained CNN 
model 

Field images + 

PlantVillage 

database 

The authors proposed 

a CNN for the 

classification of three 

maize disease. 

An overall accuracy 

of 92:85%. 

The model can easily 

overfit due to the 

small amount of data 

used in training the 

model. 

16 
Priyadharshini 

et al. [43] 
▪ Modified LeNet 

architecture 
PlantVillage 

The authors proposed 

a LeNet method’s 

potential in maize 

leaf disease 

classification. 

The reported model 

accuracy was 97:89% 

It is expected that the 

model might perform 

poorly on field images; 

this is due to the 

controlled nature of 

the images used. 

17 Bhatt et al. [45] 

▪ VGG-16 
▪ ResNet-50 
▪ Inception-v2 
▪ MobileNet-v1 

PlantVillage 

The authors used a 

CNN for classifying 

corn diseases using 

adaptive boosting 

techniques. 

An accuracy of 98% 

was achieved in their 

work 

Some of models used 

in the ensemble had 

larger parameters and 

took longer periods to 

train. The accuracy of 

the ensemble was not 

verified with field 

image 

18 Tian et al. [53] ▪ VGG16 Field images 

A multi-layer deep 

neural network for 

the recognition of six 

different disease of 

corn was proposed by 

the authors. 

They recorded an 

overall accuracy of 

96:8%. 

Their proposed 

method did not take 

into account the 

different 

characteristics of the 

plant at different 

stages of the diseased 

journey. 
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Conclusion 

The early detection of a plant disease enables 

stakeholders to apply the appropriate controlled 

measures to mitigate against the disease effectively. 

Recent techniques have focused on automated 

techniques using deep learning to detect diseases in 

maize plants accurately. This review details DL 

techniques that are used for automated maize leaf 

diseases detection and classification. The paper 

introduces plant disease detection and some of the 

shortfalls of traditional techniques used. Recent 

automated techniques, some essential datasets, and 

some DL architectures were also highlighted. The paper 

further gave a detailed account of recent DL techniques 

used to detect diseases in the leaves of maize plants and 

a discussion of their significant contributions and 

limitations. Challenges and future research directions in 

maize leaf disease detection are also presented in the 

paper. 
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 Background and Objectives: Operating frequency range of a microphone 
array is limited by the array configuration. Spatial aliasing occurs at 
frequencies considered to be out of the microphone array operating range 
that leads to side-lobes in the array beam pattern and consequently 
degrades the performance of the microphone array. In this paper, a general 
approach for increasing the operational bandwidth of the spherical 
microphone array without physical changes to the microphone array is 
proposed.  
Methods: Recently, Alon and Rafaely proposed a beamforming method with 
aliasing cancellation and formulated it for some well-known beamformers 
such as maximum directivity (MD), maximum white noise gain (WNG), and 
minimum variance distortionless response (MVDR) which have been called 
MDAC, MGAC, MVDR-AC beamformer respectively.  In this paper, we derive 
MDAC method from different point of view. Then, based on our perspective, 
we propose a new method that is easily applicable for any beamforming 
algorithms. 
Results: Comparing with MDAC and MGAC beamformers, performance 
measures for our approach show improvement in directivity index (DI) and 
white noise gain (WNG) by nearly 19% and 15% respectively. 
Conclusion: Aliasing and, in consequence, unwanted side lobe formation is 

the main factor in spherical microphone arrays operational bandwidth 

determination. Most of the methods previously presented to reduce aliasing 

demanded physical changes in the array structure which comes at a cost. In 

this paper we propose a new method based on Alon and Rafaely’s approach 

via designing a constrained optimization problem using orthogonality 

property of spherical harmonics, to achieve better performance. 
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Introduction 

Spherical microphone arrays are a type of microphone 

arrays that have a spherical array structure in which 

microphones are placed on the surface of a sphere. This 

kind of microphone arrays has been an interesting field 

of study for the past decade. Because of their symmetry 

they can steer the beam pattern over any desired 

direction in the space [1].  

 

One of the main concepts central to spherical 

microphone arrays is its operational bandwidth [2]-[9]. 

The operational bandwidth of the spherical microphone 

arrays is determined by their lower and upper frequency 

limits [10], [11]. The lower frequency limit is bounded by 

some factors such as sensor noise and the upper 

frequency limit is bounded by spatial aliasing [8], [12]. In 

fact, analyzing the array bandwidth limitations by 
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decomposing the sound field into spherical harmonics 

shows that with the increase of the frequency, the sound 

pressure function of the sound field around the sphere 

will be of a higher order [10], [13]. In many cases this 

order is higher than the array’s maximum order, which is 

determined by the number of microphones that leads to 

spatial aliasing [14], [15].  

Spatial aliasing and consequently unwanted side-lobe 

formation is the main cause of performance degradation 

of spherical microphone arrays at high frequencies [16], 

[17]. Some solutions have been presented for reducing 

aliasing effects [18]-[20], but they can only perform well 

in a sound field with certain characteristics [21], [22]. 

Other methods for increasing arrays performance in high 

frequencies tend to minimize side-lobe levels [23]. These 

methods include increasing the number of microphones 

in the array, using other types of directional 

microphones, or using microphones with wider surface 

[7], [24]-[26], [10], [19], [27], [28]. All the methods 

mentioned above need to make physical changes in the 

array structure that comes with a cost in many cases.  

Recently Alon and Rafaely proposed a new spherical 

microphone array beamforming with an aliasing model 

for describing high sound field orders, aliased into the 

lower array orders. For that, they include the effect of 

spatial aliasing in the definition of desired objective, such 

as directivity factor, and develop a new version of 

beamformers with aliasing cancellation capabilities. Their 

method was found to be valuable for injecting aliasing 

cancellation capability to some of the well-known 

beamformers such as maximum directivity (MD) 

beamformer, after which called maximum directivity 

beamformer with aliasing cancellation (MDAC). This new 

beamformer achieves higher directivity index (DI) with a 

narrower main lobe and lower side lobes, compared with 

standard MD beamformer. This method was also used to 

develop maximum white noise gain with aliasing 

cancellation (MGAC), and minimum variance 

distortionless response with aliasing cancellation (MVDR-

AC) beamformers [1].  

In this paper we aim to look at the method presented 

by Alon and Rafaely from a different point of view. The 

main contribution of this work is to design a constrained 

optimization problem with some appropriate constraints 

to find the closest signal to the desired unaliased signal. 

These constraints are attained by using the orthogonality 

property of spherical harmonics. Then this estimation of 

unaliased signal can be used in beamforming process 

using ordinary beamforming coefficient of a high order 

beamfomer. 

This paper is organized as follows. The second section 

reviews the spherical array processing fundamentals. The 

third section presents the proposed method for aliasing 

cancellation beamforming. Simulation results and 

comparisons with the rival method are presented in the 

fourth section, and the end section concludes the paper. 

Spherical Array Processing 

This section shortly explains the theory of spherical 

microphone array processing [16], [29]. The formulation 

provided in this section will be utilized in the third 

section to develop the proposed beamformer. 

A.  Spherical Array Processing 

Consider a sound field composed of multiple “single 

frequency plane wave” each with amplitude density 

denoted by 𝑎(𝑘, 𝜃𝑘, 𝜙𝑘) arriving from direction (𝜃𝑘 , 𝜙𝑘) 

with a wave vector 𝐤̃ = −𝐤 = (𝑘, 𝜃𝑘 , 𝜙𝑘) and wave 

number 𝑘. The sound pressure at 𝐫 = (𝑟, 𝜃, 𝜙) due to 

this sound field can be written as follows [16] 

𝑝(𝑘, 𝑟, 𝜃, 𝜙) = ∑ ∑ 𝑝𝑛𝑚(𝑘, 𝑟)𝑌𝑛
𝑚

𝑛

𝑚=−𝑛

∞

𝑛=0

(𝜃, 𝜙) (1) 

where 𝑝𝑛𝑚(𝑘, 𝑟) are the spherical harmonic coefficients 

of the sound pressure, and 𝑌𝑛
𝑚(𝜃, 𝜙) are the spherical 

harmonics. The relation between the pressure on the 

sphere and the amplitude of the plane waves composing 

the sound field in the spherical harmonic domain is 

𝑝𝑛𝑚(𝑘, 𝑟) = 𝑏𝑛(𝑘𝑟)𝑎𝑛𝑚(𝑘)  (2) 

where 𝑎𝑛𝑚(𝑘) is the spherical Fourier transform of 

𝑎(𝑘, 𝜃𝑘 , 𝜙𝑘), i.e., 

 𝑎𝑛𝑚(𝑘) = ∫ ∫ 𝑎(𝑘, 𝜃𝑘, 𝜙𝑘)[𝑌𝑛
𝑚

(𝜃𝑘, 𝜙𝑘)]
∗
𝑠𝑖𝑛𝜃𝑘𝑑𝜃𝑘𝑑𝜙𝑘,

𝜋

0

2𝜋

0
 (3) 

and 𝑏𝑛(𝑘𝑟) defines the projection of the sound field onto 

the sphere surface. The expression for 𝑏𝑛(𝑘𝑟) depends 

on the array configuration. For example, in the case of a 

single open sphere, we have 

𝑏𝑛(𝑘𝑟) = 4𝜋𝑖𝑛𝑗𝑛(𝑘𝑟)  (4) 

where 𝑗𝑛(𝑥), is the spherical Bessel function of the first 

kind.  

If the pressure function is order-limited, meaning that 

𝑝𝑛𝑚(𝑘, 𝑟) = 0  ∀𝑛 > 𝑁, then we can represent the 

function by a finite number of spherical harmonics, so we 

have 

𝑝(𝑘, 𝑟, 𝜃, 𝜙) = ∑ ∑ 𝑝𝑛𝑚(𝑘, 𝑟)𝑌𝑛
𝑚

𝑛

𝑚=−𝑛

𝑁

𝑛=0

(𝜃, 𝜙) (5) 

Equation (1) is, in fact, the inverse spherical Fourier 

transform of the pressure function [14]. So, we have 

𝑝𝑛𝑚 = ∫ ∫ 𝑝(𝜃, 𝜙)[𝑌𝑛
𝑚(𝜃, 𝜙)]∗ 𝑠𝑖𝑛 𝜃𝑑𝜃𝑑𝜙

𝜋

0

2𝜋

0

 (6) 

which is the spherical Fourier transform of  𝑝(𝜃, 𝜙). For 

the sake of simplicity, parameters 𝑘, 𝑟 have been 

omitted.  

According to the Cubature method, it can be possible 

to compute the multiple integrations of a given function 

using a summation over sample of the function  [29].  So,  
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𝑝𝑛𝑚 ≈ ∑ 𝛼𝑞

𝑄

𝑞=1

𝑝(𝜃, 𝜙)[𝑌𝑛
𝑚(𝜃, 𝜙)]∗ = 𝑝̂𝑛𝑚 (7) 

where 𝑄, is the total number of samples and 𝛼𝑞 is the 

sampling weight whose value depends on the sampling 

scheme. For order-limited function, the approximation 

becomes equality, given a sufficiently large 𝑄. In this 

case, 𝑝(𝜃, 𝜙) can be reconstructed perfectly on the 

sphere using the inverse spherical Fourier transform. But, 

in the case of 𝑝𝑛𝑚 of infinite order, perfect 

reconstruction is not possible due to aliasing. 

Several sampling methods, such as equal-angle, 

Gaussian, and uniform sampling, have been previously 

presented [16], for which the sampling weight 𝛼𝑞 and 

sampling points (𝜃𝑞 , 𝜙𝑞) have been derived such that (6) 

is maintained with equality for order-limited functions. 

Due to  some  constraints,  we  may  want  to  use  any 

 

 

 

 

 

Equation (9) is called inverse discrete spherical Fourier 

transform. Also, 

is called discrete spherical Fourier transform, where 

𝐘† = (𝐘𝐻𝐘)−1𝐘𝐻 is the pseudo-inverse of 𝐘. This 

equation can be written in the following form 

𝑝𝑛𝑚 = ∑ 𝛼𝑞
𝑛𝑚

𝑄

𝑞=1

 𝑝(𝜃𝑞 , 𝜙𝑞) (14) 

where the sampling weights, 𝛼𝑞
𝑛𝑚, are the elements of 

matrices 𝐘†, having a row index given by (𝑛2 + 𝑛 + 𝑚) 

and a column index is given by 𝑞. 

B.  Spatial Aliasing 

As we have already mentioned, sampling of order-

limited functions on the sphere with an appropriate 

sampling scheme should lead to an exact and aliasing-

free computation of the spherical harmonic coefficient. 

But for non-order-limited functions, errors may occur 

due to spatial aliasing. For analyzing and describing these 

errors, we can rewrite (7) as follows [24]: 
 

𝑝̂𝑛𝑚

= ∑ 𝛼𝑞
𝑛𝑚

𝑄

𝑞=1

∑ ∑ 𝑝𝑛′𝑚′𝑌𝑛′
𝑚′

(𝜃𝑞 , 𝜙𝑞)

𝑛′

𝑚′=−𝑛′

∞

𝑛′=0

= ∑ ∑ [∑ 𝛼𝑞
𝑛𝑚𝑌𝑛′

𝑚′
(𝜃𝑞 , 𝜙𝑞)

𝑄

𝑞=1

] 𝑝𝑛′𝑚′

𝑛′

𝑚′=−𝑛′

∞

𝑛′=0

= ∑ ∑ 𝜖𝑛𝑚
𝑛′𝑚′

𝑝𝑛′𝑚′ ,

𝑛′

𝑚′=−𝑛′

∞

𝑛′=0

 

(15) 

arbitrary given sampling set. So, assume that the samples 

of the function, 𝑝(𝜃𝑞 , 𝜙𝑞), are given, together with the 

positions of the samples, (𝜃𝑞 , 𝜙𝑞), for 𝑞 = 1,… , 𝑄. Using 

(5) we have 

𝑝(𝜃𝑞 , 𝜙𝑞) = ∑ ∑ 𝑝𝑛𝑚𝑌𝑛
𝑚

𝑛

𝑚=−𝑛

𝑁

𝑛=0

(𝜃𝑞 , 𝜙𝑞),    1 ≤ 𝑞 ≤ 𝑄,    (8) 

This equation can be written in matrix forms as 

𝐩 = 𝐘𝐩𝐧𝐦                                          (9) 

where column vectors 𝐩 of length 𝑄 and 𝐩𝐧𝐦 of length 

(𝑁 + 1)2 are defined as 

𝐩 = [𝑝(𝜃1, 𝜙1), 𝑝(𝜃2, 𝜙2), … , 𝑝(𝜃𝑄, 𝜙𝑄) ]
𝑇

  (10) 

and 

𝐩𝐧𝐦 = [𝑝00, 𝑝1(−1), 𝑝10, 𝑝11, … , 𝑝𝑁𝑁]
𝑇

 
 (11) 

and the matrix 𝐘 of dimensions 𝑄 × (𝑁 + 1)2 is shown in 

(12), 

 

 

 

 

 

where 

𝜖𝑛𝑚
𝑛′𝑚′

= ∑ 𝛼𝑞
𝑛𝑚𝑌𝑛′

𝑚′
(𝜃𝑞 , 𝜙𝑞)

𝑄

𝑞=1

 

                        (16) 

In an ideal, aliasing-free sampling, 𝜖𝑛𝑚
𝑛′𝑚′

equals one for 

(𝑛,𝑚) = (𝑛′, 𝑚′) and zero elsewhere. If we assume that 

the spherical harmonic coefficients of the original 

function before sampling, 𝑝𝑛′𝑚′ , is order-limited but to 

very high order denoted by 𝑁, we can represent (14) in a 

matrix form as follows 

𝐩𝐧𝐦 = 𝐄𝐩𝐧𝐦           (17) 

where 𝐩𝐧𝐦 of length (𝑁 + 1)2 holds the approximated 

spherical harmonic coefficients 𝑝̂𝑛𝑚, 𝐩𝐧𝐦 of length 

(𝑁 + 1)
2

holds the spherical harmonic coefficients 𝑝𝑛𝑚 

of the original function, with 𝑁 ≥ 𝑁, and matrix 𝐄 of 

dimensions (𝑁 + 1)2 × (𝑁 + 1)
2

, having elements 𝜖𝑛𝑚
𝑛′𝑚′

 

with row index (𝑛2 + 𝑛 + 𝑚) and column index 

(𝑛′2 + 𝑛′ + 𝑚′), called aliasing matrix. Matrix 𝐄 can be 

written as 

𝐄 = 𝐘†𝐘    (18) 

where matrix 𝐘 of dimensions 𝑄 × (𝑁 + 1)2 has been 

defined in (12) and matrix 𝐘 of dimensions 𝑄 × (𝑁 +

1)
2
, holding the values of  𝑌𝑛′

𝑚′
(𝜃𝑞 , 𝜙𝑞) as in (16). 

C.  Spherical Array Beamforming 

Array equations or beamforming equations is as 

follows [29] 

𝐩𝐧𝐦 = 𝐘†𝐩  (13) 

𝐘 = 

[
 
 
 
𝑌0

0(𝜃1, 𝜙1) 𝑌1
−1(𝜃1, 𝜙1) 𝑌1

0(𝜃1, 𝜙1) 𝑌1
1(𝜃1, 𝜙1) … 𝑌𝑁

𝑁(𝜃1, 𝜙1)

𝑌0
0(𝜃2, 𝜙2) 𝑌1

−1(𝜃2, 𝜙2) 𝑌1
0(𝜃2, 𝜙2) 𝑌1

1(𝜃2, 𝜙2) … 𝑌𝑁
𝑁(𝜃2, 𝜙2)

⋮ ⋮ ⋮ ⋮ ⋱ ⋮
𝑌0

0(𝜃𝑄 , 𝜙𝑄) 𝑌1
−1(𝜃𝑄 , 𝜙𝑄) 𝑌1

0(𝜃𝑄, 𝜙𝑄) 𝑌1
1(𝜃𝑄, 𝜙𝑄) … 𝑌𝑁

𝑁(𝜃𝑄 , 𝜙𝑄)]
 
 
 

                       (12) 
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𝑦 = ∫ ∫ 𝑤∗
𝜋

0

2𝜋

0

(𝑘, 𝜃, 𝜙)𝑝(𝑘, 𝑟, 𝜃, 𝜙) 𝑠𝑖𝑛 𝜃𝑑𝜃𝑑𝜙

= ∑ ∑ 𝑤𝑛𝑚
∗ (𝑘)𝑝𝑛𝑚(𝑘, 𝑟)

𝑛

𝑚=−𝑛

∞

𝑛=0

  

(19) 

where 𝑤∗(𝑘, 𝜃, 𝜙), is the beamforming coefficients. The 

standard discrete form of beamforming in the space 

domain is 

𝑦 = 𝐰𝐇𝐩                                          (20) 

where 𝐩 is as (10) with a little modification in notation 

𝐩 = [𝑝1(𝑘), 𝑝2(𝑘), … , 𝑝𝑄(𝑘) ]
𝑇

  (21) 

with 𝑝𝑞(𝑘) = 𝑝(𝑘, 𝑟, 𝜃𝑞 , 𝜙𝑞), 𝑞 = 1,… , 𝑄, and 𝐰 is 

the 𝑄 × 1 weight vector as follows 

𝐰 = [𝑤1(𝑘), 𝑤2(𝑘), … , 𝑤𝑄(𝑘)]
𝑇

 (22) 

Assuming 𝑤𝑛𝑚 = 0  ∀𝑛 > 𝑁, the discrete form of 

beamforming in spherical harmonic domain is as 

𝑦 = 𝐰𝐧𝐦
𝐻 𝐩𝐧𝐦                                          (23) 

where the (𝑁 + 1)2 × 1 vector 𝐰𝐧𝐦 is given by 

𝐰𝐧𝐦

= [𝑤00(𝑘), 𝑤1(−1)(𝑘), 𝑤10(𝑘), 𝑤11(𝑘) … , 𝑤𝑁𝑁(𝑘) ]
𝑇
,  (24) 

and the  (𝑁 + 1)2 × 1 vector 𝐩𝐧𝐦 is given by 

𝐩𝐧𝐦

= [𝑝00(𝑘, 𝑟), 𝑝1(−1)(𝑘, 𝑟), 𝑝10(𝑘, 𝑟), … , 𝑝𝑁𝑁(𝑘, 𝑟) ]
𝑇

 (25) 

In these equations 𝑝𝑛𝑚(𝑘) and 𝑤𝑛𝑚(𝑘) are the spherical 

Fourier transform of 𝑝(𝑘, 𝑟, 𝜃, 𝜙) and 𝑤(𝑘, 𝜃, 𝜙) 

respectively and 𝑁 is called the effective order of the 

array. 

Array output due to a unit-amplitude plane-wave 

sound field or array beam pattern is defined as 

𝑦 = 𝐰𝐧𝐦
𝐇 𝐯𝐧𝐦                                         (26) 

where  𝐯𝐧𝐦, is a (𝑁 + 1)2 × 1 column vector as  

𝐯𝐧𝐦 = 

[𝑣00(𝑘, 𝑟), 𝑣1(−1)(𝑘, 𝑟), 𝑣10(𝑘, 𝑟), … , 𝑣𝑁𝑁(𝑘, 𝑟) ]
𝑇
  

(27) 

with 𝑣𝑛𝑚 represents the array input due to the plane 

wave sound field. Since for unit amplitude plane wave 

we have [29] 

𝑎𝑛𝑚(𝑘) = [𝑌𝑛
𝑚
(𝜃𝑘, 𝜙𝑘)]

∗
 (28) 

according to (2) we have 

𝑣𝑛𝑚(𝑘, 𝑟) = 𝑏𝑛(𝑘𝑟)[𝑌𝑛
𝑚
(𝜃𝑘, 𝜙𝑘)]

∗
 (29) 

where (𝜃𝑘, 𝜙𝑘), is the arrival direction of the plane wave. 

 Using a different set of beamforming coefficients, 

different beam patterns can be designed. For instance, 

axis-symmetric beamformers with 𝑤𝑛𝑚
∗ (𝑘) =

𝑑𝑛(𝑘)

𝑏𝑛(𝑘𝑟)
𝑌𝑛

𝑚(𝜃𝑙 , 𝜙𝑙) [29], of which two famous 

beamformers, namely the maximum directivity (MD) 

beamformer and the maximum white noise gain (WNG) 

beamformer described in the sequel. Note that the 

beamformer coefficients are function of look direction 

which denoted by (𝜃𝑙 , 𝜙𝑙) in the above relation.  

• Maximum Directivity Beamformer 

The directivity factor (DF) is the ratio between the 

array response in the look direction and the average 

response across all directions and is defined 

mathematically as follows 

DF =
|𝑦(𝜃𝑙 , 𝜙𝑙)|

𝟐

1
4𝜋 ∫ ∫ |𝑦(𝜃, 𝜙)|𝟐 𝑠𝑖𝑛 𝜃𝑑𝜃𝑑𝜙

𝝅

0

2𝜋

0

=
𝐰𝐧𝐦

H 𝐀𝐰𝐧𝐦

𝐰𝐧𝐦
H 𝐁D𝐰𝐧𝐦

 

               𝐀 =  𝐯𝐧𝐦𝐯𝐧𝐦
H 

𝐁D =
1

4𝜋
𝑑𝑖𝑎𝑔(|𝑏0|

2, |𝑏1|
2, |𝑏1|

2, … , |𝑏𝑁|2 ) 

𝐯𝐧𝐦 =  [𝑣00, 𝑣1(−1), 𝑣10, 𝑣11, … , 𝑣𝑁𝑁 ]
𝑇
  

  (30) 

The explicit dependency of  𝑏𝑛(𝑘𝑟) on 𝑘𝑟 has been 

omitted for notation simplicity. Note that in (30) 𝐯𝐧𝐦 is 

the unit-amplitude plane wave arriving from look 

direction. 

The maximum directivity (MD) beamformer is 

designed to satisfy  

minimize 
𝐰𝐧𝐦

𝐰𝐧𝐦
𝐻 𝐁𝑫 𝐰𝐧𝐦 

subject to 𝐰𝐧𝐦
𝐻 𝐯𝐧𝐦 = 1 

                                      (31) 

Solving the above optimization problem leads to the 

following beamforming coefficients 

𝐰𝐧𝐦
𝑀𝐷𝑯

=
𝐯𝐧𝐦

𝐻 𝐁𝐷
−1

𝐯𝐧𝐦
𝐻 𝐁𝐷

−1𝐯𝐧𝐦

                                         (32) 

or equivalently 

𝑤𝑛𝑚
∗ (𝑘) =

4𝜋

(𝑁 + 1)2
1

𝑏𝑛(𝑘𝑟)
𝑌𝑛

𝑚
(𝜃𝑙, 𝜙𝑙

)     
 

(33) 

which is an axis-symmetric beamformer with 𝑑𝑛(𝑘) =
4𝜋

(𝑁+1)2
. 

• Maximum WNG Beamformer 

WNG is a general measure for array robustness which 

is defined as the improvement in SNR at the array output 

compared to the array input. Mathematically, 
 

WNG =
𝐰𝐧𝐦

𝐻 𝐀𝐰𝐧𝐦

𝐰𝐧𝐦
𝐻 𝑩𝐺𝐰𝐧𝐦

     

𝐀 = 𝐯𝐧𝐦𝐯𝐧𝐦
𝐻  

    𝐁𝐺 = 𝐘†𝐘†𝐻
    

                                        (34) 
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The maximum WNG beamformer (MG) is designed to 

satisfy the problem below 

minimize 
𝐰𝐧𝐦

𝐰𝐧𝐦
𝐇 𝐁𝐆 𝐰𝐧𝐦  

subject to 𝐰𝐧𝐦
𝐇 𝐯𝐧𝐦 = 1     

 

(35) 

Solving the above optimization problem leads to the 

following beamforming coefficients 

𝐰𝐧𝐦
𝐌𝐆𝐇

=
𝐯𝐧𝐦

𝐇 𝐁𝐆
−𝟏

𝐯𝐧𝐦
𝐇 𝐁𝐆

−𝟏𝐯𝐧𝐦

  (36) 

For uniform or nearly uniform sampling scheme, this 

leads to 

𝑤𝑛𝑚
∗ (𝑘) =

𝑏𝑛
∗(𝑘𝑟)𝑌𝑛

𝑚
(𝜃𝑙, 𝜙𝑙)

∑
2𝑛 + 1

4𝜋
𝑁
𝑛=0 |𝑏𝑛(𝑘𝑟)|2

     (37) 

which is an axis-symmetric beamformer with 𝑑𝑛(𝑘) =
|𝑏𝑛(𝑘𝑟)|2

∑
2𝑛+1

4𝜋
𝑁
0 |𝑏𝑛(𝑘𝑟)|2

. 

The Proposed Method  

The operational bandwidth of a spherical microphone 

array is defined by its upper and lower frequency limits. 

The lower frequency limit is bounded by sensor noise 

and other errors, such as a mismatch in microphone gain 

and phase response, inaccurate positioning of 

microphones and limited computational accuracy [29], 

that is not our concern in this paper. The upper 

frequency limit is bounded by spatial aliasing [24]. To 

avoid significant error due to spatial aliasing we must 

have 𝑁 ≥ 𝑘𝑟 [24]. In fact, the upper frequency is 

determined by 𝑘 ≤ 𝑁/𝑟. However, at a higher frequency, 

the performance of the microphone array degrades due 

to spatial aliasing. For example, in beamforming 

problem, because of spatial aliasing we are not able to 

compute 𝑝𝑛𝑚(𝑘, 𝑟) precisely, and according to (19) we 

will have inaccurate beamforming which in turn, for 

instance, degrades DF in MD beamformer. 

A. The Proposed Method for Maximum Directivity 
Beamformer 

Recently, Alon and Rafaely proposed a beamforming 

method with aliasing cancellation and formulated it for 

some well-known beamformers such as maximum-

directivity, maximum WNG, and minimum variance 

distortion less response (MVDR), which is called MDAC 

(maximum directivity with aliasing cancellation), MGAC 

(maximum WNG with aliasing cancellation), and MVDR-

AC (MVDR with aliasing cancellation) respectively. In this 

section, first, we derive their MDAC beamformer from a 

different point of view (See Theorem 1). Then, based on 

our perspective we propose a new beamforming method 

with aliasing reduction to acquire better performance.  

Theorem 1. The MDAC beam pattern is equivalent to 

the MD beam pattern corresponding to the minimum 

norm solution of (17). 

Proof: In [1], Alon and Rafaely proved that the MDAC 

beam pattern is as  

𝐴𝑀𝐷𝐴𝐶(𝑘, 𝜃𝑘, 𝜙𝑘) = 𝐰̃𝐧𝐦
𝑀𝐷𝑯

𝐄𝐻
(𝐄𝐄𝐻

)
−1

𝐯̂𝐧𝐦 (38) 

where 

𝐰̃𝐧𝐦
𝑀𝐷

= [𝑤00(𝑘), 𝑤1(−1)(𝑘), 𝑤10(𝑘), 𝑤11(𝑘) … ,𝑤𝑁̃𝑁̃(𝑘)]
𝑇
      (39) 

and 𝐯̂𝐧𝐦 = 𝐄𝐯̃𝐧𝐦,  is  the aliased version of  

𝐯̃𝐧𝐦

= [𝑣00(𝑘, 𝑟), 𝑣1(−1)(𝑘, 𝑟), 𝑣10(𝑘, 𝑟), … , 𝑣𝑁̃𝑁̃(𝑘, 𝑟) ]
𝑇
,     (40) 

𝑤𝑛𝑚(𝑘) is as (33) and 𝑣𝑛𝑚(𝑘, 𝑟) is as (29). 

Now, we derive this result from a different point of 

view as follows. If we rewrite (17) for unit-amplitude 

plane wave we have 

𝐯̂𝐧𝐦 = 𝐄𝐯̃𝐧𝐦     (41) 

It is an underdetermined linear equations, i.e., there 

are fewer equations than unknowns. Therefore, this 

equation has many solutions. The minimum norm 

solution of this equation is 

𝐯̃𝐧𝐦
𝒎𝒊𝒏_𝒏𝒐𝒓𝒎 = 𝐄𝐻

(𝐄𝐄𝐻
)
−1

𝐯̂𝐧𝐦     (42) 

where 𝐄𝐻(𝐄𝐄𝐻)−1 is the pseudo-inverse of matrix 𝐄 .  

Now, we have a plane wave, 𝐯̃𝐧𝐦
𝒎𝒊𝒏_𝒏𝒐𝒓𝒎, arriving from 

the direction (𝜃𝑘, 𝜙𝑘), for which we can construct a 

beam pattern using beamforming coefficients 𝐰̃𝐧𝐦
𝑀𝐷. Note 

that 𝐯̃𝐧𝐦
𝒎𝒊𝒏_𝒏𝒐𝒓𝒎 is an estimation of a unit-amplitude plane 

wave of order 𝑁. So, the beam pattern is as 

𝐴𝑚𝑖𝑛_𝑛𝑜𝑟𝑚(𝑘, 𝜃𝑘, 𝜙𝑘) = 𝐰̃𝐧𝐦
𝑀𝐷𝐻

𝐯̃𝐧𝐦
𝒎𝒊𝒏_𝒏𝒐𝒓𝒎

= 𝐰̃𝐧𝐦
𝑀𝐷𝑯

𝐄𝐻
(𝐄𝐄𝐻

)
−1

𝐯̂𝐧𝐦  
(43) 

which is the same as  𝐴𝑀𝐷𝐴𝐶(𝑘, 𝜃𝑘 , 𝜙𝑘).                                                                                  

As we have mentioned before, (41) is an 

underdetermined linear equation and has many 

solutions. If we obtained the desired solution, 𝐯̃𝐧𝐦, then 

by multiplying it with 𝐰̃𝐧𝐦
𝑀𝐷𝑯

 we could obtain the best 

beamforming pattern, i.e. beam pattern with maximum 

directivity. So, in our proposed method, the aim is to find 

a solution as close as to 𝐯̃𝐧𝐦. For that, we use the 

following theorem. 

Theorem 2: The best beamforming pattern for 

maximum directivity beamformer can be obtained using 

𝛎̃𝐧𝐦  via solving the following optimization problem 

minimize  
𝐯̃𝐧𝐦

‖𝐄𝐯̃𝐧𝐦 − 𝐯̂𝐧𝐦‖  

subject to   

            |∑𝜅𝑖
∗(𝜃, 𝜙)𝜅𝑗(𝜃, 𝜙)

𝜃,𝜙

| = 0, ∀𝑖 ≠ 𝑗       

                    |∑𝜅𝑖
∗(𝜃, 𝜙)𝜅𝑖(𝜃, 𝜙)

𝜃,𝜙

| = 1,                            

           (𝜃, 𝜙) ∈ {(𝜃1, 𝜙1), (𝜃2, 𝜙2), … . , (𝜃𝑄, 𝜙𝑄)} 

 

(44) 
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where 𝛋∗ = 𝐁̃𝐷
−1𝐯̃𝐧𝐦, and 𝛋 = [𝜅1, 𝜅1, … , 𝜅𝑁]. 𝐁̃𝐷 is as 𝐁𝐷 

in (30) with 𝑁 replaced by 𝑁 and (𝜃𝑖, 𝜙𝑖), are the 

positions of the 𝑖𝑡ℎ sample.  

Proof: We know that the spherical harmonics have 

orthogonality property [29], i.e, 

∫ ∫ [𝑌𝑛
𝑚(𝜃,𝜙)]

∗
𝑌

𝑛′
𝑚′

(𝜃,𝜙) sin 𝜃𝑑𝜃𝑑𝜙 = 𝛿
𝑛𝑛′𝛿𝑚𝑚′

𝜋

0

2𝜋

0
 (45) 

where 𝛿𝑛𝑛′  is equal to unity for 𝑛 = 𝑛′ and zero 

otherwise. Using this property as constraints, (41) can be 

solved using the following optimization problem  

minimize   
𝐯̃𝐧𝐦

‖𝐄𝐯̃𝐧𝐦 − 𝐯̂𝐧𝐦‖  

subject to   

|∫ ∫ 𝜅𝑖
∗(𝜃, 𝜙)

𝜋

0

2𝜋

0

𝜅𝑗(𝜃, 𝜙) sin 𝜃 𝑑𝜃 𝑑𝜙| = 0  

∀𝑖 ≠ 𝑗 

           |∫ ∫ 𝜅𝑖
∗(𝜃, 𝜙)

𝜋

0

2𝜋

0

𝜅𝑖(𝜃, 𝜙) sin 𝜃 𝑑𝜃 𝑑𝜙| = 1     

   (46) 

where 𝛋∗ and 𝐁̃𝐷 is as defined above. 

Considering the discrete form of these constraints 

results (44). Now, the MD beamforming with aliasing                                                                                                             

reduction is as follows 

𝐴𝑀𝐷𝐴𝐶𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑
(𝑘, 𝜃𝑘, 𝜙𝑘) = 𝐰̃𝐧𝐦

𝑀𝐷𝑯

𝛎̃𝐧𝐦 
 

where 𝛎̃𝐧𝐦 is the solution of (46). 

  (47) 

B.  The Proposed Method for Arbitrary Beamformer 

We can apply the proposed method to an arbitrary 

beamformer as follows. First, we can solve the following 

optimization problem 

 minimize
𝐩𝐧𝐦

  ‖𝐄𝐩𝐧𝐦 − 𝐩𝐧𝐦‖  

subject to   

|∫ ∫ 𝜅𝑖
∗(𝜃, 𝜙)

𝜋

0

2𝜋

0

𝜅𝑗(𝜃, 𝜙) sin 𝜃 𝑑𝜃 𝑑𝜙| = 0  

∀𝑖 ≠ 𝑗 

  |∫ ∫ 𝜅𝑖
∗(𝜃, 𝜙)

𝜋

0

2𝜋

0

𝜅𝑖(𝜃, 𝜙) sin 𝜃 𝑑𝜃 𝑑𝜙| = 1     

 

  (48) 

 

where 𝛋∗ = 𝐁̃𝐷
−1𝐩𝐧𝐦. We assume that the solution to the 

above problem is 𝛒̃𝒏𝒎. Then the desired beamforming 

with reduced aliasing is as follows 

𝐴𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑(𝑘, 𝜃𝑘, 𝜙𝑘) = 𝐰̃𝐧𝐦
𝐻 𝛒̃𝒏𝒎 (49) 

where 𝐰̃𝐧𝐦
𝐻  is the beamforming coefficients of the 

ordinary beamformer. For example, for maximum WNG 

beamformer  𝐰̃𝐧𝐦
𝐻  is as introduced in (36) with 𝑁 

replaced by 𝑁. 

Simulations Results 

In this section we compare the proposed methods, 

MDACProposed and MGACProposed, with counterparts in Alon 

and Rafaely’s method, namely MDAC and MGAC. For this 

purpose, a microphone array with 50 microphones has 

been considered. These microphones are placed on the 

surface of a rigid sphere with radius of 𝑟 = 10 cm, based 

on gaussian sampling scheme. The maximum order of an 

order-limited function that can be constructed from this 

configuration is 𝑁 = 4 [29].  

   The operational bandwidth of this microphone array 

can be determined by the condition 𝑘𝑟 ≤ 𝑁 which 

results 𝑓𝑚𝑎𝑥 = 2.1 kHz. So, the array can not handle 

higher frequency without aliasing. The simulation is 

designed for three different frequencies, 𝑘1𝑟 = 3.6 (𝑁 =

𝑁 = 4 > 𝑘1𝑟), 𝑘2𝑟 = 8.1 (𝑁 = 9 > 𝑘2𝑟), and 𝑘3𝑟 =

14.2 (𝑁 = 15 > 𝑘3𝑟)  where each 𝑘𝑟 represents 

different frequency corresponds to 𝑓1 = 1.9 kHz, 𝑓2 =

4.4 kHz, and 𝑓3 = 7.6 kHz. 

A.  MDACProposed Simulation 

The look direction for every beamformer in this 

simulation is equal. The sound field around the sphere is 

composed of a single unit-amplitude plane wave of 

orders 𝑁 = 4, 9, 15 respectivly, and arrives from the 

same angle as look direction, (𝜃0, 𝜙0) =  (𝜃𝑙 , 𝜙𝑙) =

(90°, 80°). Beam patterns are compared over three 

different frequencies, 𝑘1𝑟 = 3.6, 𝑘2𝑟 = 8.1, and 𝑘3𝑟 =

14.2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1:  The beam pattern of a fourth-order array with look direction (θl, ϕl) = (90°, 80°) (a) comparison between MD beam 

patterns at frequencies k1r = 3.6 (f =  1.9 kHz) and k2r = 8.1 (f =  4.4 kHz) and (b) comparison between MD, MDACProposed, and 
MDAC beamformers at k2r = 8.1 (f =  4.4 kHz). 
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Fig. 1(a) shows two beam patterns of MD beamformer 

at two different frequencies. At lower frequency, 𝑘1𝑟 =

3.6, a beam pattern is obtained for sound field of order 

𝑁 = 4, so beamforming is done without any aliasing, 

however at a higher frequency, 𝑘2𝑟 = 8.1, side-lobe 

levels are increased and the beam pattern is not 

directional anymore. This performance degradation 

between 𝑘1𝑟 and 𝑘2𝑟 can be explained by the array’s 

operational bandwidth. Here, the maximum frequency 

that can be handled by microphone array must be lower 

than 𝑓𝑚𝑎𝑥 = 2.1 kHz as mentioned in the fourth section. 

Therefore, because of the 𝑘1𝑟 ≤ 𝑁 (𝑓1 ≤ 𝑓𝑚𝑎𝑥), aliasing 

free condition is satisfied and the array output is without 

aliasing. For the second part, because of the 𝑘2𝑟 > 𝑁, 

condition is not satisfied, and array response suffers from 

aliasing. Fig. 1(b) shows array beam patterns for three 

different beamformers (MD, MDAC, and MDACProposed) in 

frequency of 𝑘2𝑟 = 8.1. The arrays performance for the 

MD beamformer is the same as part (a) of Fig. 1, but a 

comparison between MDAC and MDACProposed beam 

patterns shows that side-lobes are at much lower levels 

in MDACProposed than MDAC, in addition, main-lobe of 

MDACProposed is narrower than MDAC.  

Another comparison between MD, MDAC, and 

MDACProposed beamformers is shown in Fig. 2, in which 

the plot balloon of these beamformers shows that 

MDACProposed has lower side-lobe levels compared to 

MDAC. 

 
Fig. 2:  Plot balloon comparison between MD, MDAC, and 
MDACProposed beamformers with look direction (𝜃𝑙 , 𝜙𝑙) =

(90°, 80°) (a) MD beamformer plot balloon at 𝑘1𝑟 = 3.6 (𝑓 =
 1.9 kHz) (b) MD beamformer at 𝑘2𝑟 = 8.1 (𝑓 =  4.4 kHz) (c) 

MDAC beamformer at 𝑘2𝑟 = 8.1 (𝑓 =  4.4 kHz) (d) 
MDACProposed at 𝑘2𝑟 = 8.1 (𝑓 =  4.4 kHz). 

 

A more computational manner for comparison 

between MD, MDAC, and MDACProposed beamformers is 

by comparing their directivity indexes calculated with 

(30). Table 1 shows the directivity index of each 

beamformer at 𝑘1𝑟 and 𝑘2𝑟. At 𝑘1𝑟 = 3.6, all 

beamformers used in this simulation have the same DI. 

The reason is that for each one the condition 𝑘𝑟 ≤ 𝑁 is 

satisfied. However, at 𝑘2𝑟 = 8.1 the MDAC beamformer 

has  DI = 14.4 but the DI for MDACProposed is 17.11. This 

shows that MDACProposed has improved directivity by 

nearly 19%.  
 

Table 1: A comparison between DI of MD, MDAC, and 
MDACProposed beamformers in two different frequencies 𝑘1𝑟 =
3.6 and 𝑘2 𝑟 = 8.1 

 
Beamformer DI (dB) 

with 𝑘𝑟 = 3.6 
DI (dB) 

with 𝑘𝑟 = 8.1 

MD 13.9 7.28 

MDAC 13.9 14.4 

MDACProposed 13.9 17.11 
 

Fig. 3 shows a better comparison between MDAC and 

MDACProposed beamformers, where both are operating in 

the sound field with order of 𝑁 = 15 > 𝑁 and for 𝑘3𝑟 =

14.2 (𝑓3 = 7.6 kHz). In this figure, it is clear that MDAC 

beamformer has side-lobes of high levels, almost as high 

as the main-lobe, but the MDACProposed beamformer 

managed to keep the side-lobe levels as low as in 𝑘2𝑟. 

This shows that the MDAC beamformer’s performance 

decays as the sound field order increases but 

MDACProposed is robust enough to keep the side-lobe levels 

low. So, despite the low computational complexity in 

MDAC beamformer, the accuracy of this method decays 

when the frequency is extremely higher than 𝑓𝑚𝑎𝑥. In 

other words, when 𝑘𝑟 ≫ 𝑁 it cannot perform well, but 

MDACProposed beamformer performed exactly as in 𝑘2𝑟 =

8.1. Because MDACProposed always uses a nearly optimum 

solution, the frequency does not affect its performance. 

In this case, MDACProposed improved DI by 42%, even 

higher improvement than it has at lower frequencies.  

 
 

Fig. 3: A comparison between MDAC and MDACProposed beam 
patterns at the frequency k3r = 14.2 (f3 = 7.6 kHz). The gray 

plot represents MDAC beam pattern with DI = 11.99 and 
green plot represents MDACProposed beam pattern with DI =

17.05. 
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B.  MGACProposed Simulation 

For this simulation, the same configuration as in the 

previous section for microphone array is used. 

Beamformers are compared at 𝑘1𝑟 = 3.6 and 𝑘2𝑟 = 8.1 

which represent frequencies of 𝑓1 = 1.9 kHz and 𝑓2 =

4.4 kHz respectively. Table 2 shows the WNG of 

maximum WNG beamformer (MG), MGAC, and 

MGACProposed beamformers. As it shows, all of the 

beamformers attained the WNG of 15.8 at 𝑘1𝑟. This is 

because of the fact that the condition 𝑘𝑟 < 𝑁 is satisfied 

at 𝑘1𝑟 = 3.1. But in 𝑘2𝑟 = 8.1 the WNG drops for MG 

beamformer due to the beamformer’s bandwidth 

limitation. It can be seen that WNG is improved by nearly 

15% in MGACProposed compared to MGAC beamformer. 

For more comparison between MGAC and MGACPropsed 

beamformers, Table 3 shows DI of these two 

beamformers at frequencies 𝑘1𝑟 and 𝑘2𝑟 in which it can 

be seen that MGACPropseed improved DI by 3%. Although 

this is not a major improvement, it should be noted that 

improving WNG does not necessarily improve DI [30], but 

it is worthwhile to note that while improving the WNG, 

MGACProposed also improved DI. 
 

Table 2: A comparison between WNG of MG, MGAC, and 
MGACProposed beamformers in two different frequencies 𝑘1𝑟 =
3.6 and 𝑘2 𝑟 = 8.1 

 
Beamformer WNG 

with 𝑘𝑟 = 3.6 
WNG 

with 𝑘𝑟 = 8.1 

MG 15.8 10.93 

MGAC 15.8 15.91 

MGACProposed 15.8 16.54 

 
Table 3: A comparison between DI of MG, MGAC, and 
MGACProposed beamformers in two different frequencies 𝑘1𝑟 =
3.6 and 𝑘2 𝑟 = 8.1 

 
Beamformer DI (dB) 

with 𝑘𝑟 = 3.6 
DI (dB) 

with 𝑘𝑟 = 8.1 

MG 12.3 8.71 

MGAC 12.3 13.7 

MGACProposed 12.3 14.21 

 

Results and Discussion 

The simulation results show that the proposed 

method has the ability to extend the operational 

bandwidth of a spherical microphone array and 

consequently achieves higher DI and lower side lobe 

level compared to MDAC and MD beamformers in high 

frequencies. In addition to the MDAC beamformer, this 

method can be extended to other beamforming methods 

such as maximum WNG beamformer. Simulation results 

show improvement over those beamformers as well. 

Conclusion 

Aliasing and, in consequence, unwanted side lobe 

formation is the main factor in spherical microphone 

arrays operational bandwidth determination. Most of the 

methods previously presented to reduce aliasing 

demanded physical changes in the array structure which 

comes at a cost.  

Recently Alon and Rafely presented a method to 

reduce aliasing in high frequencies without demanding a 

physical change in array. This method is based on 

including the effect of spatial aliasing in the definition of 

desired objective. Their approach found to be useful in 

developing aliasing cancellation capability for 

beamformers. In this paper we proposed a new method 

based on Alon and Rafaely’s approach via designing a 

constrained optimization problem using orthogonality 

property of spherical harmonics, to achieve better 

performance. 

The proposed method achieves higher DI and lower 

side lobe level compared to MDAC and MD beamformers 

in high frequencies and results show that it has improved 

the MDAC beamformer performance by nearly 19%. In 

addition to the MDAC beamformer, this method can be 

extended to other beamforming methods such as 

maximum WNG beamformer. Simulation results show 

improvement of WNG by nearly 15% over MGAC 

beamformer.  

Because the optimization problem in this method can 

be of very high dimension, obtaining the unaliased signal 

can be time consuming. Thus, the presented method 

cannot be applied to real time purposes. For future work 

it can be considered to develop this approach for real 

time applications. Also, the derivation of formula in this 

work is based on the plane wave assumption for arriving 

waves.  

So, we assume implicitly far field waves in our 

proposed method. Aliasing cancellation beamformer for 

near field sound waves is also suggested for future work. 

Author Contributions 

M. Kalantari proposed the method. M. Kalantari and 

M. Mohammadpour Tuyserkani implemented the 

proposed method, interpreted the results and wrote the 

manuscript. Solving the optimization problems carried 

out by S. H. Amiri. He also contributed in writing the 

manuscript. 

Acknowledgments 

This work was supported by Shahid Rajaee Teacher 
Training University under contract number 15947. 

Conflict of Interest 

The authors declare no potential conflict of interest 

regarding the publication of this work. In addition, the 

ethical issues including plagiarism, informed consent, 

misconduct, data fabrication and, or falsification, double 

publication and, or submission, and redundancy have 

been completely witnessed by the authors.  



A General Approach for Operational Bandwidth Extension in Spherical Microphone Array 

J. Electr. Comput. Eng. Innovations, 10(2): 393-402, 2022                                                                         401 
 

Abbreviations 

MVDR Minimum variance distortionless response 

MD Maximum directivity 

MG Maximum white noise gain 

DI Directivity index 

MDAC Maximum directivity beamformer with 

aliasing cancellation 

MGAC Maximum white noise gain beamformer with 

aliasing cancellation 

MVDR-

AC 

Minimum variance distortionless response 

with aliasing cancellation 

SNR Signal-to-noise ratio 

WNG White noise gain 

𝛼𝑞 Sampling weights 

𝜶 Vector of sampling weights 

𝜃 Elevation angle 

𝜙 Azimuth angle 

𝑎(∙) Plane-wave decomposition in the space 

domain 

𝑎𝑛𝑚 Plane-wave decomposition in the spherical-

harmonics domain 

𝑏𝑛(∙) Function relating pressure to plane-wave 

decomposition 

DF Directivity factor 

𝑑𝑛 Axis-symmetric beamforming weighting 

function 

𝑗𝑛(∙) Spherical Bessel function of the first kind 

k Wave number 

𝐤 Wave vector denoting propagation direction 

𝐤̃ Wave vector denoting arrival direction 

𝑁 Order of spherical harmonics 

𝑝 Sound pressure in the space domain 

𝑝𝑛𝑚 Sound pressure in the spherical harmonics 

domain 

𝐩 Sound pressure vector in the space domain 

𝐩𝐧𝐦 Sound pressure vector in the spherical 

harmonics domain 

𝑄 Number of samples or microphones 

𝐫 Vector of spherical coordinates 

𝐯 Steering vector in the space domain 

𝐯𝐧𝐦 Steering vector in the spherical harmonics 

domain 

𝑤(∙) Beamforming weighting function in the space 

domain 

𝑤𝑛𝑚 Beamforming weighting function in the 

spherical harmonics domain 

𝐰 Beamforming weighting vector in the space 

domain 

𝐰𝐧𝐦 Beamforming weighting vector in the 

spherical harmonics domain 

𝑌𝑛
𝑚(∙) Spherical harmonics 

𝐘 Matrix of Spherical harmonics 
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 Background and Objectives: Self-supported rear-radiating feeds have been 
widely used as reflector antenna feeds for mini terrestrial and satellite links. 
While in most terrestrial and satellite links a dual-polarized antenna for send 
and receive applications are required, all of the reported works regarding this 
topic are presenting a single polarized self-supported reflector antenna. In 
this paper, a dual-polarized hat feed reflector antenna with a low sidelobe 
and low cross-polarization level is presented.  
Methods: The proposed antenna consists of an orthogonal mode transducer 
(OMT), a 60 cm ring focus reflector, and a rear radiating waveguide feed 
known as the hat feed. 21 parameters of hat feed structure are selected and 
optimized with a genetic algorithm (GA). A predefined ring focus curve is 
used as a reflector in the optimization procedure. Dual polarization for send 
and receive applications is also obtained by an OMT at the rear side of the 
reflector antenna. 
Results: A prototype of the proposed hat feed reflector antenna is fabricated 
and the measurement results are compared with simulation ones. The 
proposed antenna has return loss better than 15 dB at both polarizations in 
the 17.7~19.7 GHz frequency range. The 60cm reflector antenna has 40dBi 
gain which means that the proposed antenna has about 70% radiation 
efficiency. About 20dB sidelobe level and more than 40 dB cross-polarization 
have also been realized in the measurement patterns of the proposed 
antenna.  
Conclusion: A dual-polarized hat feed reflector antenna with excellent 
radiation efficiency, high sidelobe, and low cross-polarization level is 
proposed. The proposed antenna can be a good candidate for high-frequency 
terrestrial and satellite communications. 
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Introduction 

Self-supported rear-radiating feeds have been widely 

used over the past years as reflector antenna feeds for 

mini terrestrial and satellite links [1]-[3]. In these feeds, 

mechanical support is provided by the feeding 

waveguides that extend from the reflector vertex to the 

feed, and additional struts are omitted from the feed 

structures.  

 

This geometry makes it possible to simply locate the 

transmitter and receiver at the rear side of the reflector. 

Until now Different types of Self-supported feeds such as 

splash plate feed [4]-[6], cup feed [7]-[9], hat feed [10]-

[20], and even some types of microstrip feed [21]-[24], 

have been designed and used for the reflector antenna.  

Hat feeds are one of the compact well-known self-

supporting feeds for reflector antennas. The hat feeds 

usually consist of a waveguide neck, a dielectric head, 

http://jecei.sru.ac.ir/
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and a corrugated hat. Due to the uniform radiation 

pattern, hat feeds have low cross-polarization levels, low 

far-out sidelobe, and high efficiency. However, these 

excellent performances are usually provided in a very 

narrow bandwidth (less than 10%) which is limited the 

hat feeds applications. In recent years some approaches, 

to improve the impedance bandwidth of the hat feed 

reflector antenna are proposed [15]-[18]. 

In [16], a hat feed reflector antenna was designed by 

genetic algorithm (GA) optimization. The designed 

antenna has 33%, impedance bandwidth, however, the 

radiation performance of the antenna was not very well 

in the designed frequency band. Another hat feed 

reflector antenna without the dielectric head and 26% 

bandwidth is reported in [17].  

However, due to the use of a non-symmetrical 

structure, the body of revelation (BOR) efficiency of the 

designed antenna was very low.  

A recent development in the hat feed reflector 

antenna is reported in [18]. In that paper, a single 

polarized Ku-band hat feed reflector antenna is designed 

via a comprehensive GA optimization. A ring focus 

reflector has also been used for obtaining nearly 100% 

phase efficiency. The final antenna has a low sidelobe 

level and low cross-polarization in the whole operational 

impedance bandwidth and fulfills the requirements of 

the ETSI EN 302 standard for terrestrial fixed radio 

systems [25].  

It should be said that all of the papers mentioned 

above are presenting a single polarized hat feed reflector 

antenna. While in most terrestrial and satellite links a 

dual-polarized high gain antenna for send and receive 

applications is required 0-[29]. The effects of dual-

polarization on the performance of an optimized hat 

feed reflector antenna are not studied well until now.  

In this paper, a novel dual-polarized hat feed reflector 

antenna for 17.7~19.7 GHz frequency band is presented. 

The proposed hat feed structure is optimized via GA with 

a novel strategy that considers reflector efficiency at two 

different polarization and feeds impedance bandwidths 

simultaneously. The final antenna has a 60 cm ring focus 

reflector, a corrugated hat feed, a self-supported 

transition waveguide, and an orthogonal mode 

transducer (OMT) at the rear side of the reflector. A 

prototype of the proposed antenna is fabricated and the 

measurement results are compared with the 

simulations.  

The effects of dual-polarization on the measured 

reflection coefficient and the measured radiation 

pattern are carefully studied. The measurement results 

show the proposed dual-polarized hat feed reflector 

antenna is a good candidate for high-frequency point-to-

point communication.  

This paper is organized as follows. The antenna 

structure is introduced in the second section. The 

optimization producer of the proposed antenna is 

explained in the third section. In the fourth section, 

results and discussion have been presented. The 

conclusion is provided in the fifth section. 

Antenna Design 

The configuration of the proposed dual-polarized hat 

feed reflector antenna is shown in Fig. 1. As it can be 

seen in this figure the proposed antenna consists of a 

compact hat feed structure, a 60 cm ring focus reflector, 

and an OMT structure at the rear side of the reflector to 

create the dual-polarization.  

 

 
A cross-section of the hat feed structure is shown in 

Fig. 2 (a). As it can be seen the hat feed antenna is 

consisting of a metallic head, a circular waveguide, and a 

Teflon dielectric which is attached to these parts.  

The metallic head of the feed antenna has several 

symmetrical metallic corrugations in its body. These 

corrugations are used to improve the reflector 

illuminations and reduce the sidelobe level of the 

reflector antenna in the operational bandwidth. The 

width and the height of these corrugations are 

determined from GA optimization.  

A dielectric head, so-called the antenna neck, is made 

of a Teflon dielectric with 𝜀𝑟 = 2.2 and 𝑡𝑎𝑛𝛿 = 0.001. 

This neck surrounds the circular waveguide to provide a 

rigid structure.  

A cylindrical air transition is also created in this 

dielectric neck to improve the impedance matching of 

the hat feed antenna. The parameters of this transition 

are also determined by GA optimization. 

The metallic waveguide in this structure has two main 

roles. First, it is used as the mechanical supporter of the 

feed structure, and second, it is used as an 

electromagnetic transition between the OMT output and 

the dielectric head. The inner diameter of this cylindrical 

waveguide at the hat end and OMT output is 14mm and 

 
 

Fig. 1:  Configuration of the proposed dual-polarized hat 
feed reflector antenna which consists of an orthogonal 

mode transducer (OMT), a 60 cm ring focus reflector, and a 
rear radiating hat feed.    
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11mm respectively, while the outer diameter is fixed at 

15mm.  

To improve the radiation efficiency of the proposed 

antenna, a ring focus parabolic antenna is used as the 

antenna reflector. The shape of the ring focus reflector 

antenna is defined as follows:  

(1) 02 tan( / 2)fF  = +  

 ( )2tan / 2fz F F = −  

In which θf is the polar angle of the feed as shown in Fig. 

1, F is the focal length of the ring focus reflector and is 

chosen to be 15 cm, and  ρ0 is the radius of the reflectors 

focus ring and is selected as 14 mm. The diameter of this 

reflector is about 60cm and the value of the F/D is 

chosen to be 0.25. This value for F/D is chosen according 

to [16], and [18] to have optimum radiation efficiency in 

the designed antenna.  

 

 

To create a dual-polarization radiation with the 

proposed hat feed reflector antenna, an orthogonal 

mode transducer (OMT) [29] is designed and placed at 

the rear side of the proposed reflector antenna. As 

shown in Fig. 2 (b) and (c) this Ku band OMT consists of 

two WR51 rectangular flanges and an 11mm cylindrical 

output. About 35 dB isolation between OMT ports is 

considered and the cylindrical output of the OMT excites 

the cylindrical waveguide of the hat feed antenna with 

two different polarizations. To have tuned in the 

fabrication process of the dual-polarized hat feed some 

metallic screws are inserted at the cylindrical waveguide 

of the OMT.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Optimization Procedure 

The proposed dual-polarized antenna should cover a 

17.7 ~ 19.7 GHz frequency band with a reflection 

coefficient less than -15dB. The boresight gain of this 

reflector antenna should be greater than 38.7 dBi at 

both polarizations of 18.7 GHz frequency. Furthermore, 

more than 20 dB sidelobe level in the whole frequency 

band of operation is needed.  

To fulfill these requirements, as shown in Fig. 2 (a), 21 

parameters of the hat feed reflector antenna are 

optimized with a genetic algorithm. These parameters 

change the corrugations and the dielectric transitions of 

the hat feed antenna.  

The GA is implemented in MATLAB software. A 

population of 50 randomly generated chromosomes is 

created in the GA routine in MATLAB. These 

chromosomes are interpreted as the value of the 21 

parameters of the hat feed antenna. The hat feed 

antenna and the OMT are simulated with an FEM solver 

in the well-known HFSS software. The link between HFSS 

and MATLAB is created by Visual Basic scripting (VB) 

[30]. The reflection coefficient and the radiation pattern 

of the hat feed antenna and OMT are extracted from the 

 
  (a)                                       (b) 

 

  
             (c)                (d) 

 
Fig.2: Configuration of the proposed hat feed reflector 

structure. (a) The cross-section of that feed antenna, (b) 
the configuration of the OMT for creating dual-polarization, 

(c) the alignment of the hat feed and OMT, (d) the 
fabricated prototype of the proposed hat feed reflector 

antenna. 
 

Table 1: The final optimized value of the proposed dual-
polarized hat feed reflector antenna. [mm] 

 

Para. Value Para. Value Para. Value 

L0 19.7 W0 16.85 d0 18.4 

L1 13.1 W1 2.95 d1 5.65 

L2 5.72 W2 1.49 d2 9.31 

L3 5.13 W3 1.86 T0 3.18 

L4 6.85 W4 2.95 T1 5.17 

L5 12.7 W5 2.33 T2 3.78 

L6 2.26 W6 4.08 T3 11.65 
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HFSS. The phase center of the simulated feed is also 

calculated in this step.  

At the next step, the feed radiation pattern is used to 

illuminate the predefined 60 cm ring focus reflector 

antenna in HFSS-IE. The feed phase center is placed at 

the focal center of the reflector antenna and the 

radiation pattern of the reflector antenna is calculated 

with the method of moments in HFSS. The handoff 

process between FEM and IE solver of HFSS is also done 

with VB scripting. 

 

 
After obtaining the radiation pattern of the whole 

reflector antenna, the generated chromosome should be 

evaluated with a cost function. Therefore, a multi-

criteria function is defined as follows: 

            (2) ( ) ( )
2 2

1 1 2 2

1

( ) ( )
N

i i i i

i

F w E f w E f
=

 = +
   

in which N is the number of the sampling frequency, wi 

represents the weighting value at the ith sample and fi is 

the ith sampling frequency. E1 and E2 are the error 

functions for the reflection coefficient and peak gain of 

the evaluated antenna respectively and can be defined 

as follows:  

 

 
 

         (4) ( )2 ( ) 15 +20 log( ) ( )i i iE f f PeakGain f= −  

In (3) the value of 0.09 corresponds to the return loss 

of -20 dB and the value of 15 corresponds to the peak 

gain of 60 cm reflector antenna with 80% aperture 

efficiency. The aperture efficiency of the reflector 

antenna is related to the antenna peak Gain with the 

following formula [31]: 

(3) 
11

1

11 0.09

11 0.09

( ) 0.09
( )

0

i

i

S

S

S f
E f





 −
= 


 

 
(a) 

 

 
 

(b) 
 

Fig. 3: The measured and simulated return loss of the 
proposed dual-polarized hat feed reflector antenna from 
OMT output ports (a) first OMT output port, (b) second 

OMT output port. 
 
 

 

   

Fig. 4: The measured and simulated isolation of the 
proposed dual-polarized hat feed reflector antenna. 

  

           
(a) 

 
    

 
 
(b) 
 

Fig. 5: The simulated and measured normalized radiation 
pattern of the proposed hat feed reflector antenna at each 
polarization at 18 GHz (a) first OMT output port, (b) second 

OMT output port. 
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          (5) 

2

0(%)
4 phy

G

A





=  

in which  is the aperture efficiency of the proposed 

antenna, G is the value of antenna peak gain at the 

corresponding wavelength 0, and Aphy is the physical 

aperture area of the reflector antenna.  
To accelerate the GA optimization, the cost function 

(2) is evaluated at six equally spaced frequencies 

sampled in the 17.7~ 19.7 GHz frequencies band. After 

evaluating each chromosome of a generation, the next 

generation is obtained from the previous ones by 80% 

crossover function, 14% tournament selections, and 6% 

mutation function.  

The GA is converged to the desired results after 

passing 70 generations. The final optimized value for 

each parameter is shown in Table .1.    

Results and Discussion 

A prototype of the proposed dual-polarized hat feed 

reflector antenna is fabricated as shown in Fig. 2 (d). The 

metallic head is inserted in the dialectic neck and sticks 

to the dielectric neck and the metallic waveguide with a 

high-temperature glue.  

This metallic waveguide is then screwed to the rear 

side of the ring focus reflector and the OMT as shown in 

Fig. 2 (c).  

The fabrication accuracy of the hat feed antenna and 

the surface accuracy of the reflector antenna are less 

than 0.1 mm and 0.4mm respectively. 

 

 
The return loss of the proposed antenna from OMT 

outputs is measured and compared with the simulation 

results in Fig. 3. The measured results in this figure are 

reported after some tuning with the tuning of metallic 

screws at the OMT. These screws are fixed in their 

optimum positions. From Fig. 3 it is clear that the 

proposed antenna has a return loss better than 15 dB in 

the whole frequency band of 17.7~19.7 GHz and for both 

OMT ports. The measured and simulated isolation 

between each port of the proposed antenna is shown in 

Fig. 4. As it can be seen more than 30 dB isolation 

between antenna ports is obtained in the measurement 

result. 

The far-field radiation pattern of the proposed 

antenna for each polarization is also measured in the 

anechoic chamber. Fig. 5 compares the simulated and 

measured normalized radiation pattern of the proposed 

antenna at each polarization at 18 GHz frequency. As it 

can be seen in this figure the proposed antenna has a 

sidelobe level of about 20 dB at both polarizations. The 

front-to-back ratio better than 50 dB can also be realized 

from Fig. 5.  

The measured peak gain and the cross-polarization of 

the proposed antenna are shown in Fig. 6. As it can be 

seen the proposed antenna has about 40 dBi Gain at 19 

GHz frequency. According to (5) the proposed has about 

70% aperture efficiency at 19 GHz frequency. This 

radiation efficiency can be considered as high efficiency 

in the Ku bands. From this figure, it is obvious that the 

proposed antenna has also more than 40 dB cross 

isolation.  
 

 
In order to make a fair assessment of the 

performance between the proposed hat feed reflector 

antenna and other similar antenna, Table 2 is also given. 

As can be seen in this table the proposed antenna is the 

first reported dual-polarized hat feed reflector antenna. 

 

Fig. 6: The measured co and cross-polarization Gain of the 

proposed dual-polarized hat feed reflector antenna at 19 GHz 

frequency.    

 

Table 2: Comparison of the reported hat feed reflector 
antenna with the proposed antenna.  
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[13] Sim. Single  ka 78 40dB N/A 

[14] Meas. Single  K/Ka 70 10dB N/A 

[15] Meas. Single  Ku 74 20dB 47 

[17] Meas. Single  Ku 63 15dB 26 

[18] Meas. Single  Ku 65 25dB 30 

This 

work 
Meas. 

Dual 

Pol. 
Ku 70 20dB 13 

 

Sim. /Meas.: Declaration of the nature of work as 
simulation or experiment. 
  

N/A: Not available. 
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This antenna has an acceptable aperture efficiency and 

low side lobe level in compared to the previous works. It 

should be mentioned that the bandwidth of the 

proposed antenna is limited to the performance of the 

OMT structure and is different from single polarized 

antennas. From all of these results, it can be concluded 

that the proposed dual-polarized antenna is a good 

candidate for high-frequency terrestrial and satellite 

communications. 

Conclusion 

This paper describes the concept and design of a 

novel dual-polarized hat feed reflector antenna. The 

proposed hat feed antenna has a 60 cm ring focus 

reflector and is designed for 17.7~19.7 GHz frequency 

with a reflection coefficient less than -15 dB and 

radiation efficiency greater than 70%. To fulfill these 

requirements 21 parameters are defined at the metallic 

head and dielectric transition of the hat feed antenna. A 

two-step GA optimization process is also created with 

the HFSS MATLAB link.  

A prototype of the optimized antenna with an 

orthogonal mode transducer is fabricated and the 

measured results are compared with the simulation 

ones.  

The measured results show that for both input ports 

of the hat feed antenna a low reflection coefficient and 

high radiation efficiency can be realized. The proposed 

dual-polarized antenna can be used for high-frequency 

terrestrial and satellite communications. 
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Abbreviations  

Aphy the physical aperture area 

BOR body of revelation 

E1 the error functions of the reflection 

coefficient 

E2 the error functions of the peak gain 

F focal length  

fi the ith sampling frequency 

GA genetic algorithm 

G antenna peak gain 

OMT orthogonal mode transducer 

wi the weighting value at the ith sample 

θf polar angle of the feed 

ρ0 radius of the reflectors focus ring 
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 Background and Objectives: COVID-19 disease still has a devastating effect 
on society health. The use of X-ray images is one of the most important 
methods of diagnosing the disease. One of the challenges specialists are 
faced is no diagnosing in time. Using Deep learning can reduce the diagnostic 
error of COVID-19 and help specialists in this field.  
Methods: The aim of this model is to provide a method based on a 
combination of deep learning(s) in parallel so that it can lead to more 
accurate results in COVID-19 disease by gathering opinions. In this research, 4 
pre-trained (fine-tuned) deep model have been used. The dataset of this 
study is X-ray images from Github containing 1125 samples in 3 classes 
include normal, COVID-19 and pneumonia contaminated. 
Results: In all networks, 70% of the samples were used for training and 30% 
for testing. To ensure accuracy, the K-fold method was used in the training 
process. After modeling and comparing the generated models and recording 
the results, the accuracy of diagnosis of COVID-19 disease showed 84.3% and 
87.2% when learners were not combined and experts were combined 
respectively.  
Conclusion: The use of machine learning techniques can lead to the early 
diagnosis of COVID-19 and help physicians to accelerate the healing process. 
This study shows that a combination of deep experts leads to improve 
diagnosis accuracy. 
 

©2022 JECEI. All rights reserved. 
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Introduction 

COVID-19 is a family of SARS viruses that was first 
observed in January 2020 in Wuhan, China [1]. Most 
coronaviruses are originated from animals and can be 
transmitted to humans due to their zoonotic nature. 
Among these viruses, SASR-COV and MERS-COV can 
cause death in humans [2]. COVID-19's mutated 
structure makes it difficult to find an effective solution to 
the disease, and this has led to the death of many people 
in various countries, including the United States, China, 
Italy, Iran, etc. [2], [3]. Unlike SARS, COVID-19 affects 
internal organs such as the liver and kidneys in addition 
to the respiratory system. 

 The virus can eventually lead to death by weakening the 
immune system [5]. Recently, the use of artificial 
intelligence methods with a deep learning approach in 
various areas of machine learning such as image 
recognition, image classification and segmentation has 
been considered by researchers [6], [7]. 

Attention to deep learning in the diagnosis of various 
diseases has led to valuable results [8], including 
diagnosis of coronary heart disease using deep learning 
[9], diagnosis of tumor and its volume in the lungs and 
Breast [12] diagnosis brain tumor [11] and classification 
of diabetic retinopathy [10]. 

http://jecei.sru.ac.ir/
mailto:K_layeghi@iau-tnb.ac.ir
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The use of deep learning in the diagnosis of diseases 

from x-ray images has also been considered, for 

example, a study conducted to diagnose pneumonia 

using this type of image [13]. Although accurate CT 

images are reliable and can detect lung infections, 

pneumonia and tumors and produce clearer images of 

tissues and organs, but using x-rays images is faster, 

easier, more accessible, cheaper and less harmful. 

Therefore, the diagnosis of COVID-19 from these images 

can help speed up the timely treatment of this disease 

[14], [15]. There are three general methods for applying 

deep learning from x-ray images: 1- using fine-tuned 

models, 2- using unfine-tuned models and 3- pre-trained 

models [16]. For example, in the one study by using 

Resnet Deep Learner, labels such as age and gender 

were used to classify the dataset, and finally, a 

classification was performed using an MLP classifier [17]. 

In another study, pneumonia was diagnosed using VGG-

16 and inceptionV3 models. In this study, the dataset 

was divided into three classes: Partial Pneumonia, Viral 

Pneumonia and Normal Pneumonia, and the classifier 

SVM was used [18]. The use of deep convolutional 

learner with innovative architecture and using CT images 

has been done in some studies to diagnose COVID-19 

[19]. Also, the use of two-dimensional and three-

dimensional images and its detection by deep learners 

has been considered. [20]. In an another study a network 

called COVID-net [21], which expands and compresses 

layers in deep learning, it was claimed that it could 

increase the accuracy of diagnosing COVID-19 [22]. In 

another research, pre-trained networks such as 

inceptionv3, ResNet50, Resnet72 using the transfer 

method (Transfer Learning Method) were used to 

diagnose COVID disease from X-ray images [23]. Transfer 

learning is the reuse of a pre-trained model on a 

problem. It's currently very popular in deep learning 

because it can train deep neural networks with 

comparatively little data. This is very useful in the data 

science field since most real-world problems typically do 

not have millions of labeled data points to train such 

complex models. One of the most important challenges 

we face in diagnosing COVID 19 disease is how to 

increase the accuracy of learners [24]. 

In this study, an attempt has been made to increase 

the accuracy of detection of COVID-19 from X-ray images 

of The model presented here uses a combination of 

AlexNet, GoogleNet, SqueezeNet, and MobileNetv2 

networks to provide a framework called deep experts 

combination. By summarizing the opinions of the above 

networks, the model can increase the accuracy of 

diagnosing COVID-19 disease. It may summarize the 

opinions of the above networks, and enhance the 

accuracy in the diagnosis of COVID-19. 

Databases, Models, Proposed Method 

A.  Dataset 

The dataset used in this study was obtained from the 

GitHub open-source repository shared by Dr. Joseph 

Cohen et al [25]. In this dataset, we only considered the 

x-ray images, and in total, there were 127 X-Ray images 

diagnosed with COVID-19, 500 X-ray images of healthy 

humans, and 500 cases identified as pneumonia. We 

studied 43 and 84 images of x-ray due to COVID-19 

infected males and females respectively. They had an 

average age of 55 years. Fig. 1 shows examples of people 

with COVID-19 identified by professionals. In all deep 

models, 70% of the data is used for training and 30% for 

testing. K-fold cross-validation technique was also used 

to increase accuracy. 

Fig.  1: An example of a normal image, pneumonia and COVID19. 

 

B.  MobileNet Deep Network (MobileNetv2) 

MobileNet-v2 Network is used to image detection and 

segmentation. It can provide higher recognition accuracy 

than MobileNet while no more parameters and 

computation costs are needed.  MobileNetv2 is very 

similar to the original MobileNet (MobileNetv1). In the 

other hand, MobileNetV1 has 13 depth-wise separable 

convolution whereas MobileNetV2 has got 17 of them. 

MobileNetV2 uses depth-wise separable convolution as 

efficient building blocks.  

 
Table 1: Structure and parameters of MobileNet network 

 
 

Output Size Filter Size Stride Type 

3×224×224 3×3×3×32 2 ×2 Convolution  

32×112×112 3×3×32 1×1 Convolution DW 

32×112×112 64×32×1×1 1×1 Convolution  

64×112×112 64×3×3 2 ×2 Convolution DW 

64×56×56 128×64×1×1 1×1 Convolution  

128×56×56 128×3×3 1×1 Convolution DW 

128×56×56 128×64×1×1 1×1 Convolution  

128×56×56 128×3×3 2 ×2 Convolution DW 

128×28×28 258×128×1×1 1×1 Convolution  

256×28×28 256×3×3 1×1 Convolution DW 

256×28×28 256×256×1×1 1×1 Convolution  

256×28×28 256×3×3 2 ×2 Convolution DW 

256×14×14 512×256×1×1 1×1 Convolution  

512×14×14 512×3×3 1×1 Convolution DW 

512×14×14 512×512×1×1 1×1 Convolution  
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However, linear bottlenecks between the layers and 

shortcut connections between the bottlenecks are two 

new features of MobileNetV2. The basic structure is 

shown in Table 1. 

The network has an image input size of 224×224×3. It 
is divided into two separate layers, which are depth wise 
convolution and pointwise convolution. Depth wise layer 
is responsible for filtering while pointwise layer for 
combining feature maps coming from different channels. 
By this splitting operation, the computation cost is 
greatly decreased [26]. After the depth-wise separable 
convolution, the ReLU operation on the low-dimensional 
features is easy to cause information loss [27]. 

C.  Squeezenet Model  

 Now let us to describe the SqueezeNet architecture. 

SqueezeNet is a smaller CNN architecture that uses 

fewer parameters while obtaining accurate [28]. Table 2 

shows that SqueezeNet begins with a convolution layer, 

followed by 8 Fire modules, ending with a final conv 

layer. The number of filters per fire module gradually is 

increased from the beginning to the end of the network. 

SqueezeNet performs max-pooling with a stride of 2 

after layers first conv, fire4, fire8, and final conv. Fire 

modules architecture consist of two layers, squeeze 

layer and expand layer, both of them are the main key to 

SqueezeNet architecture. Squeeze layer is a layer 

composed of three convolution layers with each size 

1 × 1. Expand layer is a layer composed of a 

combination of four lxl convolution layers and four 3x3 

convolution layers. The full architecture is presented in 

Table 1. 

 
Table 2: SqueezeNet architecture 

 

D. Alexnet Network Model [29] 

AlexNet has eight layers; the first five were 

convolutional layers. It can be seen from Table 3 that the 

back of the first, second and fifth convolutional layers is 

the pooling layer. The calculation process of the 

convolutional layer is as follows and the last three were 

fully connected layers. It has been proven that the 

network has learned rich feature representations for a 

wide range of images. The network has an image input 

size of 227-by-227(is 224 × 224 × 3). Table 3 shows the 

parameters used in this study in the Alex network. 

 
Table 3: Structure and parameters of AlexNet network 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

E. Google Net network model (GoogleNet) [30] 

GoogleNet is a type of convolutional neural network 

based on the Inception architecture. Table 4 shows that, 

Convolution and max-pooling operations are performed 

on the input, respectively. Then sent into the next 

inception module. Fig. 2 shows a part of the Google Net 

model called Inception-v3, introduced in 2015 by 

Szegedy et al [31]. In this model, Kernels with 

dimensions of 1 × 1, 3 × 3 and 5 × 5 are applied to the 

input. The outputs of all these layers are merged 

together to be considered as the input of the next layer. 

 
Table 4: The general structure and parameters of the Google 
Net network 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Output Size Filter Size Stride Type 

3×224×224 - - Input 

96×109×109 7×96×96 2 Convolution 

96×54×54 3×3 2 Pooling 

128×54×54 16×16×1, 64×1×1, 64×3×3 - Fire 2  

128×54×54 16×16×1, 64×1×1, 64×3×3 - Fire 3  

256×54×54 32×1×1, 128×1×1, 128×3×3 - Fire 4  

256×27×27 3×3 2 Pooling 

256×27×27 3×3×1, 128×1×1, 128×1×32 - Fire 5  

384×27×27 3×3×1, 192×1×1, 192×1×48 - Fire 6  

384×27×27 3×3×1, 192×1×1, 192×1×48 - Fire 7  

512×27×27 3×3×1, 256×1×1, 256×1×64 - Fire 8  

128×13×13 3×3 2 Pooling 

512×13×13 3×3×1, 256×1×1, 256×1×64 - Fire 9  

6×13×13 13×13×6 1 Convolution 

6×1×1 13×13 - Pooling 

Kernel Filter Size Stride layer 

11×11 96×55×55 4 Convolution  

3×3 96×27×27 2 Max Pooling 

5×5 256×27×27 1 Convolution  

3×3 256×13×13 2 Max Pooling 

3×3 384×13×13 1 Convolution  

3×3 384×13×13 1 Convolution   

3×3 256×13×13 1 Convolution  

3×3 256×6×6 2 Max Pooling 

- 9216 - FC  

- 4096 - FC  

- 4096 - FC  

- 1000 - FC  

 

Filter Size Stride layer 
224×224×3 4 Convolution1  

112×112×64 2 Max Pooling1 
56×56×64 1 Convolution2  

56×56×192 2 Max Pooling2 
28×28×192 1 Inception3a 

28×28×256 1 Inception3b 

28×28×480 1 Max Pooling3 

14×14×480 2 Inception4a 

14×14×512 - Inception4b 

14×14×512 - Inception4c 

14×14×512 - Inception4d 

14×14×528 - Inception4e 

14×14×832  Max Pooling4 
7×7×832  Inception5a 
7×7×832  Inception5b 

7×7×1024  Max Pooling5 
1×1×1024  FC 
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F. The Classification Method 

In a learning system, there must be a balance 

between the accuracy and the generalization ability. 

Feature selection and data validation in this learning 

system is done for the classification [32]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Inception model. 
 

Proposed Method 

A crucial issue in CNN is to determine how much 

training data is needed to achieve a good level of the 

accuracy, especially in the field of medicine which is 

subjected to the lack of standardized data. For example, 

to train AlexNet, we need about 60 million images. In 

addition, training a Convolutional Neural Network (CNN) 

requires powerful hardware. To solve this problem, 

researchers use two methods: 1- fine-tuned networks 2- 

apply CNN to extract features and then send them to 

classifiers [32]. 

 

     In the first method, the CNN network may not be able 

to train and predict the parameter because the numbers 

of the image are not enough. In this case, the network 

parameters can be reset. In the second method, (when 

we use a large amount of training data for the network) 

the number of images are enough and CNN can extract 

features from images and classifying them by a classifier 

such as SVM or MLP. 

In this study, in order to diagnose COVID-19, the first 

method has been used which called transfer is learning. 

In deep learning, transfer learning is a technique 

whereby a neural network model is first trained on a 

problem similar to the problem that is being solved. 

There are many models which have been trained with 
large amount of training data. For example, Transform 
Learning (TL) is a machine learning method where a 
model developed for a task is reused as the starting 
point for a model on a second task. Therefore, it allows 
rapid progress and improved performance. 

The process of TL consists of two stages: 1) Choose a 
pre-trained Deep Learning model .2) rearranging the 
designed model based on the size of the dataset and its 
features. Fig. 3 shows how to use the TL technique in this 
study. 

Nowadays, CNN models are widely used. This is 

because of its strong ability of high-speed parallel 

processing. In this study, we present combing the ideas 

of deep models to increase the accuracy of COVID-19 

detection because the total experimental results of 

classifiers indicate increase in overall classification 

accuracy. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 3: Using the transfer learning technique to transfer weights to deep nets to diagnose COVID-19. 
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The proposed method used a combination of deep 

models for classification. This mechanism, called the 

combination of experts, divides the input space into 

subsets and then assigns each subset to a classifier [34]. 

These subsets are divided based on the target. The 

feature vector for the input was represented by the fully 

connected (FC) layer where each input is connected to 

all neurons. If present, FC layers are usually found 

towards the end of CNN architectures and can be used 

to optimize objectives [35]. The output is a vector with N 

components. N is the number of classes that classifiers 

predict them. In this study there are 3 classes include 

normal, Pneumonia and COVID-19. The purpose of CNN 

is to generate an output vector with N components. Each 

number shows the probability of belonging to the 

desired class. Probability can also be written as a 

percentage ,and the highest percentage indicates the 

final result. 

The ultimate goal of the deep model is to reduce the 

error between predicted values and expected values 

which is referred to as the Cost Function. Generally, 

there are various methods for estimation of a cost 

function such as Gradient Descent, batch Gradient 

Descent, Stochastic Gradient Descent etc. In this study, a 

Stochastic descending gradient algorithm has been used 

to optimize the cost function in the diagnosis of COVID-

19. Training a CNN classifier on small datasets does not 

work well. In contrast to this problem, various 

techniques are used such as the production of Synthetic 

Data or data augmentation. In this study, rotating, 

zooming and moving X-ray images have been used to 

augment data. In the proposed method, 4 deep models 

were used and after using the weight transfer technique 

in all deep models, the probability percentage was 

collected from the fully connected layer of each 

network. Finally, probability percentage was sent to a 

module called Majority Voting.  A multilayer perceptron 

(MLP) is a class of feedforward artificial neural network 

(ANN) used in this model for classification method. The 

term MLP is used ambiguously, sometimes loosely to 

mean any feedforward ANN, sometimes strictly to refer 

to networks composed of multiple layers of perceptrons 

(with threshold activation. Fig. 4 shows the proposed 

method. It should be mentioned that the Support Vector 

Machine (SVM), Decision Tree, or any other classification 

method can be used as an alternative. For example, if 

the probability of sample x belonging to class j in 

GoogleNet, Alex Net, MobileNetv2 and in Squeeze Net is 

p1, p2, p3 and p4 respectively, the majority vote of the 

experts is calculated based on (1): 

where 𝑝𝑥𝑖
𝑗
 is the probability of sample x belongs to class 

j from point of view expert i, n number of experts (in this 

study n = 4). 𝑝𝑥𝑒
𝑗

 is the total expert opinion on the 

probability of sample x belongs to class j. It should be 

mentioned that   𝑝𝑥𝑒
𝑗

 maybe greater than 100. In order 

to solve this problem, (2) is used: 

𝑝𝑥𝑛𝑒
𝑗

=
100 ×  𝑝𝑥𝑒

𝑗
 

∑ (𝑝𝑥𝑒
𝑗

)𝑐
𝑗=1

                                        (2) 

where 𝑝𝑥𝑒
𝑗

 is a total expert opinion about 𝑝𝑥𝑛𝑒
𝑗

 is the 

normalized probability. For example, in sample x if 

GoogleNet, AlexNet, MobileNetv2 and Squeeze Net with 

probabilities of 40%, 40%, 50% and 40% respectively, 

belonging to the normal class and with probabilities of 

30%, 20%, 30% and 40% belonging to the pneumonia 

class and with a probability of 30%, 40%, 20% and 20% 

belonging to the COVID-19 class, total expert opinion to 

the normal class, the pneumonia class and the COVID-19 

class is 42.5%, 30% and  27.5% respectively. Therefore, 

this sample belonging to the normal class. The training 

parameters used in the four networks are shown in 

Table 5.  

 
Table 5: Parameters used in the training phase in deep 
networks 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

Results and Discussion 

The software MATLAB 2019 was used to train a deep 

model and a computer with Microsoft Windows 10 64-

bit version was used for the experiment. Its 

specifications were as follows: Intel 3687 @ i7 processor, 

8G of RAM, and 1G of graphics memory. 
To assess the reliability of the proposed method we 

considered the following standard metrics: Accuracy, 
Sensitivity, Specificity and F1_score. These metrics are 

𝑝𝑥𝑒
𝑗

=
∑ (𝑝𝑥𝑖

𝑗
)𝑛

𝑖=1

𝑛
         (1) 

Mobile 

Netv2 

Squeeze 

Net 

Alex 

Net 

Google 

 Net 

Learning 

Parameters 

3E-4 3e-4 3e-4 3e-4 Learning rate 

10 10 10 10 Batch size 

SGD** SGD** NG* NG* Optimizer 

C C C C Loss Function 

100 100 100 100 
Epochs per 

each 

Training Phase 

YES Yes Yes yes 
Horizontal/Ver

tical flipping 

5% 5% 5% 5% Zoom Range 

0 0 0 0 Rotation Range 

5% 5% 5% 5% Width/Height 

shifting 

5% 5% 5% 5% Shift Range 

1/25 1/25 1/25 1/25 Re-scaling 

SGD: Stochastic Gradian Descend    NG: Nadam Categorical   C: 

Crossentopy 
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calculated on the concept of the true-positive (TP), true-
negative (TN), false-positive (FP), and false-negative (FN) 
scores:  
-TP is the amount of positive COVID-19 that were 
correctly labelled as positive.  
- FP is the amount of negative (healthy) COVID-19 that 
was mislabeled as positive. 
- TN is the amount of negative (healthy) COVID-19 that 
was correctly labelled as healthy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Sensitivity and specificity are metrics of the 

performance of classification test that is widely used in 

(4) and (5): 

(𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                       (4) 

(Specificity) =
TN

TN + FP
 

                                      (5) 

The F1-score is a measure of a test's accuracy. It is 

calculated as (6): 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

- FN is the amount of positive COVID-19 that were 
mislabeled as negative (healthy). 
Accuracy: Accuracy is one metric for evaluating 
classification models .it is computed as (3): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
 ∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

∑ 𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 (3) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(𝐹1𝑠𝑐𝑜𝑟𝑒) =
𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
  × 2        (6) 

The obtained results according to the metrics 
mentioned are shows in Table 7 and Table 8. As 
mentioned, in order to evaluate the model k-fold cross-
validation technique with k=5 has been used. At the end 
of 5-fold, the average accuracy was calculated. Fig. 5 
shows how to use the k-fold method for five-class. The 
results obtained in some folds in the deep models of 
Google Net, AlexNet, MobileNet and SqueezeNet are 
shown in Fig. 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Proposed method. 

AlexNet 

GoogleNet 

Mobilenetv2 

SqueezNet 

Fig. 5: k-fold cross-validation (k = 5). 
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(b) (a) 

  
(d) (c) 

  
(f) (e) 

  
(h) (g) 

 Fig. 6: The confusion matrix of the network for fold 1 and 3. (a): GoogleNet fold 3, (b): GoogleNet fold 1, (c) AlexNet 
fold 3, (d): AlexNet fold 1, (e): MobileNet fold 3, (f): MobileNet fold 1, (g): SqueezeNet fold 3, (h): SqueezeNet fold 1. 
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Table 6: Results of different folds in each deep models of Google Net, AlexNet, MobileNet and Skiesnet 
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84/3% 21 28 129 28 25 112 4 3 33 1 MobileNet 

84/9% 11 33 129 39 11 111 1 7 36 2 MobileNet 

84/9% 23 23 127 23 27 127 5 1 32 3 MobileNet 

84/6% 13 35 137 37 14 113 2 3 35 4 MobileNet 

82/5% 14 39 136 44 14 106 1 6 36 5 MobileNet 

76% 24 14 136 14 27 136 3 0 34 1 GoogleNet 

75/1% 11 34 138 12 40 138 6 1 31 2 GoogleNet 

74/3% 16 34 134 35 15 115 2 4 35 3 GoogleNet 

76/9% 21 31 129 20 16 130 3 3 34 4 GoogleNet 

76/9% 25 23 125 27 14 133 2 2 35 5 GoogleNet 

85/2% 25 30 135 33 14 117 2 6 35 1 Alex Net 

84/3% 16 34 134 35 15 115 2 4 35 2 Alex Net 

84/2% 16 38 112 13 47 137 12 0 25 3 Alex Net 

81/1% 18 34 132 50 16 100 4 2 35 4 Alex Net 

83/9% 17 30 133 35 10 115 3 3 34 5 Alex Net 

73% 20 41 130 36 50 114 35 0 2 1 Squeeze Net 

67/7% 11 64 86 98 11 139 34 0 3 2 Squeeze Net 

72/1% 38 25 112 22 69 128 34 0 3 3 Squeeze Net 

74/4% 33 20 117 30 45 130 33 1 4 4 Squeeze Net 

75% 35 23 115 28 41 132 34 1 3 5 Squeeze Net 
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Fig. 7: Training and testing processes in the 4 network. (a): AlexNet, (b): GoogleNet, (c): SqueezsNet, (d): MobileNet. 
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Table 7: The number of true and false positives and false negatives for each network 

 

 

 

Table 8: Evaluation metrics  
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7 60 90 75 8 142 15 2 22 GoogleNet 

14 41 136 136 41 18 7 3 30 AlexNet 

15 29 121 121 30 22 8 2 35 MobileNet 

39 22 128 128 18 54 19 0 37 SqueezeNet  

15 24 126 126 25 18 3 1 36 Mixture of 
Experts 

Final 
Accuracy 

F1-
Score 

Specificity Sensitivity   

75.4% 

0.72 0.99 0.59 Covid19 

GoogleNet 0.72 0.96 0.60 Normal 

0.77 0.60 0.94 Pneumonia 

81.6% 

0.70 1 0.54 Covid19 

AlexNet 0.83 0.77 0.91 Normal 

0.77 0.85 0.84 Pneumonia 

84.3% 

0.87 0.97 0.94 Covid19 

MobileNetv2 0.85 0.91 0.80 Normal 

0.83 0.83 0.85 Pneumonia 

77.4% 

0.79 0.93 1 Covid19 

SqueezeNet 0.80 0.79 0.85 Normal 

0.72 0.90 0.64 Pneumonia 

87.2% 

0.92 0.99 0.89 Covid19 

Mixture of 
Experst 

0.86 0.93 0.80 Normal 

0.85 0.81 0.91 Pneumonia 
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Conclusion  

Classification with Deep Convolutional Neural 

Networks proposed by Alex Krizhevsky et al. built a new 

landscape in Computer Vision by destroying old ideas in 

one masterful stroke.  

The paper used a CNN to get a Top-5 error rate (rate 

of not finding the true label of a given image among its 

top 5 predictions) of 15.3%. The next best result trailed 

far behind (26.2%).  

This architecture is popularly called AlexNet. Number 

of parameters for alexnet is 60M parameters. One focus 

of GoogLeNet was to address the question of which sized 

convolution kernels are best. Previous popular networks 

employed choices as small as 1×1 and as large as 11×11. 

One insight in GoogLeNet was that sometimes it can be 

advantageous to employ a combination of variously-

sized kernels.  

The parameter for google net is 4 M parameters. 

MobileNetV2 is very similar to the original MobileNet, 

except that it uses inverted residual blocks with 

bottlenecking features. It has a drastically lower 

parameter count than the original MobileNet.  

MobileNets support any input size greater than 32 x 

32, with larger image sizes offering better performance.  

 

Since the classification algorithms are not suited for 

all problems alone, combining expert's opinions can be a 

solution [36].  

An idea in this research is the combination of deep 

learning networks in parallel. This method is also called 

majority vote or collective wisdom.  

The results show that the combination of deep 

learning networks and the use of the majority voting 

method is more effective and efficient than one deep 

model.  

The cause of improvement can be described as 

follows: Although each of the deep models can predict 

the disease COVID-19 alone, but the use of multiple 

convolution layers and various kernels that exist in pre-

trained deep models, extract different features in 

different networks. 

 Therefore, in order to increase the accuracy of 

detection COVID-19, deep models are first performed 

alone, then their opinions are combined. One of the 

limitations of the proposed method is the use of MLP 

networks.  

MLP networks used to recognize the real sample from 

the synthetic ones. Because of the lack of data in the 

minority class, MLPs might not be the best choice. 

Fig. 8: The sample of Mixture of experts. 
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Regarding the advantages of the proposed method, it 

can be mention that: Although using the proposed 

architecture will give you better results, but it requires 

more time, which is one of the disadvantages of the 

method.  

This issue can be considered in future studies. In the 

proposed model, synthetic samples are being generated 

in the feature space, in future work can used   input 

space instead feature space. And in propose method we 

generated synthetic samples with MLP network.  

We suggest using stronger, more diverse or a greater 

number of classifiers to solve this problem. 

Author Contributions 

I. Zabbah, K. Layeghi, and R. Ebrahimpour presented 

improving the Diagnosis of COVID-19 using a 

combination of Deep Learning Models. I. Zabbah 

examined each policy and wrote the manuscript. K. 

Layeghi and R. Ebrahimpour interpreted the results and 

improved the structure of paper. 

Acknowledgment 

The authors gratefully thank the anonymous 

reviewers and the editor of JECEI for their useful 

comments and suggestions. 

Conflict of Interest 

The authors declare no potential conflict of interest 

regarding the publication of this work. In addition, the 

ethical issues including plagiarism, informed consent, 

misconduct, data fabrication and, or falsification, double 

publication and, or submission, and redundancy have 

been completely witnessed by the authors. 

Abbreviations 

MLP  Multi-Layer Perceptron  

SVM  Support Vector Machine 

CNN  Convolution Neural Network  

TL  Transfer Learning  

CTS  Computed Tomography Scan 

References 

[1] Z. Wu, J.M. McGoogan, "Characteristics of and important lessons 

from the coronavirus disease 2019 (COVID-19) outbreak in China: 

summary of a report of 72 314 cases from the Chinese Center for 

Disease Control and Prevention," Jama, 323(13): 1239-1242, 

2020. 

[2] W. Kong, P.P. Agarwal, "Chest imaging appearance of COVID-19 

infection, radiology," Radiol. Cardiothorac. Imaging, 2(1): 1-4, 

2020.  

[3] T. Lancet, Editorial COVID-19: too little, too late? The Lancet 

395(10226): 755, 2020. 

[4] M.S. Razai, K. Doerholt, S. Ladhani, P. Oakeshott, “Coronavirus 

disease 2019 (COVID-19): a Guide for UK GPs” BMJ, 368(800): 1-5, 

2020. 

[5] X. Peng, X. Xu, Y. Li, L. Cheng, X. Zhou, B. Ren, "Transmission 

routes of 2019-nCoV and controls in dental practice,” Int. J. oral 

sci., 12(1): 1-6, 2020. 

[6] M. Togaçar, B. Ergen, Z. Comert, "Application of breast cancer 

diagnosis based on a combination of convolutional neural 

networks, ridge regression and linear discriminant analysis using 

invasive breast cancer images processed with autoencoders," 

Med. Hypotheses, 135, 2020.  

[7] X. Liu, Z. Deng, Y. Yang, Liu, Xiaolong, Zhidong Deng, Yuhan Yang, 

"Recent progress in semantic image segmentation," Artif. Intell. 

Rev., 52(2): 1089-106, 2019. 

[8] M. Zhang, X. H. Wang, Y. L. Chen, K. L. Zhao, Y. Q. Cai, C. L. An, M. 

G. Lin, X. D. Mu, "Clinical features of 2019 novel coronavirus 

pneumonia in the early stage from a fever clinic in Beijing," 

Zhonghua Jie He He Hu Xi Za Zhi, 43(0): 215-218, 2020.  

[9] M. Zreik, N. Lessmann, R.W. Van Hamersvelt, J.M. Wolterink, M. 

Voskuil, M.A. Viergever, T. Leiner, I. sgum, "Deep learning analysis 

of the myocardium in coronary ct angiography for identifcation of 

patients with functionally significant coronary artery stenosis," 

Med. Image Anal., 44 (1): 72-85, 2018. 

[10] G. Litjens, T. Kooi, B.E. Bejnordi, A.A.A. Setio, F. Ciompi, M. 

Ghafoorian, J.A. Van Der Laak, B. Van Ginneken, C.I. Sanchez, "A 

survey on deep learning in medical image analysis," Med. Image 

Anal. 42(1): 60-88, 2017. 

[11] S. Lakshmanaprabu, S.N. Mohanty, K. Shankar, N. Arunkumar, G. 

Ramirez, "Optimal deep learning model for classifcation of lung 

cancer on ct images," Future Generat. Comput. Syst., 9(2): 374–

82, 2019. 

[12] J.Z. Cheng, Y.H. Chou, J. Qin, C.M. Tiu, Y.C Chang, C.S Huang, D. 

Shen, C.M. Chen, "Computer-aided diagnosis with deep learning 

architecture: applications to breast lesions in us images and 

pulmonary nodules in ct scans," Sci. rep., 6(1): 1–13, 2016. 

[13] A.K. Jaiswal, P. Tiwari, S. Kumar, D. Gupta, A. Khanna, J.J.P.C. 

Rodrigues, "Identifying pneumonia in chest X-rays: a deep 

learning approach", Measurement, 145: 511–518,2019.  

[14] P. An, H. Chen, X. Jiang, J. Su, Y. Xiao, Y. Ding, H. Ren, M. Ji, Y. 

Chen, W. Chen, et al., “Clinical characteristics of coronavirus 

disease (COVID-19) patients with gastrointestinal symptoms: A 

report of 164 cases,” Dig. Liv. Dis., 52(10): 1076-1079, 2020. 

[15] M. Sherief, "Hepatic and gastrointestinal involvement in 

coronavirus disease (COVID-19): What do we know till now," Arab 

Gastroenterol., 21(1): 3-8. (2020). 

[16] I.M. Baltruschat, H. Nickisch, M. Grass, T. Knopp, A. Saalbach, 

"Comparison of deep learning approaches for multi-label chest X-

ray classification," Sci. rep., 9(1): 1-10, 2019. 

[17] E.E.D. Hemdan, M.A. Shouman, M.E. Karar, "A framework of deep 

learning classifiers to diagnose COVID-19 in X-Ray images," arXiv 

preprint arXiv:2003.11055, 2020. 

[18] S.S. Yadav, S.M. Jadhav, “Deep convolutional neural network 

based medical image classification for disease diagnosis,” J. Big 

Data, 6(1): 1-18, 2019.  

https://jamanetwork.com/journals/jama/fullarticle/2762130%C2%A0
https://jamanetwork.com/journals/jama/fullarticle/2762130%C2%A0
https://jamanetwork.com/journals/jama/fullarticle/2762130%C2%A0
https://jamanetwork.com/journals/jama/fullarticle/2762130%C2%A0
https://jamanetwork.com/journals/jama/fullarticle/2762130%C2%A0
https://pubs.rsna.org/doi/full/10.1148/ryct.2020200028
https://pubs.rsna.org/doi/full/10.1148/ryct.2020200028
https://pubs.rsna.org/doi/full/10.1148/ryct.2020200028
https://www.thelancet.com/journals/lancet/article/PIIS0140-6736(20)30522-5/fulltext
https://www.thelancet.com/journals/lancet/article/PIIS0140-6736(20)30522-5/fulltext
https://www.bmj.com/content/368/bmj.m800
https://www.bmj.com/content/368/bmj.m800
https://www.bmj.com/content/368/bmj.m800
https://www.nature.com/articles/s41368-020-0075-9
https://www.nature.com/articles/s41368-020-0075-9
https://www.nature.com/articles/s41368-020-0075-9
https://www.sciencedirect.com/science/article/abs/pii/S0306987719311867
https://www.sciencedirect.com/science/article/abs/pii/S0306987719311867
https://www.sciencedirect.com/science/article/abs/pii/S0306987719311867
https://www.sciencedirect.com/science/article/abs/pii/S0306987719311867
https://www.sciencedirect.com/science/article/abs/pii/S0306987719311867
https://link.springer.com/article/10.1007/s10462-018-9641-3
https://link.springer.com/article/10.1007/s10462-018-9641-3
https://link.springer.com/article/10.1007/s10462-018-9641-3
https://pubmed.ncbi.nlm.nih.gov/32061066/
https://pubmed.ncbi.nlm.nih.gov/32061066/
https://pubmed.ncbi.nlm.nih.gov/32061066/
https://pubmed.ncbi.nlm.nih.gov/32061066/
https://pubmed.ncbi.nlm.nih.gov/29197253/
https://pubmed.ncbi.nlm.nih.gov/29197253/
https://pubmed.ncbi.nlm.nih.gov/29197253/
https://pubmed.ncbi.nlm.nih.gov/29197253/
https://pubmed.ncbi.nlm.nih.gov/29197253/
https://www.sciencedirect.com/science/article/abs/pii/S1361841517301135
https://www.sciencedirect.com/science/article/abs/pii/S1361841517301135
https://www.sciencedirect.com/science/article/abs/pii/S1361841517301135
https://www.sciencedirect.com/science/article/abs/pii/S1361841517301135
https://www.sciencedirect.com/science/article/abs/pii/S0167739X18317011
https://www.sciencedirect.com/science/article/abs/pii/S0167739X18317011
https://www.sciencedirect.com/science/article/abs/pii/S0167739X18317011
https://www.sciencedirect.com/science/article/abs/pii/S0167739X18317011
https://www.nature.com/articles/srep24454
https://www.nature.com/articles/srep24454
https://www.nature.com/articles/srep24454
https://www.nature.com/articles/srep24454
https://www.sciencedirect.com/science/article/abs/pii/S0263224119305202
https://www.sciencedirect.com/science/article/abs/pii/S0263224119305202
https://www.sciencedirect.com/science/article/abs/pii/S0263224119305202
https://pubmed.ncbi.nlm.nih.gov/32507692/
https://pubmed.ncbi.nlm.nih.gov/32507692/
https://pubmed.ncbi.nlm.nih.gov/32507692/
https://pubmed.ncbi.nlm.nih.gov/32507692/
https://pubmed.ncbi.nlm.nih.gov/32253172/
https://pubmed.ncbi.nlm.nih.gov/32253172/
https://pubmed.ncbi.nlm.nih.gov/32253172/
https://pubmed.ncbi.nlm.nih.gov/32253172/
https://www.nature.com/articles/s41598-019-42294-8
https://www.nature.com/articles/s41598-019-42294-8
https://www.nature.com/articles/s41598-019-42294-8
https://arxiv.org/abs/2003.11055
https://arxiv.org/abs/2003.11055
https://arxiv.org/abs/2003.11055
https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0276-2
https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0276-2
https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0276-2


Improving the Diagnosis of COVID-19 using a Combination of Deep Learning Models   

J. Electr. Comput. Eng. Innovations, 10(2): 411-424, 2022                                                                 423 
 

[19] S. Wang, B. Kang, J. Ma, X Zeng, M. Xiao, J. Guo, M. Cai, J. Yang, Y. 

Li, X. Meng, et al., “A deep learning algorithm using ct images to 

screen for corona virus disease (COVID-19),” Eur. Radiol., 31(8): 

6096-6104, 2021. 

[20] O. Gozes, M. Frid-Adar, H. Greenspan, P.D. Browning, H. Zhang, 

W. Ji, A. Bernheim, E. Siegel, " Rapid ai development cycle for the 

coronavirus (COVID-19) pandemic: initial results for automated 

detection & patient monitoring using deep learning ct image 

analysis," arXiv:2003.05037; 1-22, 2020. 

[21] L. Wang, ZQ. Lin, A. Wong, "COVID-net: a tailored deep 

convolutional neural network design for detection of COVID-19 

cases from chest radiography images," arXiv preprint arXiv: 

2003.09871. 

[22] L. Wang, A. Wong, "A tailored deep convolutional neural network 

design for detection of covid-19 cases from chest radiography 

images," J. Network Comput. Appl. 20(1): 1-12, 2020. 

[23] A. Laghi, "Cautions about radiologic diagnosis of COVID-19 

infection driven by artificial intelligence," Lancet Digital Health 

2(5): e225, 2020. 

[24] K.S. Lee, J.Y. Kim, E.T. Jeon, W. Choi, N. Kim, K. Lee, "Evaluation of 

scalability and degree of fine-tuning of deep convolutional neural 

networks for COVID-19 screening on chest X-ray images using 

explainable deep-learning algorithm," J. Pers. Med., 10(4), 213, 

2019.  

[25] J.P. Cohen, P. Morrison, L. Dao, “COVID-19 Image Data 

Collection,” arXiv:2003.11597, 2020.  

[26] J. Zhang, Y. Xie, Y. Li, C. Shen, Y. Xia, "COVID-19 screening on 

chest x-ray images using deep learning based anomaly detection," 

arXiv preprint arXiv:2003.12338 

[27] A. Akbari, H. Farsi, S. Mohamadzadeh, "Deep neural network with 

extracted features for social group detection," J. Electr. Comput. 

Eng. Innovations (JECEI), 9(1): 47-56, 2021. 

[28] F. Ucar, U. Korkmaz, M. Ferhat, K. Deniz. "COVIDiagnosis-Net: 

Deep Bayes-SqueezeNet based diagnosis of the coronavirus 

disease (COVID-19) from X-ray images," Med. Hypotheses 140: 

109761, 2020. 

[29] A. Krizhevsky, l. Sutskever, G. Hinton, “Imagenet classification 

with deep convolutional neural networks” part of Advances in 

Neural Information Processing Systems 25, 1097-1105, 2012. 

[30] C. Szegedy, W. Liu,Y. Jia, P. Sermanet, S. Reed, D. Anguelov, A. 

Rabinovich, “Going deeper with convolutions,” in Proc. the IEEE 

conference on computer vision and pattern recognition: 1-9, 

2015. 

[31] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, Z. Wojna, 

“Rethinking the inception architecture for computer vision,” in 

Proc. the IEEE conference on computer vision and pattern 

recognition: 2818-2826, 2016. 

[32] J.P. Cohen, COVID-19 Image Data Collection, 2020.  

[33] J. Khosravi, M. Shams Esfandabadi, R. Ebrahimpour, “Image 

registration based on sum of square difference cost function,” J. 

Electr. Comput. Eng. Innovations (JECEI), 6(2): 273-281, 2018. 

[34] T. Zhou, H. Lu, Z. Yang, S. Qiu, B. Huo, Y. Dong, "The ensemble 

deep learning model for novel COVID-19 on CT images," Appl. 

Soft Comput. 98: 106885, 2021. 

[35] E. Pazouki, M. Rahmati, "A variational level set approach to 

multiphase multi-object tracking in camera network base on deep 

features," J. Electr. Comput. Eng. Innovations (JECEI), 9(2): 203-

214, 2021. 

[36] S. Masoudnia, R. Ebrahimpour, “Mixture of experts: a literature 

survey,” Artif. Intell. Rev., 42(2): 275-293, 2014. 

Biographies 

Iman Zabbah is a member at the Faculty of 

computer engineering, Islamic Azad University 

of torbat-e-Heydariye, Iran. He obtained M.S. 

degree in the field of Artificial intelligence from 

the Islamic Azad University of Mashhad, Iran in 

July 2008. Currently, he is a Ph.D. student at 

Islamic Azad University of Tehran North Branch 

University, from 2015 to 2020. His area of 

interest includes artificial intelligence, data 

processing and Deep Learning. 

• Email: imanzabbah@gmail.com 

• ORCID: 0000-0003-1630-444X 

• Web of Science Researcher ID: Na 

• Scopus Author ID: Na 

• Homepage: Na 

 

Kamran Layeghi is professor at the Faculty of 

Computer Engineering, Azad University, Tehran 

North Branch, Tehran-Iran. He is Ph.D. 

graduate in the field of Robotics and Artificial 

Intelligence from Keele University, England in 

1991. Dr. Layeghi is the Author or co-author of 

many national and international Journal and 

conference publications in his research areas 

such as Kinematics and dynamics of Robotics, 

Cognitive robotics, AI fields which include 

Machine Learning, Deep Learning, Neural Network, Genetic Algorithm, 

Fuzzy Logic, Pattern Recognition and Computer Vision. 

• Email: K_layeghi@iau-tnb.ac.ir 

• ORCID: 0000-0003-3238-8436 

• Web of Science Researcher ID: Na 

• Scopus Author ID: Na 

• Homepage: Na 

 

Reza Ebrahimpour is a professor at the 

Faculty of computer engineering, Shahid 

Rajaee Teacher Training University, Tehran, 

Iran. He obtained Ph.D. degree in the field of 

Cognitive Neuroscience from the SCS, IPM, 

Tehran, Iran in July 2007. Dr. Ebrahimpour is 

the author or co-author of more than 100 

international journal and conference 

publications in his research areas, which include Cognitive and Systems 

Neuroscience, Human and Machine Vision, Decision Making and Object 

Recognition. 

• Email: ebrahimpour@ipm.ir 

• ORCID: 0000-0002-7013-8078 

• Web of Science Researcher ID: AAH-8531-2019 

• Scopus Author ID: 14021180400 

• Homepage: https://www.sru.ac.ir/en/school-of-computer/reza-

ebrahimpour/ 

 

 

 

 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7904034/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7904034/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7904034/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7904034/
https://arxiv.org/abs/2003.05037
https://arxiv.org/abs/2003.05037
https://arxiv.org/abs/2003.05037
https://arxiv.org/abs/2003.05037
https://arxiv.org/abs/2003.05037
https://arxiv.org/abs/2003.05037
https://www.nature.com/articles/s41598-020-76550-z
https://www.nature.com/articles/s41598-020-76550-z
https://www.nature.com/articles/s41598-020-76550-z
https://www.nature.com/articles/s41598-020-76550-z
https://www.sciencedirect.com/science/article/pii/S2352914820302537
https://www.sciencedirect.com/science/article/pii/S2352914820302537
https://www.sciencedirect.com/science/article/pii/S2352914820302537
https://www.thelancet.com/journals/landig/article/PIIS2589-7500(20)30079-0/fulltext
https://www.thelancet.com/journals/landig/article/PIIS2589-7500(20)30079-0/fulltext
https://www.thelancet.com/journals/landig/article/PIIS2589-7500(20)30079-0/fulltext
https://pubmed.ncbi.nlm.nih.gov/33171723/
https://pubmed.ncbi.nlm.nih.gov/33171723/
https://pubmed.ncbi.nlm.nih.gov/33171723/
https://pubmed.ncbi.nlm.nih.gov/33171723/
https://pubmed.ncbi.nlm.nih.gov/33171723/
https://arxiv.org/abs/2003.11597
https://arxiv.org/abs/2003.11597
https://www.sciencedirect.com/science/article/pii/S0208521621000036?dgcid=rss_sd_all
https://www.sciencedirect.com/science/article/pii/S0208521621000036?dgcid=rss_sd_all
https://www.sciencedirect.com/science/article/pii/S0208521621000036?dgcid=rss_sd_all
https://jecei.sru.ac.ir/article_1483.html
https://jecei.sru.ac.ir/article_1483.html
https://jecei.sru.ac.ir/article_1483.html
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7179515/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7179515/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7179515/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7179515/
https://papers.nips.cc/paper/2012/hash/c399862d3b9d6b76c8436e924a68c45b-Abstract.html
https://papers.nips.cc/paper/2012/hash/c399862d3b9d6b76c8436e924a68c45b-Abstract.html
https://papers.nips.cc/paper/2012/hash/c399862d3b9d6b76c8436e924a68c45b-Abstract.html
https://ieeexplore.ieee.org/document/7298594
https://ieeexplore.ieee.org/document/7298594
https://ieeexplore.ieee.org/document/7298594
https://ieeexplore.ieee.org/document/7298594
https://ieeexplore.ieee.org/document/7780677
https://ieeexplore.ieee.org/document/7780677
https://ieeexplore.ieee.org/document/7780677
https://ieeexplore.ieee.org/document/7780677
https://github.com/ieee%208023/COVID-chestxray-dataset
https://jecei.sru.ac.ir/article_1138.html
https://jecei.sru.ac.ir/article_1138.html
https://jecei.sru.ac.ir/article_1138.html
https://www.sciencedirect.com/science/article/pii/S1568494620308231
https://www.sciencedirect.com/science/article/pii/S1568494620308231
https://www.sciencedirect.com/science/article/pii/S1568494620308231
https://www.sciencedirect.com/science/article/pii/S1568494620308231
https://jecei.sru.ac.ir/article_1542.html
https://jecei.sru.ac.ir/article_1542.html
https://jecei.sru.ac.ir/article_1542.html
https://jecei.sru.ac.ir/article_1542.html
https://link.springer.com/article/10.1007/s10462-012-9338-y
https://link.springer.com/article/10.1007/s10462-012-9338-y
mailto:imanzabbah@gmail.com
mailto:K_layeghi@iau-tnb.ac.ir
mailto:ebrahimpour@ipm.ir
https://www.sru.ac.ir/en/school-of-computer/reza-ebrahimpour/
https://www.sru.ac.ir/en/school-of-computer/reza-ebrahimpour/


I. Zabbah et al. 

424  J. Electr. Comput. Eng. Innovations, 10(2): 411-424, 2022 
 

 

 
Copyrights 

©2022 The author(s). This is an open access article distributed under the terms of the 
Creative Commons Attribution (CC BY 4.0), which permits unrestricted use, distribution, 
and reproduction in any medium, as long as the original authors and source are cited. No 
permission is required from the authors or the publishers. 

 

  

How to cite this paper: 
I. Zabbah, K. Layeghi, R. Ebrahimpour, “Improving the diagnosis of COVID-19 using a 
combination of deep learning models,” J. Electr. Comput. Eng. Innovations, 10(2): 411-
424, 2022. 

 8200.49110.22061/JECEI.2022. DOI: 

URL: https://jecei.sru.ac.ir/article_1684.html  

 

https://jecei.sru.ac.ir/article_1684.html


 J. Electr. Comput. Eng. Innovations, 10(2): 425-436, 2022 

 

 

 

Doi: 10.22061/JECEI.2022.8168.486          425 

 

Journal of Electrical and Computer Engineering Innovations 

(JECEI) 

Journal homepage: http://www.jecei.sru.ac.ir 

Research paper  

An Adaptive Cubature Kalman filter for Target Tracking  

R. Havangi* 

Faculty of Electrical Engineering and Computer, University of Birjand, Birjand, Iran. 

 

Article Info  Abstract 

 

Article History: 
Received 20 December 2021 
Reviewed 24 January 2022 
Revised 13 February 2022 
Accepted 12 March 2022 

 

 Background and Objectives:The target tracking problem is an essential 
component of many engineering applications.The extended Kalman filter 
(EKF) is one of the most well-known suboptimal filter to solve target tracking. 
However, since EKF uses the first-order terms of the Taylor series nonlinear 
extension functions, it often makes large errors in the estimates of state. As a 
result, target tracking based on EKF may diverge.  
Methods: In this manuscript, an adaptive square root cubature Kalman filter 
(ASRCKF) is poposed to solve the maneuvering target tracking problem. In 
the proposed method, the covariance of process and measurement noises is 
estimated adaptively. Thus, the performance of proposed method does not 
depend on the noise statistics and its performance is robust with unknown 
prior knowledge of the noise statistics. Morover, it has a consistently 
improved numerical stability why the matrices  of covariance are guaranteed 
to remain semi- positive.  The performance of the proposed method is 
compared with EKF, and the unscented Kalman filter (UKF) for target tracking 
problem.  
Results:To evaluate the proposed method, many experiments is performed. 
The proposed method is evaluated on the non-maneuvering and 
maneuvering target tracking.  
Conclusion: The results show that the proposed method has lower 
estimation errors with faster convergence rate than other methods. The 
proposed method can track the tates of moving target effectively and 
improve the accuracy of the system. 
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Introduction 
The problem of target tracking is a basic problem in the 

fields of the civil and military. The purpose of target 

tracking problem is to estimate the velocity and position 

of a moving target from noisy measurements [1]-[2]. In 

the target tracking problem, the estimation of state is 

confronted with two problems: one is that the 

measurement and process noise cannot be accurately 

described and are usually not accurate. The second is 

that the measurement and process noise cannot be 

accurately described and are usually not accurate the 

nonlinearity of measurement and motion model [3]-[4]. 

Various nonlinear Bayesian approach are developed for 

the problem of target tracking in the literature, which 

aims to estimate the velocity and position of the target 

using measurements. 

The EKF is a widely used nonlinear filter to target 

tracking [5]-[6]. An online adaptive Kalman filter is 

proposed for target tracking with unknown noise 

statistics in [7].  

In this paper, the expectation maximization algorithm 

is employed to construct the noise can effectively 

estimate the one-step prediction mean vector, the one-

step prediction error covariance matrix. In [8], a robust 

filter is presented to shape estimation of a maneuvering 

star-convex extended target based on adaptive extended 

http://jecei.sru.ac.ir/
mailto:Havangi@Birjand.ac.ir


R. Havangi 

426 J. Electr. Comput. Eng. Innovations, 10(2): 425-436, 2022 

 

Kalman filter. Basically, since EKF uses the Taylor first 

order approximation for nonlinear functions, it makes 

large errors [8]-[9]. Therefore, if it is very nonlinear, such 

as a target tracking problem, the error of estimation can 

be large or even divergent, and the filter is unstable [9]-

[10].  

To increase accuracy, UKF based on target tracking is 

introduced in literatures [11]-[14]. In this method, there 

is no need to calculate the Jacobin matrix of the 

nonlinear state and measurement equation [14]-[15]. In 

[16], target tracking based on square-root unscented 

Kalman filters is presented. This method, propagate not 

the covariance matrix itself but its singular value 

decomposition (SVD) factors instead.  

Compared to EKF, UKF has better accuracy. However, 

UKF does not use for non-Gaussian distributions [17]-

[18]. In addition, it’s the computation load is heavy for 

high-dimensional systems such as target tracking 

consequently thus, the filter can be converged slowly. 

In 2009, the cubature Kalman filter (CKF) is proposed 

[19]-[20]. 

The CKF creates cubature integral points, and these 

points are used to calculate the posterior probability of 

the system. In [21], a Gaussian-sum cubature Kalman 

filter (GSCKF) is proposed for the problem of tracking 

and it has excellent performance from the point of view 

of filter accuracy and consistency. In [22], a strong 

tracking cubature Kalman filter is proposed for target 

tracking problem. 

A limitation of target tracking based on traditional 

CKF is that statistical characteristics of noises are 

assumed to known [23]-[25].  

As a result, the development of CKF method is 

limited. To solve these problems, in this paper, the 

problem of target tracking based on ASRCKF is proposed. 

The target tracking based on ASRCKF is updated 

repeatedly by propagating square root factors of the 

mean and covariance of the state variable, which 

ensures the positive semi-definiteness and symmetry of 

the covariance matrix and thus improves numerical 

accuracy and stability.  

The main contribution of the paper is that proposed 

adaptive algorithm has good filtering accuracy and 

strong robustness. This method improves the tracking 

ability of the SRCKF method for a maneuvering target. 

The proposed method can prevent potential filter 

divergence and enhances the numerical stability. 

Moreover, in the proposed method, the covariance of 

process and measurement noises is estimated 

adaptively.  

Thus, the performance of proposed approach does 

not depend on the noise statistics and its performance is 

robust with unknown prior knowledge of the noise 

statistics. Simulation results show that the proposed 

method has a superior tracking performance.  

The rest of manuscript is as follows. The target 

tracking formulation is presented in the second Section. 

In the next Section, the target tracking based on ASRCKF 

is proposed.  

The results are given in the fourth Section. In the fifth 

Section, the conclusion is presented. 

Target Tracking Formulation 

The discrete-time dynamic equation of the target 

motion is as [26]-[27]: 

1 1 1
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where G is the input matrix, the ( , )k kx y  is position 

components, ( , )k kx y  is velocity components, T  is a 

sampling interval and kX  is as [ , , , ]Tk k k k kX x x y y= , 

k is the process noise with covariance matrices 
tQ . 

Moreover, rF  is transition matrix corresponding to 

mode r. The transition matrix for non-maneuvring target 

is as follows: 
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 
 
 =
 
 
 

 (2) 

The coordinated turn model is the most common 

model for maneuvering targets. In this case, rF is as 

[28]-[29]: 

( ) ( )

( ) ( )

( ) ( )

1 ( ) ( )

( ) ( )

( ) ( )

sin 1 cos
1 0

0 cos 0 sin
( )  , r=2,3

1 cos sin
0 1

0 sin 0 cos

r r
t t
r r

t t

r r
t tr

t r r
t t

r r
t t

r r
t t

T T

T T
F X

T T

T T

−

  − 
 

  
 

 −  
=  

−   
  
 
   

 (3) 

where (3) 0t  , (2) 0t  are is anticlockwise and 

clockwise turn maneuver, respectively. Target 

observation model is as:  

2 2

arctan( )

k k

k kk

k

x y

Z y

x



 +
 

= + 
 
 

 

where kZ  denotes the measurement at kth instant and  

k  is measurement noise with covariance matrices tR . 
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Cubature Rule 

Calculating the Gaussian nonlinear transfer density is 

the most important step for Bayesian filtering in 

Gaussian domain [18]. It is as follows: 

( ) ( , )xI g x x P dx=   (4) 

where n x  is dimension of state x , ( , )x P is the 

Gaussian prior density of x and g is the nonlinear 

function.  

The third-degree spherical cubature rule to 

numerically calculate the integral I with 2 xn  equal 

weighted cubature points is used in CKF [30]: 

2

1

1
( )

2

xn

x j

jx

I g P x
n


=

= +  (5) 

where the cubature point j  is as: 

      i=1,2,...,n                               

    i=n +1,n +2,...,2n                  

T

x i x

j T

x i x x x

n e

n e



= 

−

 

where xnT

ie R  is the ith column vector of 
x xn nI  . 

Target Tracking Based ASRCKF 

Assume at time k-1, 1| 1K ks − −  is the square-root of the 

covariance matrix 1| 1K kP − − , i.e.  

1| 1 1| 1 1| 1
T

K k K k K kP s s− − − − − −= , the current state cubature 

points are computed as follows: 

1| 1 1| 1 1| 1
ˆ( )        1,...2i

k k k k k k xs I i x i n − − − − − −= + =  (6) 

where ( )I i is as 

 

 

1 ,                   i=1,...,n
( )

1 ,     1,..., 2
x

x xi

x x xi n

n
I i

n i n n
−




= 
− = +

 

With  1
i

is the i-th column vector of the n n  matrix 

I. The cubature points are transmitted in state equation 

as: 

*
| 1 1| 1( )i i

k k k kf − − −=  (7) 

The predicted mean | 1
ˆ

k kx − is calculated using the 

transformed cubature points *
| 1
i

k k −  as follows: 

2

| 1 | 1

1

1
ˆ

2

xn

i
k k k k

x i

x
n

− −

=

=   (8) 

 | 1 | 1Tria ,k k k k kS X Q− −=  (9) 

where Tria(.)  is a general triangularization algorithm 

and | 1k kX −  is as: 

| 1

1* 2* 2 *
| 1 | 1 | 1 | 1 | 1, | 1

1
ˆ ˆ ˆ...

2

k k

n
k k k k k k k k k k k k

x

X

x x x
n

  

−

− − − − − −

=

 − − −
 

 (10) 

When measurement is revisited, the cubature point 

set is calculated as follows: 

| 1 | 1 | 1
ˆ( )               1,...2i

k k k k k k xs I i x i n − − −= + =  (11) 

The transformed cubature points are transmitted in 

measurement equation: 

**
| 1 | 1( )i i

k k k kh − −=  (12) 

The mean values and square-root of the covariance 

matrix of predicted measurement points are estimated: 

2
**

| 1 | 1

0

1
ˆ

2

n
i

k k k k

i

z
n

− −

=

=   (13) 

 , | 1 | 1Tria ,zz k k K k RS Z S− −=  (14) 

where | 1K kZ − is as: 

| 1

1** 2** 2 **
| 1 | 1 | 1 | 1 | 1 | 1

1
ˆ ˆ ˆ...

2

k k

n
k k k k k k k k k k k k

Z

z z z
n

  

−

− − − − − −

=

 − − −
 

 

The cross covariance xzS between the states and 

measurements are: 

, | 1 | 1 | 1
T

xz k k k k k kS X Z− − −=  (15) 

| 1

1 2 2
| 1 | 1 | 1 | 1 | 1| 1,

1
ˆ ˆ ˆ...

2

k k

n
k k k k k k k k k kk k

x

X

x x x
n

  

−

− − − − −−

=

 − − −
  

 

(16) 

The Kalman gain kK is calculated by 

, | 1 , | 1 , | 1( )T
k xz k k zz k k zz k kK S S S− − −=  (17) 

The updated state |
ˆ

k kx and the square-root of 

covariance |k kS are obtained as follows: 

| | 1 | 1
ˆ ˆ ˆ( )k k k k k k k kx x K z z− −= + −  (18) 

| | 1 | 1([ , ])k k k k k k k k kS Tria X K Y K R− −= −  (19) 

According to the equations | 1k kS − and |k kS in (9) and 

(19), respectively, it can be seen that kQ  and kR  have 

a great impact on their values. However, the noise 

statistics can change over time in the target tracking 

application.  

The set of unknown statistical of noise needs to 

estimate with the error covariance and the state of 
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system.  

Any mismatch between real noises that affect the 

system and those that are assumed in SRCKF reduce the 

performance of SRCKF that can also have divergence. As 

a result, it is necessary to know that the kQ and 

kR matrices exactly.  

In this paper, an adaptive SRCKF is proposed method 

that solves the SRCKF problems by estimating the 

kQ and kR matrices.  Suppose the process and 

measurement noise are defined as ( )0,w kw Q  and 

( )0,k kv R . To estimate the covariance of process 

and measurement noises, the function of posteriori 

density is assumed as follows: 

 * ( , , | )k k kJ p X Q R Z=  (20) 

where  1 2 ...k kZ z z z=  is the measurement 

vector and  1 2 ...k kX x x x=  is the state vector. 

According to the properties of conditional probability, 

the *J  function can be written as: 

* ( | , , ) ( | , ) ( , )

( )

k k k k k k k k k

k

P Z X Q R P X Q R p Q R
J

P Z
=  (21) 

where ( , )k kp Q R is depend on with the priori 

information, which can be considered as constant value. 

As ( )kp Z  is not involved in the problem of 

optimization. As a result, the function of *J  can be 

written as follows: 

( | , , ) ( | , ) ( , )k k k k k k k k kJ P Z X Q R P X Q R p Q R=  (22) 

the term ( , )k kp Q R is a constant value why it calculates 

based on a priori information. The term ( | , )k k kp X Q R  

in (22) can be calculated using the multiplicative theorem 
of conditional probability as follows. 

1
0|0
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1 1
0|0

0 1
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11 22
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222
1 0 0 1
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P
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Q
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
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−
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− − =

  
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− − + −  
    







 
(23) 

where 1 1 22
0|0

1

(2 )n
M

P
= is a constant, n is the 

process dimension. Also, the term ( | , , )k k k kp Z X Q R  

can be calculated as follows. 

1

1

1

2

1 22
1

22
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1 1
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2(2 )
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z h x
R

M R z h x


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−

=

=

−

=

=
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





 (24) 

where m represents the  measurement dimension, and 

2 2

1

(2 )mk
M


= is a constant. By considering (23) and 

(24), the problem of estimation can be reformulated as 
an optimization problem  with the cost function J: 

1 1 1
0|0
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1 2 2
1 2 0

2 22
0 0 1
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2 22 2
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1 1
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Q Rk k

k
k k k

k k

j j j jP
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x x x f x z h x

C Q R x f x z h x

− − −

− −

− −

−

= =

− −
−

= =

=

  
  
− − + − + −  
    

  
  

= − − + −  
    

 

 

 

(25) 
where 

1
0|0

1 2 2

1 2 0|0 0 0

1
ˆ( , )exp

2
k k P

C M M P p Q R x x −

−  
= − − 

 
 

As the logarithm operation for both sides of (25) 

cannot change the extreme points of the cast function J, 

to find the maximized parameter of coast function J, 

firstly, take a logarithm from both sides of (25): 

1 1

2 2

1

1 1

ln ln ln
2 2

1 1
( ) ( ) ln

2 2Q Rk k

k k

k k

i i i i

i i

k k
J Q R

x f x z h x C− −−

= =

= − − −

− − − + 
 (26) 

Using the derivative of J relative to kQ  and kR , the 

noise covariance values are calculated as: 

ˆ ˆ

ln ln
 0,  0

k k k k
k kQ Q R R

J J

Q R
= =

 
= =

 
 (27) 

Consequently, covariance values kQ  and kR can be 

calculated as: 

( )( ) 1 1

1

1ˆ ˆ ˆ ˆ ˆ( ) ( )

k
T

k j j j j

j

Q x f x x f x
k

− −

=

= − −  (28) 

( )( ) 
1

1ˆ ( ) ( )

k
T

k j j j j

j

R z h x z h x
k

=

= − −  (29) 
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The terms 1
ˆ( )jf x −  and ˆ( )jh x can be calculated 

from the SRCKF as follows: 

2

1 1 1| 1

1

1
ˆ( ) ( )

2

n
i

j j j j

i

f x f
n

− − − −

=

=   (30) 

2

| 1

1

1
ˆ( ) ( )

2

n
i

j j j j

i

h x h
n

 −

=

=   (31) 

By substituting (30) and (31) into (28)-(29), the ˆ
kQ  

and ˆkR  is obtained as follows: 

2 2

| 1 | 1

1 1 1

ˆ

1 1 1
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2 2
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k n n

i i
j j j j j j

j i i

R
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k n n
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= = =

=

   
   − − 
      

  
 (32) 

2 2

1| 1 1| 1

1 1 1
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1 1 1
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2 2

k

T
k n n

i i
j j j j j j

j i i

Q

x f x f
k n n

 − − − −

= = =

=

   
   − − 
      

  
 (33) 

Results and Discussion 

The proposed method is evaluated on the non-
maneuvering and maneuvering target tracking. In 
simulations, the total number of Monte Carlo runs is 
100, the initial state of the target 

is  0 0 1 0 0.5
T

x = − , and the corresponding 

covariance is  0 ( 0.1 0.1 0.1 0.1 )P diag=  the process 

noise covariance is 

 ( 0.001 0.001 0.001 0.001 )kQ diag= , and the 

covariance of measurement noise is  ( 1 1 )kR diag=
.
 

Non-Maneuvering Target 

For a non-maneuvering target, its course and velocity, 

both of which are assumed to remain constant 

throughout the observation duration. In Non-

maneuvering target, the target moves with velocity 

(1m/s, -0.5m/s) starting from the (0m, 0m). T sampling 

period is T=0.26, The proposed method is compared with 

that of other methods under different conditional. 

Scenario 1: Performance with known statistics noise 

First, the proposed method is evaluated under effect 

of a noise with known statistics and the performance of 

it is compared with EKF and UKF.  

Fig. 1 shows results by EKF, UKF and the proposed 

method, and Fig. 2 shows the tracking performances of 

the methods on X and Y. Obviously, the tracking 

performance of the proposed method is better than that 

of EKF and UKF. Fig. 1 depicts that EKF and UKF lose the 

target overtime, and the error of estimation increased 

mainly. 

 
Fig. 1: Results of trajectory. 

 

 

 

Fig. 2: True states and estimated states values. 

 

Moreover, although EKF and UKF keep the tracking, 

the error of estimation is large and non-convergent. 

However, the proposed method follows the target with 

small estimation error.  

Then, in order to more evaluate, the root-mean 

square error (RMSE) is calculated.  

The RMSE of position and velocity for N times 

simulation is as: 

2 2

1

1
ˆ ˆ( ) (( ) ( ) )

N
i i i i

pos k k k k

i

RMSE k x x y y
N

=

= − + −          (34)
 

where N is the total number of Monte Carlo simulation, 

k is the k-th discrete 

time point of the total simulation time, ( , )t tx y  and 

ˆ ˆ( , )t tx y  are the true and estimated positions. Similarly, 

to the RMSE of position, the formulation of RMSE of 

velocity is as follows:
 

2 2

1

1 ˆ ˆ( ) (( ) ( ) )

N
i i i i

vel k k k k

i

RMSE k x x y y
N

=

= − + −           (35)
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where ( , )t tx y  and ˆ ˆ( , )t tx y  are the true and estimated 

velocities. 

 

 

Fig. 3: RMSE over time with known noise statistics. 

 

 

 

Fig. 4: RMSE of algorithms with known noise statistics. 

The RMSE of estimations over time is shown in Fig. 3. 

Fig. 3 clearly shows that the RMSE of the proposed 

algorithm are smaller than that of other methods. To 

further quantify the performance of the methods, the 

mean and variance of the RMSE algorithms are 

investigated in Fig. 4. It can be seen that the RMSE in 

target tracking based on the proposed method is lower 

than that of EKF and UKF.  

Scenario 2: Performance with unknown statistics noise 

In this subsection, to illustrate the further benefits of 

the proposed method, it is assumed that statistics noises 

are unknown. Assume the initial values of the noise 

statistics are  ( 0.001 0.001 0.001 0.001 )kQ diag=  

and  ( 0.1 0.1 )kR diag= , which are different from the 

true noise covariances. The comparison of methods is 

shown in Figs. 5-7. The tracking results by EKF, UKF and 

the proposed method are shown if Fig. 5 and the 

tracking performances of the methods on X and Y is 

depicted in Fig. 6. The RMSE of estimation is shown in 

Fig. 7. It can be observed that the performance of 

proposed method is almost close to the previous case, 

while the performance of EKF and UKF is worse than the 

performance of EKF and UKF in the previous case. The 

better performance of the proposed method is because 

that it can estimate the covariance of noises, whereas 

the other methods depend on the fixed prior knowledge 

about the process noises.  

 

 

Fig. 5: Results of trajectory.  

 
Fig. 6: True states and estimated states values. 
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Fig.7: RMSE over time with unknown noise statistics. 
 

Maneuvring Target 

The performance of the proposed method is 

evaluated for tracking of the maneuver target. In 

maneuvring target, the target moves at an even 

acceleration and the target motion state will varies, 

which has to account for the variation of acceleration. In 

simulations, it is assumed that the target is (0, 0) and the 

sampling period is T=0.26.  

For 100 s, the target starts to make a turn rate of 5°/s. 

Then it turns for 200s with -8 °/s.  

 

 
 

Fig. 8: Results of trajectory.  

 

 
Fig. 9: True states and estimated states values. 

 

 

 
Fig. 10: RMSE of over time with known noise statistics. 

 

Scenario 1: Performance with known statistics noise 

In this scenario, first, the performance of the 

proposed method under the influence of a noise with 

known statistics is evaluated and compared with 

performance of UKF and EKF. The estimated trajectories 

of methods are shown in Fig. 8 and the tracking results 

by various methods on Y and X are shown in Fig. 9. It 

observed that tracking accuracy of the proposed method 

is better than that of EKF and UKF and converges faster. 

In fact, the estimate value of proposed method is the 

closest with the true value. The EKF and UKF lose the 

target and the error of tracking mainly increases. 
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However, the proposed method traces the target in the 

whole scenario with small error of estimation. The RMSE 

of methods are respectively shown in Figs. 10-11. 

Obviously, the result indicated that the proposed 

algorithm has better performance in accuracy of 

estimation compared to EKF and UKF.  

 

 

Fig. 11: RMSE of with known noise statistics. 

 
Fig. 12: Results of trajectory.  

Scenario 2: Performance with unknown statistics noise 

In this sub scenario, the robustness and adaptively of 

the proposed method is tested when statistics noises are 

considered wrongly. Figs. 12-14 show the results. Similar 

to Non-maneuvering case, it observes that the 

performance of other methods is worse than the 

performance of them in the previous case, while the 

performance of proposed algorithm is almost similar to 

that of the previous case. The RMSE of the position and 

velocity of the proposed method, UKF and the EKF are 

shown in Fig. 14.  

The proposed method shows the best performance 

and the range of error is even lower than the UKF and 

EKF for the RMSE in velocity and position.  

The proposed method with noise statistic estimator 

has very well performance in the complicated 

conditions, which shows a good adaptability and 

robustness. 

 

 

Fig. 13: True states and estimated states values. 

 

 

Fig. 14: RMSE of over time with unknown noise statistics. 
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Table 1 shows the RMSE algorithms. From Table 1, It 

can be seen that the performance of the proposed 

method is superior to other methods. 

 
Table 1: Performance of algorithms 

 

Helicopter Tracking 

For further investigation, the proposed method in 

tracking the purpose of video sequences is examined.  

 

 
Frame 232 

 
Frame 499 

 
Fig. 15: Tracking by the proposed method. 

 
Frame 232 

 
Frame 499 

 
Fig. 16: Tracking by UKF. 

 

  
Frame 232 

 
Frame 499 

 
Fig. 17: Tracking by EKF. 

 

The results are shown can be seen in Figs. 15-17. The 

Statistics 
noise 

Method RMSE of 
Position 

RMSE of velocity 

Unknown 

Proposed 
Method 

0.38 0.02 

CKF 1.6 0.05 

UKF 1.71 0.06 

EKF 2.56 0.13 

know 

Proposed 
Method 

0.27 0.015 

CKF 0.45 0.21 

UKF 0.52 0.025 

EKF 1 0.045 
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results show the superior performance of proposed 

method. From the video in Figs. 15-16, it was observed 

that EKF and UKF can initially successfully track the 

target. However, when the helicopter moves in front of 

the leaves, the trackers miss the target. While in the 

proposed method, the target is successfully tracked 

during the video. 

Conclusion 

In this paper, the target tracking based on adaptive 

square root cubature Kalman filter is proposed. The 

proposed method does not need to know the statistics of 

noises, while other traditional cubature Kalman filters 

need the noise statistics. Moreover, the proposed 

method has better numerical characteristics and 

guaranteed positive semi-definiteness of error 

covariance matrix.  

Instead of decomposing Cholesky at each step, the 

proposed method updates and propagates square-root 

of the covariance of error. It has a consistently improved 

numerical stability. The effectiveness and feasibility of 

the proposed method is evaluated by the Monte Carlo 

simulations in different scenarios.  

The RMSE of the position and velocity have been 

evaluated using the UKF, EKF, and proposed method. It 

has been observed that the RMSE of position and 

velocity are less in the proposed method compared to 

the EKF and the UKF.  

The results imply the superiority of the proposed 

method compared to the EKF and the UKF. The proposed 

method provides better performance in tracking 

accuracy than other methods. 
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Process noise 

tQ
 

Process noise covariance 

rF  Transition matrix corresponding to 
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 Measurement at kth instant 

k  
Measurement noise 

tR  Measurement noise covariance 

xP
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n Process dimension 
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Initial covariance 
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T  Sampling interval 

(3)
t  
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( , )x P  Guassian prior density of x 
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 Nonlinear function 
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State dimension 
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Cubature point 

T
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The ith column vector of 
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|
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k kx
 

The updated state 

N Total number of Monte Carlo 
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G  Input matrix 

| 1
ˆ

k kx −  
Predicted mean 

kK
 

Kalman gain 

ˆ ˆ( , )t tx y  Estimated positions 

posRMSE
 

RMSE of position 

velRMSE
 

RMSE of velocity 
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 Background and Objectives: The increasing requirement of different voltage 
and power levels in various power electronics applications, especially based 
on renewable energy, is escalating the growth of the different DC-DC 
converter topologies. Besides single-input single-output (SISO), multi-input 
multi-output (MIMO) type topologies become famous. So, in this paper, a 
Single-Ended Primary Inductance Converter (SEPIC), Cuk and Canonical 
Switch Cell (CSC) based single-input multi-output (SIMO) boost converter is 
proposed with a maximum power point tracking (MPPT) controller. 
Methods: The Design of the three different DC-DC converter-based SIMO 
topology has been developed and thereafter the operation of the proposed 
converter is verified with Solar Photovoltaic (SPV), connected as an input to 
the converter. To extract maximum power from the SPV and MPPT controller 
is also developed. Finally, the converter's transfer function is developed using 
small-signal analysis and the system's stability is analyzed with and without 
compensation. 
Results: A MATLAB simulation has been done to verify the theoretical 
analysis. Successful extraction of the maximum power from the SPV panel 
(65W, Vmpp 18.2V, Impp = 3.55A) with Particle Swarm Optimization (PSO) is 
verified. SEPIC and Cuk-based DC-DC converter can successfully operate in 
boost mode with a gain of 2.66. A significant reduction in the Cuk converter 
capacitor voltage ripple is also established. 
Conclusion: So, this paper represents an SPV-fed SIMO boost converter 
based on SEPIC Cuk CSC topology. In addition to that, a PSO-based MPPT 
controller is also introduced for maximum power extraction. Verification of 
the theoretical analysis with simulation results is also described. 
 

©2022 JECEI. All rights reserved. 
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Introduction 

To meet the growing power demand without any 

environmental issues, renewable energy sources are the 

most eligible option in the recent era. Continuous 

decrement of the Solar Photo Voltaic (SPV) cost makes 

itself more valuable for future research and 

implementation [1]. Besides that, the SPV system has the 

advantages of the absence of rotating parts, minimum 

maintenance, and almost zero environmental loss [2]. 

The power characteristics of the renewable energy 
source are nonlinear because of the dependency on 
solar irradiance, ambient temperature. The typical P-V 
and V-I characteristics of any solar photo-voltaic cell are 
shown in Fig. 1. There exists one operating point where 
they generate maximum power. To take full advantage 
of available energy resource and achieve maximum 
utilization efficiency, maximum power point tracking 
(MPPT) control techniques that extract maximum power 
from the renewable source is essential. 
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Fig. 1: Typical P-V and V-I characteristics of SPV cell [3]. 

 
Several researchers prescribed different MPPT 

methods for extracting maximum power [3]-[6]. Based 

on the involvement of several control variables, types of 

control strategies, nature of the available circuitry, and 

cost of applications are the main factors to select the 

MPPT algorithm. The PSO-based MPPT control method is 

one of the most effective techniques which can 

accurately track the maximum power point under 

variable ambient conditions. A swarm intelligence-based 

algorithm PSO is used to operate by finding the global 

optimal solution [7], [8]. The primary reason behind the 

popularity of this algorithm is the presence of very few 

numbers adjustable parameters. 

The evolution of developing DC-DC converter has 

been constant over the past year. The requirement of 

different voltage and power levels across the power 

electronics devices in different applications enhances the 

growth of the development of the DC-DC converter. So 

not only the single quadrant converter, multi-level [9]-

[11] and multi quadrant converter [12] has become 

famous day by day for their new control strategy and 

topologies, which cause the efficiency improvement and 

the reduction of size. In this paper [9], the advantage 

and disadvantages of several types of multi-output 

converter were described. It has been observed that the 

efficiency of the system is reduced if multiple active 

switches are used with high-frequency switching.   Single 

input multiple output (SIMO) converter is one of the 

well-known multi-port converters used for such 

applications. i.e. Hybrid/ Electric Vehicles (EHV), 

microelectronics, lighting, telecommunication, channel 

multiplexing, and digital communication [13], [14], etc. 

This topology consists of a single inductor, responsible 

for controlling the current and voltage of different 

output ports. So, sometimes this topology is named 

“Single Inductor Multiple Output” (SIMO). Increased 

efficiency with reduced cost can be achieved in the SIMO 

converter as less number component is used. 

In this paper, a SEPIC Cuk CSC combination converter-

based SIMO converter, connected with an SPV, is 

proposed. A single switch is shared by all of these 

converters which provides simplification in control. A 

Particle Swarm Optimization (PSO) based MPPT control 

is implemented to extract maximum power from the 

SPV. In the proposed converter SEPIC converter provide 

positive voltage output. Besides this Cuk and CSC 

converter produced a negative output voltage. A 

simulation model is developed in MATLAB/Simulink 

software and the verification of PSO –MPPT based SIMO 

converter output is verified. So, implementation of the 

MPPT, simultaneous regulated bipolar voltage 

generation and minimum switching loss are the major 

advantages of the proposed converter.  

The rest of the paper is organized as follows: the next 

section is named as a proposed converter which explains 

the construction of the proposed topology. The next 

section is named as an operational principle where the 

operation of the PSO-based MPPT controller and the 

different DC-DC converter is explained. In the next 

section, named as a design consideration, the selection 

of the inductor and capacitor is discussed. After that, the 

stability analysis and the effect of the controller in the 

proposed system are discussed. In the next section 

details of the simulation results are discussed along with 

the comparison of the proposed topology with other 

SIMO converters. Finally, the last section contains the 

conclusion of the proposed study. 

Proposed Topology 

In [15], [16], basic topologies of the non-isolated 

converter are introduced for solar PV application. 

Besides the conventional topologies, a combination of 

these converters can sometimes be found advantageous 

in many applications as given in [17]-[20]. 
A comparative study of different MPPT techniques for 

a basic converter with their performance analysis is also 

described in [4]. PSO-based MPPT algorithm is preferred 

over conventional techniques like perturb and observe 

(P and O) and incremental conductance (IC). In this 

paper, a SEPIC-Cuk-CSC combinational SIMO converter is 

proposed in Fig. 2, where a PSO-based MPPT technique 

is applied to extract maximum solar PV power. 
 

 
 

Fig. 2: Proposed SEPIC-Cuk-CSC Converter. 
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Operating Principal 

A.  PSO –MPPT Algorithm 

Particle Swarm Optimization (PSO) is a population-

based intelligence optimization technique, inspired by 

the foraging behaviour of a flock of birds and fish 

schooling in search of food. In PSO algorithm individual 

birds are referred to as individual flying particle that has 

their fitness value. Each particle’s movement, in terms of 

direction and distance, ncy as calculated by the objective 

function and the velocity of the individual particle. 

Exchange of information between the particles 

happened based on their search process. best bestP  and G

are the best position of the individual particle and the 

best position of all the particle, comparing all the bestP  , 

respectively. All the swarm updates their direction and 

velocity to move towards the best position. So, 

convergence can be achieved [21]-[23]. The standard 

PSO algorithm can be represented by 

( ) ( )( ) ( )( )i i 1 1 best i 2 2 best iv (k+1)=wv k +c r P -x k +c r G -x k   (1)                         

bestP ikx=               (2) 

( ) ( )best,iPikf x f              (3) 

( 1) ( ) ( 1)i i ix k x k v k+ = + +                 (4) 

where, 1,2.....i N= . i iv  and x are the velocity and the 

position of the particle i , the number of iteration 

denoted by k, w represents the inertia weight. 1 2r  and r

are the uniformly distributed random variable within [0 

and 1]. Cognitive and social coefficients are denoted by 

1 2c  and c . best bestP  and G represent the individual best 

position of the ith particle and the swarm best position of 

all the particle. If (5) is satisfied then the value of the 

bestP can be updated by (6). 

( ) ( )best,iPikf x f                      (5)

bestP ikx=                       (6)  

where, f  represents the objective function that should 

be maximized. 

In Fig. 3, PSO-based MPPT topology is described. As 

given in the flowchart at the beginning particle swarm 

position and fitness value evaluation function are defined 

as the duty cycle and the generated output power 

respectively. A random initialization, within a uniform 

distribution, is made for the position and the velocity of 

each particle.  

After that the fitness value of the particle is calculated, 

it is updated compared with the previous value. 

best bestP  and G of each particle are also updated against 

the previous values. Thereafter particle velocities and 

positions are updated accordingly. 

 

Fig. 3: PSO-based MPPT algorithm flowchart. 
 

With the new values i iv  and x , the convergence 

criteria are checked, which are either optimal solution 

localization or reaching the maximum number of 

iterations. Depending upon the weather condition and 

the load value, the fitness function becomes variable. So, 

the PSO must be reinitialized to search for a new MPP as 

the output of the PV module changes. 

B.  Single Input Multiple Output (SIMO Converter) 

In this section, an interesting combination of SEPIC 

Cuk CSC combination converter topology is introduced. 

The ability to produce both positive and negative voltage 

simultaneously makes this converter topology suitable 

for renewable energy-based dc bipolar network 

applications. As given in Fig. 2 the CSC converter and Cuk 

converter produce a negative voltage whereas the SEPIC 

converter produces a positive voltage at the load output 

terminal. 

C.  SEPIC Converter 

The Single-Ended Primary Inductance Converter or 

SEPIC converter is a modification of a non-isolated DC-

DC converter. Some of the features, which makes this 

converter suitable for the PV application, are given by 

[24], [25] non-inverted output, the input inductor 

provides a low input ripple and noise, multiple inductors 

can be a couple in the same core, galvanic isolation can 

be easily obtained by replacing one of the inductors by a 

high-frequency transformer. The conventional SEPIC 

converter is shown in Fig. 4 where Vg is termed as an 
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input dc voltage source. A MOSFET can be used as switch 

S, which is having a duty cycle of D. 

 

 
 

Fig. 4: SEPIC Converter topology. 

 
In continuous conduction mode, the SEPIC converter 

operates in two different modes shown in Fig. 5a and 

Fig. 5b. In mode (a) when the switch S is turned on 

(duration is given by 0 t DT  , Where T represents 

the time period of the gate pulse), both the inductor 

current ( L1 L2I  and I ) is increasing because of charging 

and no energy is transferred to the load as D became 

reversed biased. In mode (b), when the switch S is 

turned off (duration given by DT t T  ), the D 

becomes forward biased and the energy is transferred to 

the load as both the inductor ( L1 L2I  and I ) are now 

discharging. 
 

 
 

Fig. 5: Operation of SEPIC converter. (a) When S is turned on. 
(b) When S is turned off. 

 

The volt-second balance across the inductor 

1 2L  and L  given by 

( )( )g g C1 D OV DT + V - V  - V  - V 1- D T = 0   (7) 

( )( )C1 O DV DT + - V  - V 1- D T = 0    (8) 

where VD represents the voltage drop across the diode. 

The output of the SEPIC converter is represented as 

( )
g

O

DV
V =

1 - D
     (9) 

The value  1 1 2L ,C  and L of the SEPIC converter can be 

calculated by [26] 

g

1

L1 s

V D
L =

ΔI .f
     (10) 

g

2

L2 s

V D
L =

ΔI .f
     (11) 

O

1

L O s

V D
C =

R ΔV f
                           (12) 

D.  Cuk Converter 

Cuk converter is a cascaded combination of the basic 

boost converter and buck converter with a coupling 

capacitor as described in [27]. The basic structure of the 

Cuk converter is given in Fig. 6. Energy is transferred 

from the input side to the output side through the 

coupling capacitor. 

 

 
Fig. 6: Basic Cuk Converter Circuit. 

 

 
 

Fig. 7: Operation of Cuk Converter, (a) when S is turned on. (b) 
when S is turned off. 

 
The features of the Cuk converter are stated as input 

and output current is continuous, low switching losses 

and higher efficiency, have low noise generation and low 

electromagnetic interference. As it is a combination of 

buck-boost dc-dc converter, it can able to deliver output 

voltage both greater and less than the input voltage. The 

operation of the Cuk converter can be divided into two 

modes (a) and (b) as shown in Fig. 7a and Fig. 7b 

respectively. 

Mode (a) begins when the switch S is turned on 

(duration is given by 0 t DT  ). At this mode current 

through the inductor 1L  increase as it is getting charged 

by the input voltage. On the other side 1C is discharging 

through the output capacitor 2C  and the inductor 2L  by 
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making diode D reverse biased. On the other mode (b) 

begins when switch S is turned off (duration is given by

DT t T  ). In this mode diode, D became short-

circuited which help the capacitor 1C to get charged by 

the supplied voltage, and the inductor 2L  transfer the 

energy to the load by getting discharged. So, the 

coupling capacitor 1C is transferring the energy from 

source to load by charging and discharging. The load 

voltage became negative as in both the mode the 

current flowing through the load is opposite in direction. 

Applying volt-second balance across the inductor 1L , 

( )( )g g C1V DT + V  - V 1 - D T=0    (13) 

( )
C1V

1

gV

D
=

−
     (14) 

Applying volt-second balance across the inductor 2L  

( ) ( )O C1 OV + V DT + V 1 - D T=0    (15) 

( )
g

O

DV
V = - 

1 - D
     (16) 

Equation (16) represents the output of the Cuk 

converter. Applying the power balance, the value of the 

current L1I given as 

( )

2
g

L1 2

L

VD
I =

R1 - D
     (17) 

Voltage ripple across the capacitor 1C  is calculated as 

( )

2

g

C1

L 1

D V T
ΔV =

R C 1 - D
    (18) 

E.  Canonical Switch Cell (CSC) Converter 

CSC converter is a modification of a buck-boost 

converter with having fewer no of devices as shown in 

Fig. 8. The operation of the converter is divided into two 

different modes (a) and (b). At mode (a), as the switch S 

is turned on, the input inductor 1L  is getting charged 

from the source Vg. Simultaneously the capacitor 1C  

discharges its stored energy to 1L through the switch S, 

as the diode became reversed bias. 
 

 
 

Fig. 8: CSC converter circuit. 
 

Mode (b) begins when the switch S became turned 
off. Then the diode becomes forward biased and then 

the input inductor 1L  discharges its energy to the output 

capacitor 2C . Besides that, the capacitor 1C is also 

getting charged by the input voltage through diode D, as 
shown in Fig. 9a and Fig. 9b. 
 

 
 

Fig. 9: Operation of CSC converter. (a) When S is turned on. (b) 
when S is turned off. 

 

The expression of the capacitor 1 2C  and C  are 

calculated as [28] 

g

1

C1 L s

V D
C =

ΔV R f
                    (19) 

2C
2

O

L O

I

V
=


                   (20) 

where LR represent the equivalent DC load resistance, 

L represent the angular frequency of the line voltage. 

Designing Consideration 

A.  Design of the inductor (L1) 

The inductor (L1) is one of the primary components of 

this SIMO converter as the amount of energy transfer to 

the different output terminals is controlled by the 

energy stored in the inductor during the switch turned 

on time. The value of the inductor can be calculated 

from (10). It has been observed that the value of the 

inductor is depending on the duty cycle (D), the 

magnitude of the ripple current, and the input voltage. 

Considering the input voltage as a constant value, the 

variation of the inductance for the variation of the ripple 

current value (15% to 20%) and duty cycle (25% to 75%) 

is shown in Fig. 10.   
 

 
 

Fig. 10: Variation of the inductance (L1) depending on the duty 
cycle and the ripple current values (in amps). 

 

A variation of inductance value from 0.5mH to 2.7mH 

can be observed in Fig. 9. Besides that, as the panel 

output voltage is also changed depending on the 
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ambient condition, the variation of the inductance value, 

with an assumption of constant ripple current and the 

variable duty cycle is plotted in Fig. 11. 

 
 

Fig. 11: Variation of the inductance (L1) depending on the duty 
cycle and input voltage (in volt). 

 

From Fig. 9 and Fig. 10, a value of 2.1mH is chosen as 

the value of the inductor L1 after assuming the value of 

the ripple current is around 20%. 

B.  Design of the capacitor (C1) 

Similarly, the value of the capacitor (C1) can also be 

calculated from (18).  

 
 

Fig. 12: Variation of the capacitance (C1) depending on the duty 
cycle and ripple voltage values (in volt). 

 

Initially considering the value of the load resistance 

80Ω, the variation in the capacitance value depending on 

duty cycle (from 25% to 75%) and voltage ripple (.4V to 

.9V) is shown in Fig. 12.  

 
 

Fig. 13: Variation of the capacitance (C1) depending on the duty 
cycle and Load resistance values (in ohm). 

 

Besides, considering a constant ripple voltage of .4V, 

the variation of the capacitance value depending on the 

duty cycle (25% to 75%) and the load resistance (50 to 

100) ohm is shown in Fig 13. So, after analyzing both Fig. 

12 and Fig. 13, a capacitance value of 220µF is chosen as 

capacitance. 

Stability Analysis and effect of Controller 

As the SIMO converter is fed from the SPV supply, the 

primary purpose of the controller is to maintain a 

maximum power extraction from the SPV throughout 

the operation. Fig. 14 shows the block diagram of the 

proposed converter control system. 

 
 

 
 

Fig. 14: Overall block diagram of total system. 
 

A feed-forward controller consisting of an MPPT 

controller and an Input Voltage Controller (IVC) has been 

considered a total control system. After taking inputs 

(VPV and IPV) from the SPV panel, the MPPT controller 

develop a reference voltage *

PVV with the help of the 

PSO algorithm. Then an error signal is generated after 

comparing the reference signal with the SPV output 

voltage. Thereafter this error signal is given as an input 

to the IVC and The signal D1 is developed. An equivalent 

10kHz PWM signal is generated by the PWM generator 

by taking the D1 as an input.  

The transfer function of the proposed converter is 

calculated with the help of small-signal modelling. After 

replacing the different component value the transfer 

function of the proposed converter is given by, 
3 04 2 05 06

3 2 04

-6.845s 2.252 4.33 1.07
TF(s) = 

s + 281.6s +4361s +1.277e

e s e s e− − −
 (21) 

The position of the poles and zeros, as shown in Fig. 
15, depicts that the stability of the system is marginal. 
The stability is further enhanced by shifting the position 
of the pole away from the imaginary axes by inserting a 
PID controller.   
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Fig. 15:  Pole Zero Plot of the system with and without 
controller. 

 
 

Fig. 16:  Bode plot of the system with and without controller. 
 

Similarly, improvement of the gain margin and the 

reduction in the gain cross-over frequency (GCF) is also 

achieved as shown in Fig. 16. Reduction of GCF defines a 

significant reduction of the system noise. 

Further, the improvement of the stability of the 

compensated system can be observed from the nyquist 

plot as shown in Fig. 17. The reduction in the 

encirclement of the point (-1+j0) is observed after 

insertion of the controller. 
 

 
 

Fig. 17:  Nyquist plot of the system with and without controller. 
 

Simulation Results 

To verify the PSO-MPPT based SEPIC-Cuk-CSC 
combinational converter characteristics, a simulation is 
performed in MATLAB as shown in Fig 13 the details of 

the SPV panel and the SIMO converter component 
specification, which is used in this simulation, is given in 
the Table 1. 

Fig.18a shows the PWM gate pulse of 10 kHz 

developed by the PSO-MPPT. The SPV panel output 

voltage and the SPV panel extracted power are shown in 

Fig. 18b and Fig. 18c respectively. A swing of SPV voltage 

around the 18.2V (Vmpp) can be observed, which signifies 

a satisfactory execution of PSO-based MPPT. 
Table 1: Component specification 
 

                 Name Rating 

 
Solar PV 

Panel 

Input Panel Power 65W 

Open circuit Voltage (Voc) 22V 
The voltage at MPP  (Vmpp) 18.2V 
Short Circuit Current (Isc) 5.5A 

Current at MPP (Impp) 3.55A 
Reactance Inductor L1 2.1mH 

Inductor L2 and L3 1.35mH 
Capacitor C1 220μF 
Capacitor C2 470μF 

 Resistance R1-R3 80Ω 
 Switching Frequency 10kHz 

 

 
Fig. 18: (a) PWM output of the PSO-MPPT controller. (b) SPV 

panel output voltage (c) Solar PV panel output Power. 
 

In Fig. 19b and Fig. 19d, the charging current of the 

inductor 1L  and the discharging current of the inductor 

2L  are observed during the switch turn-on time. Besides 

that, the charging and the discharging of the capacitor 

1C are also shown in Fig. 19c.  

Similarly, the charging and discharging of the 

capacitor 2C along with the inductor  3L  of the SEPIC 

converter is shown in Fig. 20.  It has been observed, in 

Fig. 20d, that a ripple of 0.5A is present in the inductor 

current. Different characteristics of the CSC converter 

are shown in Fig. 21. Where Fig. 21a and Fig. 21b 

represented the PWM gate pulse and the current 

characteristics of the inductor 1L . 
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Fig. 19: Cuk converter output (a) PWM Gate pulse of switch S. 
(b) L1 inductor current. (c)The voltage across capacitor C1. (d) 

L2 inductor current. 
 

Charging and discharging of the capacitor 3C  is 

verified in Fig. 21d. The voltage across the capacitor 03C

almost remains constant as it is shown in Fig. 21c. 

Continuous Mode of Conduction (CCM) operation is 

observed in the all of the converter. 
 

 
Fig. 20: SEPIC converter output (a) PWM Gate pulse of switch S. 
(b) L1 inductor current. (c)  The voltage across capacitor C2. (d) 

L3 inductor current. 
 

Three different voltage output with proper polarity is 

shown in Fig. 22. Where SEPIC and Cuk converter 

produces almost 48V and -48V with a gain of 2.6. 

Besides, the CSC converter is developing a voltage of 

around -18V. 

A comparative analysis of the propose SIMO 

converter with some other SIMO converter is shown in 

Table 2. 
 

 
 

Fig. 21: CSC converter output. (a) PWM Gate pulse of switch S. 
(b) L1 inductor current. (c)The voltage across capacitor CO3. (d) 

The voltage across capacitor C3. 
 

 

 

 
Fig. 22: Multiple output voltage of SIMO converter. (a) CSC 

converter output voltage. (b) SEPIC converter output voltage 
(c) Cuk Converter output voltage. 

 

In [29],  the no of active and passive component used 

is much higher than other topologies. Besides that, the 

topology, proposed in [14], experienced a high switching 

loss as hard switching technique is used. MPPT control 

implementation is also not proposed in this topology. 

Though MPPT control was implemented in [30], but only 

two unipolar DC voltage is generated from this 

converter. So, comparing the proposed topology with 

the other proposed converter, the advantages can be 

summarized as (a) Implementation of MPPT, (b) 

Simultaneous generation of both positive and negative 

regulated voltage. (c) Minimum switching loss. 
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Table 2: Comparison with other SIMO topologies 
 

Converter 
reference 

[30]  [29] [14] Proposed 
Topology 

Use of MPPT Yes No No Yes 

No of Output 2 2 3 3 

Output voltage 
polarity 

Only 
positive 

Only 
positive 

Only 
Positive 

Both Positive 
and Negative 

Total No of 
Component 

7 21 9 13 

Inductor 1 1 1 3 
Capacitor 2 8 3 6 

Diode 2 7 0 3 

Active Switch 2 2 5 1 

Switching Loss Medium Medium High Low 

  

Conclusion 

This paper presents a design of the SEPIC-Cuk-CSC 

combination converter used for renewable energy 

applications. A PSO-based MPPT method is applied to 

extract maximum power. According to the simulation 

results, it is observed that the PSO method is successfully 

able to track the MPP in all the conditions. Reduction of 

design cost and loss is achieved by reducing the 

component requirement for developing multiple output 

voltage levels. 
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Abbreviations  

SISO     Single Input Single Output 

SIMO     Single Input Multiple Output 

MIMO     Multiple input multiple Output 

PSO     Particle Swarm Optimization. 

MPPT     Maximum Power Point Tracking 

bestP      Best position of the individual 

Particle 

bestG      Best position among all the particles 

iv      The velocity of the particle 

ix      Position of the particle 
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 Background and Objectives: Stock markets have a key role in the economic 
situation of the countries. Thus one of the major methods of flourishing the 

economy can be getting people to invest their money in the stock market. 
For this purpose, reducing the risk of investment can persuade people to 
trust the market and invest. Hence, Productive tools for predicting the future 
of the stock market have an undeniable effect on investors and traders’ 
profit. 
Methods: In this research, a two-stage method has been introduced to 
predict the next week's index value of the market, and the Tehran Stock 
Exchange Market has been selected as a case study. In the first stage of the 
proposed method, a novel clustering method has been used to divide the 
data points of the training dataset into different groups and in the second 
phase for each cluster’s data, a hybrid regression method (HHO-SVR) has 
been trained to detect the patterns hidden in each group. For unknown 
samples, after determining their cluster, the corresponding trained 
regression model estimates the target value. In the hybrid regression 
method, HHO is hired to select the best feature subset and also to tune the 
parameters of SVR. 
Results: The experimental results show the high accuracy of the proposed 
method in predicting the market index value of the next week. Also, the 
comparisons made with other metaheuristics indicate the superiority of HHO 
over other metaheuristics in solving such a hard and complex optimization 
problem. Using the historical information of the last 20 days, our method has 
achieved 99% accuracy in predicting the market index of the next 7 days 
while PSO, MVO, GSA, IPO, linear regression and fine-tuned SVR has achieved 
67%, 98%, 38%, 4%, 5.6% and 98 % accuracy respectively. 
Conclusion: in this research we have tried to forecast the market index of the 
next 𝑚 (from 1 to 7) days using the historical data of the past 𝑛 (from 10 to 
100) days. The experiments showed that increasing the number of days (𝑛), 
used to create the dataset, will not necessarily improve the performance of 
the method.  
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Introduction 
Stock markets have key roles in the economic situation 
of the countries. In order to keep or increase capital, 
traders are buying and selling different companies' 

shares. Also, the companies can increase their fund by 
selling their shares in the stock market. So, investing in 
the stock market can result in growing the economic 
situation and, as a result of that, expanding the industry 
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section. Accordingly, persuading people to invest their 
money in the stock market is the first step to flourish the 
economy. On the other hand, it is necessary to reduce 
the risk of investment. Since the stock market can be 
affected by several internal and external factors, 
promising investment relies heavily on dependable 
prediction methods.  

Thus, forecasting the stock markets has become one 

of the hot topics among traders and researchers in the 

last years. Numerous researches have been conducted in 

recent years based on the theory of the repetitive nature 

of stock market behavior. In these researches, several 

mathematical methods have been developed to forecast 

the future price of a stock or to forecast the future of a 

stock market index. Due to the nonlinearity, complexity, 

and noisy time-series data of the stock market, 

mathematical approaches are not reliable for prediction. 

but on the other hand, Machine learning methods, such 

as Support Vector Machine (SVM) and Artificial Neural 

Networks (ANN), have proven themselves as powerful 

and reliable forecasting methods. Metaheuristics are 

strong optimization algorithms that have gained much 

attention in the last years. These algorithms have been 

used frequently to solve complex optimization problems 

such as [1]-[6].  

Many real-world problems in machine learning and 

artificial intelligence are hard to be tackled using 

conventional mathematical approaches such as 

conjugate gradient, sequential quadratic programming, 

fast steepest, and quasi-Newton methods [7], [8] due to 

the continuous, discrete, constrained, or unconstrained 

nature.  

Thus these methods are not efficient in solving many 

large-scale real-world multimodal, non-continuous, and 

non-differentiable problems. Accordingly, metaheuristic 

algorithms have been invented and utilized to tackle 

these kinds of problems.  

These algorithms have become very popular among 

researchers because of their simplicity, effectiveness, 

and ease of implementation process.  

In this research, a two-stage prediction method is 

introduced to forecast the future of the Tehran Stock 

Exchange market index value.  

In the first stage, a novel automatic clustering 

algorithm, called APSO-Clustering, is utilized to extract 

different clusters of the data points and in the second 

stage a hybrid regression method, combination of Harris 

Hawks Optimization algorithm (HHO) and Support Vector 

Regression (SVR), is used for each cluster’s data points to 

detect the hidden patterns of them. Numerous 

experiments have been conducted to evaluate the 

efficiency of the method in predicting the stock market 

index value in the next 𝑚 (1 to 7) days using the 

historical information of the past 𝑛 (10 to 100) days and 

technical indicators.  

The results of the experiments showed the 

effectiveness and high potential of the proposed method 

in forecasting the future. The main contributions of our 

work are:  

1. Using a novel automatic clustering algorithm to 

divide the dataset in to smaller clusters of data 

to improve the performance of the model. 

2. Using Harris Hawks optimization algorithm to 

tune the parameters of SVR and feature 

selection simultaneously. 

3. Investigating the impact of historical 

information on the performance of the model.  

4. Predicting the market index value for the next 

seven days.  

There are two important issues should be mentioned 

as the research limitations. First, the dollar exchange 

rate has impact on the market but it is neglected in this 

research due to the lack of a structured dataset 

containing the daily price of dollar.  

Second, some important economical indexes, such as 

inflation rate, have intense effect on the market index, 

but unfortunately, there is no structured and useful 

dataset containing these kinds of information for each 

working day. The paper is organized in the following 

manner:  

• Background: a complete review on related works 

• Data preparation: the procedure of preparing 

training data. 

• Proposed method: a complete explanation about the 

prediction method. 

•  Experimental results. 

• Conclusion.  

Background 

In 2016 Usmani et al. studied the performance of 

different machine learning techniques on predicting the 

market performance of the Karachi Stock Exchange (KSE) 

[9]. They have trained the classifiers on a dataset 

containing different attributes such as gold and oil rates, 

political news, historical data of the market, etc. for a 

binary classification problem (positive or negative 

market index).  

Their results indicate that machine learning 

techniques have a great capability in predicting the stock 

market. On the other hand, investigating the effect of 

different factors on the stock market, they proved that 

Petrol price is the most related factor while the foreign 
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exchange rate does not affect the performance of the 

stock market.   

In 2017 Pyo et al. have investigated the predictability 

of machine learning techniques to predict the trends of 

the Korean stock market index (KOSPI 200) [10]. They 

have analyzed the performance of three nonparametric 

machine learning models: artificial neural network, 

support vector machine with polynomial, and radial basis 

function kernels. Their experiments revealed that the 

prediction of the KOSPI 200 using technical indicators (as 

inputs of the machine learning models) does not result in 

a good performance for market investments. On the 

other hand, they show that the google trend is not a 

suitable input factor in predicting the KOSPI 200 index 

prices.  

In 2018 Senapati and his colleagues presented a 

hybrid method called, PSO-ANN, to predict the open 

price of a stock for 1 day ahead [11]. In this method, PSO 

is utilized to tune the weights of the Adaline neural 

network.  

The time-series data of the Bombay stock market is 

used to evaluate the performance of the proposed 

method.  

According to the reported results, PSO-ANN has 

shown better performance than ANN which indicates the 

efficiency of PSO in training ANN. 

In 2018 Hu et al. introduced a method based on an 

improved sine cosine optimization algorithm (ISCA) and 

backpropagation neural network (BPNN) to predict the 

direction of stock markets (ISCA-BPNN) [12]. They have 

used ISCA to find the best possible values of the weights 

and biases of the neural network for maximum accuracy. 

In fact, ISCA is utilized to train the BPNN to predict the 

opening price of the next day with maximum accuracy. 

Evaluating the performance of the proposed method on 

“S&P 500” and “Dow Jones” datasets, they have 

demonstrated the superiority of the ISCA over GWO, 

WOA, and PSO. 

In 2019 a new approach based on deep neural 

networks is introduced by Pang and his teammates [13]. 

In this project, two types of deep learning methods are 

used to forecast the Shanghai A-shares composite index:    

1- LSTM with embedded hidden layer. 2- LSTM with 

automatic encoder.  

Furthermore, in this research, a new concept, called 

“Stock Vector” is introduced. In fact, the input is not a 

single index or a single stock index, but multi-high 

dimensional historical data. 

Gozalpour and Teshnehlab have proposed a stock 

price prediction method using deep neural networks in 

2019 [14]. In their method dimensional reduction 

algorithms (PCA and autoencoder) are used to map the 

data points into a new feature space.  

Besides, their method is designed to predict the close 

price of the next day using the stock price information 

(open price, lowest price, highest price and volume 

transaction) of the past 30 days. The method is tested on 

three NASDAQ symbols.  

Ghanbari and Arian have introduced a hybrid 

regression method, briefly called BOA-SVR, in 2019 [15]. 

In this method BOA is used for parameter tuning of SVR. 

Also, phase space reconstruction method is used for 

data preparation.  

In 2020 Vijh et al. have used ANN and Random Forest 

for the prediction of the close price [16]. The methods 

are trained using 6 new features extracted from the 

historical close prices of different stocks including 1- 

stock High minus Low price. 2- stock Close minus Open 

price. 3- Stock price’s seven days’ moving average.  4- 

Stock price’s fourteen days’ moving average. 5- stock 

price’s twenty-one day’s moving average. 6- stock price’s 

standard deviation for the past seven days. After testing 

the methods on different companies of the NASDAQ 

stock market, the results showed the superiority of ANN 

over Random Forest.  

Ecer and his colleagues have introduced a hybrid 

stock index forecasting method in 2020 [17]. In their 

research, they have utilized evolutionary algorithms to 

train MLP to estimate the direction of the Borsa Istanbul 

(BIST) index using 9 technical indicators. Their 

experiments have shown that using 𝑇𝑎𝑛ℎ(𝑥) as the 

output function of MLP results in better accuracy in 

compare to Gaussian function.  

In a research project, conducted by Nabipour and his 

teammates in 2020, the performance of nine machine 

learning methods (Decision tree, Random forest, 

Adaptive Boosting (Adaboost), eXtreme Gradient 

Boosting (XGboost), Support Vector Classifier (SVC), 

Naïve Bayes, K-Nearest Neighbors (KNN), Logistic 

Regression and Artificial Neural Network (ANN)) and two 

powerful deep learning models (Recurrent Neural 

Network (RNN) and Long Short-Term Memory (LSTM)) 

are compared over the stock data of four different 

groups of stocks in Tehran stock exchange market [18]. 

They have used ten technical indicators as input 

variables for the learning models in two ways: 

continuous and binary. Their results showed the 

superiority of deep learning models over conventional 

machine learning models in both cases.  

In a paper published recently, Awan et al. have used 

several machine learning methods for stock price 

prediction including linear regression, generalized linear 

regression, random forest, decision tree, naive Bayes 
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and logistic regression [19]. They have used the historical 

data of the 15 famous companies and also the data in 

news, twitter, blogs and etc. to train the predictive 

models. Based on their experiments, linear regression, 

random forest and decision tree have shown the best 

performance in predicting the close value of the next 

day.  

Kofi and his colleagues have tried to address the 

problem of stock price prediction in a different 

perspective [20]. They have proposed a fusion 

framework, based on convolutional neural network and 

a Long-Short term memory, to create a structured 

dataset by fusion of different heterogeneous datasets. 

To evaluate their framework, they have created a 

dataset of Ghana stock exchange market using different 

type of datasets ad trained a CNN on the created 

dataset. Their prediction accuracy showed that their 

framework has a positive effect on the final accuracy of 

the prediction model. 

Tuarob et al. have proposed an end-to-end 

framework for stock market prediction [21]. Their 

framework, called DAViS, has different capabilities 

including data collection, analyzation and visualization. 

This framework can process the related heterogeneous 

stock data.  

Also, it uses ensemble learning to predict the close 

price of a stock for one day ahead. Their simulation 

results, showed an improvement in the accuracy in 

compare to other baseline methods.  

In [22] Muhammad Ali and his colleagues, have used 

the resilient back-propagation neural network to predict 

the direction movement of the stock market index. They 

have tested their method on KSE-100 index, KOSPI index, 

Nikkei 225 index and SZSE composite index. Comparing 

the results to SVM, showed the superiority of the neural 

network over SVM.  

In most of the researches conducted recently, the 

researchers have used deep learning models to uncover 

the patterns hidden in the train data since the stock 

markets data contain a huge amount of information. 

Actually, analyzing the massive time-series data of the 

stock markets requires powerful learning models. 

Although deep learning models are strong methods that 

can be used to build accurate prediction models, the 

most important issue is the high cost of using these 

methods. In other words, to use deep learning methods, 

a powerful processing machine is needed. Another group 

of researchers has tried hybrid learning methods for this 

purpose.  

Usually, in these methods, a metaheuristic algorithm 

is utilized to train a machine learning algorithm on the 

data, more effectively. Despite the effectiveness of 

hybrid learning methods, massive and high-dimensional 

datasets in addition to the iterative nature of 

metaheuristics result in a time-consuming training phase 

and decreasing the efficiency of the learning method in 

uncovering the hidden patterns of the data. So in this 

research first, the huge and high-dimensional training 

dataset is divided into smaller datasets based on their 

similarity using a novel automatic clustering algorithm.  

In the next step, instead of training a single machine 

learning method on the whole massive data, an 

independent regression method in trained for each 

group of dataset individually.  

Training different regression methods on the smaller 

datasets, containing similar data points, has had a key 

role in the performance of the prediction method. On 

other hand in the second phase, the metaheuristic 

algorithm (HHO) is used to find the best feature subset in 

addition to the parameters of the machine learning 

method (SVR).  

Removing redundant features and using informative 

ones to train the machine learning method, improve the 

final accuracy of the prediction model.  

Briefly, the main difference between our method and 

other methods, is that we have tried to reduce the 

amount of data and dimensions in a heuristic way to 

improve the performance. The experimental results 

show the effect of clustering and feature selection.  

Data Preparation 

In this research, the historical data of the past 𝑛 days 

and four technical indicators including Bollinger bands 

(upper band, the middle band, and the lower band) and 

RSI are used to predict the index of the Tehran stock 

market in the next 𝑚 days. For example, for 𝑛 = 20 and 

𝑚 = 1, the historical data of the past 20 days (close, 

open, high, low and volume) besides four technical 

indicators are used to predict the market index in the 

next day. In this case, the first data point of the dataset 

is a vector with 104 items including the historical 

information of the first 20 working days and the 

corresponding technical indicators.  

The target value is the close value of the 21st day. 

Similarly, the second object of the dataset contains the 

historical data and technical indicators from the second 

to the 21st working day and the target is the stock 

market index value in the 22nd working day. In fact, the 

main goal of this research is to predict the stock market 

index in the next 7 days using a two-stage prediction 

method. In this way, we have investigated the effect of 

window size (𝑛) in the performance of the stock market 

index predicting method. The method is completely 

explained in the next section.  
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Proposed Method 

The proposed method includes two stages: 1- 

clustering. 2- regression. In the first stage, APSO-

Clustering [23]-[25] is utilized to cluster the training 

dataset. This novel automatic clustering algorithm, which 

can detect the number of clusters in addition to the 

centroids, divides the whole training dataset into 

different clusters. In the second stage, for each detected 

cluster a regression method, which is a combination of 

Harris Hawks Optimization algorithm (HHO) and Support 

Vector Regression, is hired to uncover the hidden 

patterns of each cluster.  

In this hybrid regression method, briefly called HHO-

SVR, HHO is utilized for feature selection and parameter 

tuning of SVM. Actually, in the training phase, HHO 

searches the solution space to find the best subset of 

features and the optimal value for the SVM’s parameter. 

To estimate the target value of a test sample, after 

distinguishing its cluster, the corresponding trained 

regression model determines the target value of the test 

sample.  

A.  APSO-CLUSTERING 

APSO-Clustering, designed based on Particle Swarm 

Optimization algorithm, can detect the proper number 

of clusters in addition to the position of centroids. This 

clustering method works in two phases.  

Detecting the number of cluster is the main goal of 

the first phase while, finding the exact position of the 

centroids is the main goal of the second phase. Thus the 

main superiority of APSO-Clustering over traditional 

clustering methods such as K-means and fuzzy C-means 

is its high capability in detecting the number of clusters. 

This capability is more valuable when dealing with big 

datasets. In both phases, PSO-Clustering, a non-

automatic clustering method, is used. In this clustering 

method, Particle Swarm Optimization algorithm is hired 

to find 𝑘 centroids, while 𝑘 should be predetermined by 

the user.  

In fact, 𝑘 is the input of PSO-Clustering. In the first 

phase of APSO-Clustering, PSO-Clustering is run several 

times sequentially with different values of 𝑘 to detect 

the best-fitted number of clusters. Each time, the best 

solution found by PSO is compared with the previously 

found solutions to distinguish the best value of 𝑘. In 

each step of the first phase, the number of population 

and iteration numbers are set to 5 and 150 respectively, 

and also Calinski-Harabasz index is used for fitness 

evaluation. In the second phase, again PSO-Clustering 

finds out the exact position of 𝑘 centroids. In this phase, 

to explore and exploit the search space completely, the 

iteration number is set to 600.  

The pseudo-code of APSO-Clustering is shown in Fig. 

1. In the next sections, HHO and HHO-SVR are described 

respectively. 

 

 
 

Fig. 1:  the pseudo-code of APSO-Clustering [23]. 

 

B.  Harris Hawks Optimization algorithm (HHO) 

This optimization algorithm is invented by the 

inspiration of Harris’ Hawks hunting mechanism. The 

Harris’ Hawk is a well-known bird of prey that survives in 

somewhat steady groups found in the southern half of 

Arizona, USA [26].  

These birds are known as truly cooperative predators 

in the raptor realm. The main tactic of Harris’ Hawks to 

capture prey is “Surprise pounce” which is also known as 

the “seven kills” strategy. In this strategy, several Hawks 

try to cooperatively attack from different directions and 

converge on a detected escaping rabbit at the same 

time. HHO algorithm is created by mimicking the 

behavior of the Harris Hawks in hunting and also the 

behavior of the prey (rabbit) in escaping mechanisms. In 

fact, in this algorithm, the Hawks are the search agents 

and the prey is the optimum solution supposed to be 

found (hunted) by the search agents (Harris Hawks). 

Generally, HHO consists of two phases: 1- exploration. 2- 

exploitation. In each phase, the search agents move in 

the solution space using a specified criterion [27]. 

Exploration phase: In the exploration phase, the 

search agents try to discover different areas of the 

solution space which is also a common strategy among 

the Harris Hawks in nature. This strategy (exploration) is 

modeled in HHO by the following equation:  

𝑋(𝑡 + 1)

=  {
𝑋𝑟𝑎𝑛𝑑(𝑡) −  𝑟1 |𝑋𝑟𝑎𝑛𝑑(𝑡) −  2𝑟2𝑋(𝑡)|                          𝑞 ≥ 0.5

(𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋𝑚(𝑡)) − 𝑟3(𝐿𝐵 +  𝑟4(𝑈𝐵 − 𝐿𝐵))   𝑞 < 0.5
 

(1) 

Stage 1:

Inputs: number of sequences, length of sequence, number of population

For i=1 to number of sequences do:

1.k =  Generate a random integer  number  

2. beginning population =  Generate a random population

3.Current state.fitness =  inf

4. Current state.k=Ø 

for  j=1 to length of sequence do:

if (j==1) do:

current state.k=k

end

best fitness =  PSO-Clustering(k , beginning population)

if best fitness <  current state.fitness

current state.fitness=best fitness

curent state.k=k

end

k =  current state.k ± ɛ 

end

Bestk[i] =  current state.k

End

Output: find the best solution which has the best fitness amount, its corresponding k and 

corresponding beginning population

Stage 2:

Final output =  PSO-Clustering(best k, beginning population)
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According to (1), the search agents explore the 

solution space using two strategies:  

1- Perching based on the position of the search agents 

and the position of the rabbit (best search agent) for the 

condition of 𝑞 < 0.5.  

2- Perching on random locations inside a specified range 

for the condition of 𝑞 ≥ 0.5. 

In this equation, 𝑋(𝑡 + 1) indicates the location of 

the search agents in the next iteration, 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) is the 

position of the best solution found from the beginning of 

the optimization process, 𝑋(𝑡) is the current position of 

the search agents, 𝑟1, 𝑟2, 𝑟3, 𝑟4 and 𝑞 are random 

numbers inside (0.1), 𝐿𝐵 and 𝑈𝐵 are lower and upper 

bounds of the variables, 𝑋𝑟𝑎𝑛𝑑(𝑡) is a randomly selected 

search agent and 𝑋𝑚(𝑡) is the average position of the 

search agents. 

Exploitation phase: In the exploitation phase, the 

Hawks perform the “surprise pounce” strategy to catch 

the rabbit. On the other hand, the rabbit also tries to 

escape from the dangerous situation. Thus based on the 

probability of escaping, which is defined by a random 

number (𝑟) and the energy of the rabbit, shown in (2), 

four strategies are defined for the exploitation phase.  

𝐸 = 2𝐸0(1 −
𝑡

𝑇
) 

(2) 

Soft besiege: If 𝑟 ≥ 0.5 and |𝐸| ≥ 0.5 the rabbit has 

enough energy to escape.  

The following equations show the movement of 

search agents in this situation:  

𝑋(𝑡 + 1) =  ∆𝑋(𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋(𝑡)| (3) 

∆𝑋(𝑡) = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋(𝑡) (4) 

In these equations, ∆𝑋(𝑡) presents the difference 

between the position of the rabbit and the current 

position. 𝑟5 is a random number and 𝐽 = 2(1 − 𝑟5) is the 

random jump strength of the rabbit in the escaping 

procedure.  

Hard besiege: In this situation (𝑟 ≥ 0.5 , |𝐸| < 0.5) 

the rabbit is so exhausted and it has low escaping 

energy. Hence the position of the search agents is 

updated through the following equation:  

𝑋(𝑡 + 1) =  𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|∆𝑋(𝑡)|   (5) 

Soft besiege with progressive rapid dives: In this case, 

the prey has enough energy to escape (|𝐸| > 0.5)  but a 

soft besiege in constructed by the Hawks (𝑟 < 0.5). In 

this situation to simulate the real zigzag deceptive 

movements of the prey (especially rabbits) and rapid 

dives of Hawks around the escaping prey, the Levy Flight 

concept [28], [29] is utilized in the HHO algorithm. Based 

on this strategy the position of the search agents is 

updated using the following equations:  

𝑋(𝑡 + 1)

= {
𝑌 =  𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋(𝑡)| 𝑖𝑓 𝐹(𝑌) < 𝐹(𝑋(𝑡))

𝑍 = 𝑌 + 𝑆 × 𝐿𝐹(𝐷)                                       𝑖𝑓 𝐹(𝑍) < 𝐹(𝑋(𝑡))
  

(6) 

According to this equation, it is supposed that the 

Hawks can evaluate their next possible move and then 

decide to choose the better one. In other words, in each 

iteration, the better position (𝑌 or 𝑍) is selected as the 

next position of the search agent.  

In this equation, 𝐷 is the dimension of the problem, 𝑆 

is a random vector by size 1 × 𝐷 and 𝐿𝐹 is the Levy 

Flight function.  

Hard besiege with progressive rapid dives: When 

|𝐸| < 0.5 and 𝑟 < 0.5 the prey is exhausted and also a 

hard besiege is constructed by the Hawks. The following 

equations indicate how search agents update their 

position in this circumstance:  

𝑋(𝑡 + 1)

= {
𝑌 = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋𝑚(𝑡)|𝑖𝑓 𝐹(𝑌) < 𝐹(𝑋(𝑡))

𝑍 = 𝑌 + 𝑆 × 𝐿𝐹(𝐷)                                    𝑖𝑓 𝐹(𝑍) < 𝐹(𝑋(𝑡))
 

(7) 

The pseudocode of HHO is shown in Fig. 2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

Fig. 2:  the pseudocode of HHO [27]. 
 

C.  HHO-SVR 

Support vector regression (SVR) is the developed 

version of the support vector machine classifier (SVM) 

which is suitable for the regression problems [30], [31]. 

Considering the smallest risk minimization principle in 

high-dimensional feature space, this well-known 

regression method finds the best regression hyperplane. 

This non-linear method maps the data points from 

Inputs: The population size N and maximum number of

iterations T

Outputs: The location of rabbit and its fitness value

Initialize the random population Xi(i = 1, 2, . . . , N)

while (stopping condition is not met) do

Calculate the fitness values of hawks

Set Xrabbit as the location of rabbit (best location)

for (each hawk (Xi)) do

Update the initial energy E0 and jump strength J

Update the E using Eq. (2)

if (|E|  1) then 

Update the location vector using Eq. (1)

if (|E|< 1) then

if (r  0.5 and |E|  0.5 ) then

Update the location vector using Eq. (4)

else if (r  0.5 and |E|< 0.5 ) then

Update the location vector using Eq. (6)

else if (r < 0.5 and |E|  0.5 ) then

Update the location vector using Eq. (7)

else if (r < 0.5 and |E|< 0.5 ) then 

Update the location vector using Eq. (9)

Return Xrabbit
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vector space to high-dimensional feature space using a 

kernel function to facilitate the process of distinguishing 

different objects [32]. Several kernel functions have 

been introduced up to now. The Gaussian function is one 

of the most popular functions which has been used 

frequently in different researches [33], [34]. This 

function maps the data points into feature space using 

the following equation:  

𝐾(𝑥𝑖 . 𝑥𝑗) = 𝑒𝑥𝑝 (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2

) (8) 

The amount of 𝛾 (Gaussian kernel’s parameter. See 

(10)) has a significant effect on the performance of SVR. 

In Support Vector Regression machine, the user should 

select a kernel function and set the kernel parameter in 

order to achieve better generalization performance.  

One of the most important parameters is the kernel 

parameter which implicitly defines the structure of the 

high dimensional feature space where the maximal 

margin hyperplane is found.  

Too rich a feature space would cause the system to 

overfit the data.  

The Gaussian kernel function is the most common 

used kernel function. Therefore, its parameter, 𝛾, needs 

to be determined before the SVR is trained. It has been 

proved that 𝛾, in Gaussian kernel function, dramatically 

affects the generalization performance of SVR. When 𝛾 is 

very small, all the training data will be regarded as 

support vector, and therefore they can be classified 

correctly.  

However, for any unseen data, the SVM may not give 

right distinction due to “over-fitting” training. On the 

other hand, when 𝛾 is very large, all the training data are 

regarded as one point in feature space, the SVM cannot 

recognize any unseen data due to “under-fitting” 

training. Obviously, these two extreme situations should 

be avoided. Deeper analysis on this important topic is 

provided in [35], [36].  

So finding the optimal value of 𝛾 is an important task 

that is done by HHO in this research. In other words, 

removing redundant features and building a regression 

model based on informative features usually results in 

better prediction performance.  

So HHO should search the solution space to find the 

best feature subset and the best value of 𝛾 

simultaneosly. Thus, each search agent contains 𝑓 cells 

for feature selection (𝑓 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠), which 

are encoded binary (1 for selecting the feature and 0 for 

removing the feature), and one cell for the value of 𝛾. 

For fitness evaluation Mean Squared Error (MSE) 

function is used. 

Results and Discussion 

The performance of the proposed method is 

evaluated on the historical data of the Tehran Stock 

Exchange market index from 6/12/2008 to 1/11/2020. 

To evaluate the performance of the method after 

training on 70% of the dataset, the following evaluation 

metrics have been calculated on the rest of the data:  

𝑀𝑆𝐸 =  
1

𝑛
(∑(𝑦𝑖 − 𝑦̂𝑖)

2)

𝑛

𝑖=1

 (9) 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
(∑(𝑦𝑖 − 𝑦̂𝑖)

2

𝑛

𝑖=1

) (10) 

𝑀𝐴𝐸 =  
1

𝑛
(∑(𝑦𝑖 − 𝑦̂𝑖)

𝑛

𝑖=1

) (11) 

𝑅2 = 1 − (
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖 − 𝜇)2𝑛
𝑖=1

) (12) 

The first three metrics (mean squared error (MSE), 

root mean squared error (RMSE), and mean absolute 

error (MAE)) show the error rate. In other words, these 

metrics show the difference between the actual and 

estimated target values. On the other hand, 𝑅2 shows 

the similarity.  

Bigger value of 𝑅2 means better performance of the 

method.  

In the next subsections, the values of performance 

metrics achieved for different amounts of 𝑛 (window 

size) and 𝑚 (target day) are presented. The simulation 

parameters and their assigned values are shown in Table 

1. 

 
Table 1: Simulation parameters 
 

Parameter  Value  

PSO_Iter_1 150 

PSO_Pop_1 5 

PSO_Iter_2 600 

PSO_Pop_2 5 

HHO_Iter 50 

HHO_Pop 15 
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The description of these parameters are as follows: 

• PSO_Iter_1: iteration number of PSO, in 

PSO_Clustering in the first stage of APSO-

Clustering. 

• PSO_Pop_1: population number of 

PSO_Clustering in the first stage of APSO-

Clustering 

• PSO_Iter_2:  the iteration number of 

PSO_Clustering in the second stage of APSO-

Clustering. 

• PSO_Pop_2: population number of 

PSO_Clustering in the second stage of APSO-

Clustering. 

• HHO_Iter: iteration number of HHO in the 

second phase of the proposed method. 

• HHO_Pop: population number of HHO in the 

second stage of the proposed method. 

A. Predicting one day ahead (m=1) 

In this case, the target day is tomorrow. In other 

words, the main goal is to predict the stock market index 

value of tomorrow (close value) using the last 𝑛 days. 

The evaluation metrics of the method for different 

values of 𝑛 are presented in Table 2.  

According to this table, the proposed method gives 

the best performance when 𝑛 = 20. This means that, to 

predict the index value of the next day, considering the 

historical information of the last 20 days is enough. The 

details of the results of this experiment (𝑛 = 20) are 

presented in Table 3.  

This table indicates that APSO-Clustering has detected 

2 clusters.  

In the second step, two hybrid regression methods 

are trained on each cluster’s data. According to this 

table, HHO has detected 21 and (only) 3 features for the 

first and second clusters respectively.  

Among these features, none of the technical 

indicators (RSI, upper Bollinger band, lower Bollinger 

band, and mid-Bollinger band) is selected. 

 
Table 2: Performance evaluation of the proposed method for 
m=1 
 

n 20 40 60 80 100 

MSE 1.55×10-4 4.07×10-4 1.907×10-4 2.97×10-4 4.51×10-4 

RMSE 0.0125 0.0202 0.0138 0.017 0.0212 

MAE 0.0051 0.0069 0.0052 0.0066 0.0084 

R2 0.9929 0.9816 0.99 0.986 0.9809 

 

Table 3: Details of the achieved results for m=1 and n=20 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 21 1 none 

HHO-SVR-2 3 1 none 

 

In Fig. 3, the curves of real and predicted index values 

are demonstrated for 𝑛 = 20. According to Fig. 3, the 

predicted values are very close to the real values which 

shows the fabulous performance of the presented 

method in predicting the market index value of 1 day 

ahead. 

 
 

Fig. 3:  Real and predicted close values for m=1 and n=20. 

 

B. Predicting two days ahead (m=2) 

In these experiments, the performance of the method 

in predicting the index value of the next two days, is 

evaluated for different values of 𝑛.  

In Table 4, the values of different evaluation metrics 

are shown. According to Table 4, the proposed method 

gives the best performance when 𝑛 = 100. Also, when 

𝑛 = 60 the 𝑅2 index of the method is 99.38% which is 

very promising. In Table 5 more details of the results, for 

𝑛 = 100, are shown.  

Table 5 indicates that SVR can predict the market 

situation for the next 2 days using only 4 and 2 features 

for the first and second clusters respectively. 

Furthermore, no technical indicators are needed for the 

prediction.  

In other words, having the historical information of 

the past 100 days, the presented method can predict the 

stock market index for the next two days accurately.  
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Also, the best detected value for 𝛾  for each of the 

trained models is 1.  

In Fig. 4, the curves of real and estimated values are 

presented.   

 
Table 4: Performance evaluation of the proposed method for 
m=2 

n 20 40 60 80 100 

MSE 3.4×10-4 5.03×10-4 1.56×10-4 8.43×10-4 7.82×10-5 

RMSE 0.0186 0.0224 0.0125 0.029 0.0088 

MAE 0.0069 0.0075 0.0064 0.0071 0.0058 

R2 0.986 0.9771 0.9938 0.9614 0.9958 

 

Table 5: Details of the achieved results for m=2 and n=100 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 4 1 None 

HHO-SVR-2 2 1 None 

 

 
 

Fig. 4:  Real and predicted close values for m=2 and n=100. 

 

C. Predicting three days ahead (m=3) 

The values of the evaluation metrics and the details of 

the best result are shown in Tables 6 and 7 respectively. 

 

Table 6: Performance evaluation of the proposed method for 
m=3 

n 20 40 60 80 100 

MSE 1.27×10-4 6.13×10-4 3.004×10-4 9.18×10-5 9.16×10-5 

RMSE 0.0113 0.0248 0.0173 0.0096 0.0096 

MAE 0.0045 0.0085 0.0057 0.0059 0.0068 

R2 0.9938 0.9723 0.9883 0.9955 0.9952 

 

Table 7: Details of the achieved results for m=3 and n=80 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 9 1 None 

HHO-SVR-2 178 5 None 

 

According to Table 6, the least mean squared error is 

achieved when 𝑛 = 100 while the best 𝑅2 is 0.9955 for 

𝑛 = 80.  

Also, when 𝑛 = 20, the proposed method predicts 

the next three days fairly accurately (99.38%). Fig. 5 

shows the real and estimated prices for this experiment 

(m=3 and n=80). 
 

 
 

Fig. 5: Real and predicted close values for m=3 and n=80. 
 

D. Predicting four days ahead (m=4) 

In Table 8, the performance evaluation of the method 

is presented for 𝑚 = 4.  
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According to this table, although the best 

performance (𝑅2 index) has been achieved for 𝑛 = 100, 

the best performance in terms of mean absolute error 

(MAE) belongs to 𝑛 = 20 and 𝑛 = 40.  

 
Table 8: Performance evaluation of the proposed method for 
m=4 

n 20 40 60 80 100 

MSE 2.45×10-4 5.12×10-4 0.0013 0.0011 1.35×10-4 

RMSE 0.0157 0.0226 0.036 0.0331 0.0116 

MAE 0.0068 0.0068 0.0082 0.0093 0.0079 

R2 0.9894 0.9766 0.9392 0.9604 0.994 

 

In this case, the method has shown great 

performance for 𝑛 = 20.  This indicates that to predict 

the stock market index value of the next 4 days, using 

the historical information of the past 20 days will result 

in good performance although it is better to use the past 

100 days. Besides that, giving the weakest performance 

for 𝑛 = 60 reveals the fact that increasing the number of 

past days (𝑛) will not always result in better 

performance.  

It can add ambiguity to the data and thus degrade the 

performance of the method.  

Table 9 shows that in the first phase of the method, 

two clusters have been detected by APSO-Clustering. For 

the first cluster, HHO has selected 218 features including 

the lower Bollinger band, while for the second cluster 

276 features are selected without any of the technical 

indicators.  

The best-detected values for 𝛾 are 5 and 18 for the 

first and second clusters respectively.  

Fig. 6 demonstrates the curves of real and predicted 

values for 𝑛 = 100. Fig. 6 shows the high capability of 

the introduced method in detecting and tracking the 

market trend.  

 
Table 9: Details of the achieved results for m=4 and n=100 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 218 5 
Lower Bollinger 

band 

HHO-SVR-2 276 18 None 

 
Fig. 6:  Real and predicted close values for m=4 and n=100. 

E. Predicting five days ahead (m=5) 

Table 10 and Table 11 present the results provided by 

the introduced method for 𝑚 = 5. These tables show 

that including the historical information of the last 40 

days, APSO-Clustering has divided the data points of the 

created dataset into 2 clusters in the first phase. In the 

second phase, training two regression methods using 13 

and 3 features of the first and second cluster’s data 

respectively, have given the best performance. 

Furthermore, according to Table 10, using the historical 

data of the past 100 days has given the same result as 

using the historical data of the past 20 days which 

confirms that more number of days will not always result 

in better performance in decision making. Fig. 7 shows 

the real and estimated curves for 𝑛 = 40.  
 

Table 10: Performance evaluation of the proposed method for 
m=5 

n 20 40 60 80 100 

MSE 6.31×10-4 2.1×10-4 0.0018 7.6×10-4 4.63×10-4 

RMSE 0.0251 0.0145 0.0425 0.0276 0.0215 

MAE 0.008 0.0058 0.0107 0.0079 0.008 

R2 0.9713 0.9908 0.9223 0.9702 0.9782 
 

Table 11: Details of the achieved results for m=5 and n=40 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 13 1 None 

HHO-SVR-2 3 1 None 
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Fig. 7.  Real and predicted close values for m=5 and n=40. 

F. Predicting six days ahead (m=6) 

In this case, according to Table 12, forecasting the 

market situation of the next 6 days using the historical 

data of the past 100 days has brought the best 

performance while the method has shown a very close 

performance for 𝑛 = 40 (𝑅2 = 0.9848), 𝑛 = 60 (𝑅2 =

 0.9934) and 𝑛 = 80 (𝑅2 = 0.9946). Table 13 shows that 

the second regression method has been trained on the 

data of the second cluster with 185 features including 

upper and lower Bollinger bands. In Fig. 8, the curves of 

the real and predicted values are shown. 
 

Table 12: Performance evaluation of the proposed method for 
m=6 

n 20 40 60 80 100 

MSE 7.98×10-4 3.61×10-4 1.39×10-4 1.42×10-4 9.11×10-5 

RMSE 0.0282 0.019 0.0118 0.012 0.0095 

MAE 0.0078 0.0065 0.006 0.0068 0.0068 

R2 0.9668 0.9848 0.9934 0.9946 0.9958 

 

Table 13: Details of the achieved results for m=6 and n=100 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 2 1 None 

HHO-SVR-2 185 4 

Upper and 

lower 

Bollinger 

bands 

 
 

Fig. 8:  Real and predicted close values for m=6 and n=100. 

G. Predicting seven days ahead (m=7) 

According to Table 14, like the previous case (𝑚 = 6), 

the best performance is achieved when 𝑛 = 100, while 

for 𝑛 = 20 and 𝑛 = 40 the method has shown promising 

performance in forecasting the next 7 days.  

Table 15 shows that including RSI, mid and lower 

Bollinger bands in the data points of the second cluster 

have a key role in reducing the error rate of the method. 

The great performance of the method is shown in Fig. 9 

where the real and predicted curves are very close to 

each other. 
 

Table 14: Performance evaluation of the proposed method for 
m=7 

N 20 40 60 80 100 

MSE 2.12×10-4 2.19×10-4 2.54×10-4 4.25×10-4 1.28×10-4 

RMSE 0.0146 0.0148 0.160 0.0206 0.0113 

MAE 0.0055 0.0063 0.0071 0.0067 0.0081 

R2 0.9903 0.9905 0.9872 0.9808 0.9945 
 

Table 15: Details of the achieved results for m=7 and n=100 

 Number of 

selected 

features 

𝛾 Selected 

technical 

indicators 

HHO-SVR-1 2 1 None  

HHO-SVR-2 347 5 RSI, mid and 

lower Bollinger 

band 
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Fig. 9:  Real and predicted close values for m=7 and n=100. 

Comparing With Other Metaheuristics, Self-Tuned 

SVR and Linear Regression  

In order to reach a fair judgment about the efficiency 

of HHO-SVR, the second stage of the proposed method is 

implemented using other well-known metaheuristics 

(PSO, MVO [37], GSA [38], and IPO [39]). Just like HHO, 

the number of iteration and population for all of the 

metaheuristic optimization methods are set to 50 and 15 

respectively. In Tables 16 to 19 the performance 

evaluation of PSO-SVR, MVO-SVR, GSA-SVR, and IPO-SVR 

for 𝑚 = 7, are demonstrated respectively. To compare 

the results easily, the graphs of 𝑅2 values of each 

method are shown in Fig. 10.  
 

Table 16: Performance evaluation of PSO-SVR for m=7 

n 20 40 60 80 100 

MSE 0.007 0.0154 0.0175 0.0017 1.14×10-4 

RMSE 0.0838 0.1243 0.1324 0.0414 0.0107 

MAE 0.0179 0.0332 0.0405 0.0099 0.0077 

R2 0.6776 0.3307 0.1220 0.9225 0.9951 
 

Table 17: Performance evaluation of MVO-SVR for m=7 

n 20 40 60 80 100 

MSE 4.13×10-4 0.0083 0.0034 0.0016 0.0249 

RMSE 0.0203 0.0912 0.0582 0.0401 0.1578 

MAE 0.0074 0.022 0.0156 0.0094 0.0551 

R2 0.9810 0.6396 0.8304 0.9273 0.0592 

Table 18: Performance evaluation of GSA-SVR for m=7 

n 20 40 60 80 100 

MSE 0.0135 0.0244 0.208 0.0027 0.0014 

RMSE 0.1161 0.1561 0.1443 0.0516 0.0380 

MAE 0.0366 0.0555 0.0511 0.0145 0.0125 

R2 0.3812 0.0556 0.043 0.8798 0.9386 

 

Table 19: Performance evaluation of IPO-SVR for m=7 

n 20 40 60 80 100 

MSE 0.0228 0.0244 0.0184 0.0049 0.016 

RMSE 0.1511 0.1561 0.1355 0.0698 0.1265 

MAE 0.0547 0.0555 0.0452 0.0225 0.0843 

R2 0.0487 0.0556 0.0799 0.7794 0.3188 

 

Tables 13 to 18 and Fig. 10, show that HHO-SVR has a 

high potential in solving such a hard and complex 

optimization problem while the other methods failed in 

detecting the global optimum point successfully.  

Besides that, according to Tables 13 to 18, all of the 

methods have shown a promising performance in 

predicting the index value of the next week using the 

historical information of the past 80 days.  

In other words, using the information of the past 80 

days reduces the complexity of the problem for the 

optimization algorithms which in turn increases the 

likelihood of finding the near-global optimum point by 

the optimization algorithm. 

 
Fig. 10:  R2 values’ graphs of different methods for m=7. 
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Also, to compare the performance of the whole 

method with other regression methods, the values of 

evaluation metrics of linear regression and the fine-

tuned SVR, introduced in [41], for m=7, are presented in 

Tables 20 and 21 respectively. These two well-known 

regression methods are trained on the whole training 

data. 
 

Table 20: Performance evaluation of linear regression SVR for 
m=7 

n 20 40 60 80 100 

MSE 0.0218 0.0231 0.02 0.0221 0.0235 

RMSE 0.1476 0.1519 0.1415 0.1486 0.1533 

MAE 0.0746 0.0745 0.0721 0.0747 0.0753 

R2 0.053 0.048 0.056 0.047 0.04 

 

According to these two tables, although fine-tuned 

SVR has shown good performance but it cannot 

overcome the proposed method in predicting the stock 

market index value of the next 7 days. 

 
Table 21: Performance evaluation of fine-tuned for m=7. 

n 20 40 60 80 100 

MSE 2.7×10-4 7.9×10-4 0.0025 5.4×10-4 0.0055 

RMSE 0.0165 0.0282 0.05 0.0233 0.0743 

MAE 0.0055 0.0095 0.0203 0.0125 0.0282 

R2 0.9876 0.9655 0.87 0.9755 0.7652 

 

Conclusion and Future Works 

In this paper, an effective method for forecasting the 

future of the stock market is proposed which works in 

two stages. In the first stage, the training dataset is 

clustered using a novel automatic clustering method, 

called APSO-Clustering that can detect the proper 

number of clusters and the position of the centroids 

simultaneously.  

This capability is very valuable when dealing with 

massive and high-dimensional datasets. In the second 

stage a hybrid regression method, called HHO-SVR, is 

trained for each cluster’s data points.  

In this regression method, HHO is utilized for feature 

selection and parameter tuning of SVR. To estimate the 

target value of an unknown sample, after determining its 

cluster, the corresponding regression method estimates 

the target value.  

The main goal of this research was to predict the 

future of the Tehran Stock Exchange market. For this 

purpose, the historical data of the market index in 

addition to some technical indicators are used for data 

preparation. Several experiments have been conducted 

to evaluate the accuracy and effectiveness of the 

method.  

In fact, in this research we have gone further in 

compare to our previous work [40]. While in our 

previous research we have analyzed the performance of 

the proposed method in predicting the price of the 

stocks in one day ahead, in this research we have tried to 

forecast the situation of the whole market in the next 

seven days which gives the traders a good opportunity to 

make a proper decision.  

Besides, we have tried to forecast the market index of 

the next 𝑚 (from 1 to 7) days using the historical data of 

the past 𝑛 (from 10 to 100) days. The experiments show 

that increasing the number of days (𝑛), used to create 

the dataset, will not necessarily improve the final 

accuracy of the method. Although in the last two 

experiments, the best performance has been achieved 

for 𝑛 = 100, in most experiments the method has 

shown high accuracy in forecasting the future using the 

past 20 days.  

On the other hand, in this research a new 

metaheuristic optimization algorithm is used for 

prediction which has shown a great accuracy in 

forecasting the market index value in the next week. This 

method has shown a great performance in predicting 

and tracking trends. Definitely, several unpredictable 

factors (political events, natural disasters, economic 

situation and etc.) affects the stock market that can 

produce sudden fluctuations.  

These sudden jumps and rises in the index value are 

hard to be predicted since their causing factors are 

hardly predictable. Nevertheless, the most important 

thing is the prediction of the trends in the near future, 

that the methodology introduced in this paper performs 

it effectively.  

For future works, the effect of different information 

(such as dollar exchange rate and inflation rate) on the 

performance of the proposed method, can be 

investigated.  

Also, the method can be extended in order to process 

other types of data such as news and twits. Furthermore, 

the proposed method can be used to predict the future 

of other markets such as cryptocurrencies, which are 

very popular and interested nowadays.  
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Besides, other regression methods such as logistic 

regression and also deep learning methods can be used 

in the second phase, instead of HHO-SVR, to investigate 

their performance. Generally, our method is useful in 

solving different important regression problems such as 

electricity forecasting and etc. 
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 Background and Objectives: Permanent magnet synchronous motors (PMSM) 
have received much attention due to their high torque as well as low noise 
values. However, several PI blocks are needed for field, torque, and speed 
control of the PMSM which complicates controller design in the vector control 
approach. To cope with these issues, a novel analytical approach for time-
response shaping of the Pi controller in the filed oriented control (FOC) of the 
PMSM is presented in this manuscript. In the proposed method, it is possible to 
design the controlling loops based on the pre-defined dynamic responses of the 
motor speed and currents in dq axis. It should be noted that as decoupled model 
of the motor is employed in the controller development, a closed loop system 
has a linear model and hence, designed PI controllers are able to stabilize the 
PMSM in a wide range of operation. 
Methods: To design the controllers and choose PI gains, characteristic of the 
closed loop response is formulated analytically. According to pre-defined 
dynamic responses of the motor speed and currents in dq-axis e.g., desired 
maximum overshoot and rise-time values, gains of the controllers are calculated 
analytically. As extracted equation set of the controller tuning includes a 
nonlinear term, the Newton-Raphson numerical approach is employed for 
calculation of the nonlinear equation set. In addition, designed system is 
evaluated under different tests, such as step changes of the references. Finally, 
it should be noted that as the decoupled models are employed for the PMSM 
system, hence exact closed loop behavior of the closed loop system can be 
expressed via a linear model. As a result, stability of the proposed approach can 
be guaranteed in the whole operational range of the system.  
Results: Controlling loops of the closed loop system are designed for speed 
control of the PMSM. To evaluate accuracy and effectiveness of the controllers, 
it has been simulated using MATLAB/Simulink software. Moreover, the 
TMS320F28335 digital signal processor (DSP) from Texas Instruments is used for 
experimental investigation of the controllers. 
Conclusion: Considering the simulation and practical results, it is shown that the 
proposed analytical approach is able to select the controlling gains with 
negligible error. It has shown that the proposed approach for rise time and 
overshoot calculations has at most 0.01% for step response of the motor speed 
at 500 rpm. 
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Introduction 
In recent years, permanent magnet synchronous motors 

(PMSM) have been used in a wide range of applications 

such as robotics, electric vehicles, aerospace, and 
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medical equipment [1] due to higher torque and lower 

noise, weight, and power loss compared to the induction 

motors with identical power rating [2]. 

Two main control approaches for closed loop control 

of the PMSM have been proposed in the literature. First 

method is called scalar control and basically it can be 

implemented by keeping the voltage to frequency ratio 

constant (V/f=constant).  

In [3], this technique is employed in the PMSM. Even 

though the implementing of the scalar controller is 

straightforward in this condition, however its main 

drawbacks are complexity of the simultaneous control of 

speed and torque, as well as dynamic response control. 

For these reasons, scalar control is not a preferred 

choice in most of the applications.  

The second approach for closed loop control of the 

electrical motors is vector control. Basically, two general 

techniques on vector control of the PMSM are reported: 

direct torque control (DTC) and field-oriented control 

(FOC).  

Application of the DTC method on PMSM has been 

reported in [4], [5]. Main advantages of the DTC are 

simplicity of the implementation and acceptable 

dynamic response of the motor torque. On the other 

hand, its main drawbacks are variable switching 

frequency and high torque ripple which restricts 

widespread application of the mentioned approach [6]-

[8]. 

On the other hand, FOC is widely used in industrial 

applications for closed loop control of the DC to AC 

inverters. In this method, AC machine can be assumed as 

a separately excited DC machine [9]. In other word, 

torque and speed of the electrical motor can be 

controlled separately if FOC approach is employed. Main 

advantages of the FOC method such as possibility of 

torque control at low speeds, and fast dynamic response 

of the speed loop make it more attractive for closed loop 

control of the AC motors in the industrial applications 

[10].  

The FOC control system is implemented based on the 

separation of motor model in dq-axes. Actually, if the 

mentioned separation be possible in a closed loop 

system, a variety of controllers can be employed for 

speed/torque control of an electrical motor. For 

example, in [11], [12] the sliding mode controller is used 

according to FOC scheme.  

Although the mentioned controllers can overcome 

the parameter’s uncertainty challenges, however in [11], 

[12] chattering phenomena is seen in the controllers 

output signal which deteriorates advantages of the 

sliding mode technique.  

In addition, in practical applications, the controller 

requires a high-speed processor and monitoring circuits 

which can considerably increase implementation costs of 

the practical system. In [13], [14], model reference 

adaptive control system has been developed for closed 

loop vector control the PMSM. The controller’s 

parameters are optimally adjusted by using the PMSM 

model on different operational points. Moreover, 

implementation of the adaptive controller is a time 

consuming and complicated task.  

In [15], [16] hysteresis current controller is used for 

FOC of the electrical motor. In ideal conditions, this 

controller has a zero steady-state error, however its 

main drawback is variable switching of the converter 

which complicates practical implementation of the 

hysteresis approach. In [17]-[19], model predictive 

controller is used for closed-loop control of the PMSM. 

Using this controller and by selecting an appropriate cost 

function, various goals can be achieved such as optimal 

system dynamics, switching frequency adjustment, etc., 

however, requirement of an accurate system model, 

uncertainty in model parameters, and time-consuming 

online calculation limit widespread application of the 

mentioned approach. 

On the other hand, application of the linear PI 

controllers in the FOC structure has been increased 

particularly in industry applications [20]-[22]. Simplicity 

of the implementation has increased widespread 

application of the linear controllers. Actually, if a linear 

controller be tuned properly, it can stabilize the closed 

loop system and reject disturbances satisfactorily in an 

operating point. 

In the FOC structure, three controllers are needed; 

two controllers are employed in the inner loop for dq 

currents adjustment, and the third controller in the 

outer loop generates the reference current of the inner 

loops.  

To implement the FOC approach more efficiently by 

using the PI controllers, the proportional and integral 

coefficients must be selected properly for both inner and 

outer loops. One of the popular methods for selection of 

the control gains in closed-loop control of the PMSM is 

offline application of the innovative algorithms e.g. 

genetic [23], [24], PSO [25]-[27], and fuzzy logic [28]-

[30]. Despite advantages of the mentioned training 

algorithms, large volume of real data is needed in 

training phase of the mentioned techniques. In addition, 

they may stick on the local optimum points and in other 

word, there is no guarantee that the mentioned search 

algorithms generate the globally optimum point and the 

best answer. In [31], [32] adaptive PI has been used for 

online calculation of the controller’s coefficients. This 

method can be useful for systems in a wide range of 

operation. As mentioned, adaptive approaches are not 

an ideal choice for motor drive due to practical 

implementation issues as time-consuming on-line 

calculations are needed.  
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Regarding the PI controller tunning, various 

performance measures such as steady-state error, 

integral of absolute error, integral of square error, 

integral of time square error, and integral of time 

absolute error is defined [22], [33], [34]. Actually, the 

controller is designed so that to minimize one/some of 

the mentioned measures.  

In this condition, if different controllers are employed 

for selection of the PI gains, it is possible to compare 

them in terms of the performance measure values. 

Hence, a superior approach will result in the minimum 

index regarding response rise time, settling time, and 

maximum overshoot. 

However, in this manuscript, it should be noted that 

minimization of the mentioned indexes isn’t employed 

for controller tuning.  

Actually, a novel approach for time-response shaping 

of the closed loop system is developed in FOC of the 

PMSM. Regarding the pre-defined values of the 

overshoot and rise-time in the step response of the 

closed loop system, the PI gains are selected according 

to the numerical analysis of plant exact model. Clearly, if 

different values are selected as a design input (overshoot 

and rise-time) in the proposed method of this 

manuscript, different PI gains which demonstrate 

different performance indexes will be obtained.  

In the meantime, to ensure the overall functionality 

of the controller, the design inputs (rise time and 

overshoot of the response) should be selected properly. 

For example, in this manuscript, desired overshoot and 

rise time of the speed controller are selected as 10% and 

150ms and PI controller gains are calculated based on 

these values. Regarding the controller stability analysis 

which is added to the revised paper (please referrer the 

question 5), it is shown that the employed PI controller is 

stable despite large changes of the model parameters 

and uncertainties. 

Briefly, this manuscript focuses on the time-response 

shaping and selection of the PI gains in FOC structure of 

the PMSM.  

Gain selection algorithm is based on stability and 

robustness of the speed control loop. Due to application 

of the PI controller, elimination of the steady-state error 

and removal of the parameter’s uncertainty issues, as 

well as input disturbance rejection will also be possible 

in the designed controllers. 

Briefly, structure of the manuscript is as follows: In 

section II model of the PMSM is reviewed.  

The PI controllers are designed for the inner and 

outer loops. Then selection of the controlling gains is 

explained in the third section.  

Considering the XML-SE09MEKE PMSM, the 

performance of the proposed analytical approach for 

controller tuning is evaluated using a case study example 

in the next section. Finally, simulation and practical 

responses of the PMSM in different scenarios is 

evaluated in section V and conclusions are given in 

section VI. 

Decoupled Model of the PMSM in FOC Approach 

The mathematical model of PMSM in the dq0 

reference frame is expressed by the following 

differential equations, where the iron saturation, 

magnetic flux leakage, eddy current as well as hysteresis 

losses are assumed to be negligible [35]: 

(1) 

𝑑𝑖𝑑(𝑡)

𝑑𝑡
=
1

𝐿𝑑
(𝑣𝑑(𝑡) − 𝑅𝑠𝑖𝑑(𝑡)

+ 𝜔𝑒(𝑡)𝐿𝑞𝑖𝑞(𝑡))  

(2) 

𝑑𝑖𝑞(𝑡)

𝑑𝑡
=
1

𝐿𝑞
(𝑣𝑞(𝑡) − 𝑅𝑠𝑖𝑞(𝑡) + 𝜔𝑒(𝑡)𝐿𝑑𝑖𝑑(𝑡)

− 𝜔𝑒(𝑡)𝜓𝑟) 

(3) 
𝑑𝜔𝑒(𝑡)

𝑑𝑡
=
𝑃

𝐽𝑚
(𝑇𝑒 −

𝐵𝑣
𝑃
𝜔𝑒(𝑡) − 𝑇𝐿) 

(4) 𝑇𝑒 =
3

2
𝑃𝜓𝑟𝑖𝑞 

where  𝜔𝑒 is the electrical speed of the motor, which 

depends on the rotor speed based on  𝜔𝑒 = 𝑃𝜔𝑟  and the 

parameter 𝑃 refers number of motor poles pairs. 

Moreover, 𝑣𝑑  and 𝑣𝑞  represent the stator voltage and 

𝑖𝑑  and 𝑖𝑞  are the motor current in the dq frame. It should 

be mentioned that 𝑇𝐿  and 𝑇𝑒  are the load and 

electromagnetic torques. Also, the parameters of the 

PMSM model include dq-axis inductances (𝐿𝑑 , 𝐿𝑞), field 

flux (𝜓𝑟), stator resistance (𝑅𝑠), motor inertia (𝐽𝑚), and 

viscous coefficient (𝐵𝑣). 

Fig. 1(a) shows PMSM closed-loop speed control block 

diagram in which the PI blocks are responsible for 

control of the dq-axis currents in the inner loops and the 

speed controller of the outer loop. According to (1) and 

(2), it is seen that there is a nonlinear coherence 

between model state-variables on the dq-axis.  

In other word, all the variables are dependent to each 

other and as a result, controlling loops cannot be 

employed directly which complicates closed loop system 

design.  

To overcome this problem, it is well-known that the 

decoupling variables can be introduced as follows: 

   (5) 
1

𝐿𝑑
𝑣̂𝑑 =

1

𝐿𝑑
(𝑣𝑑 + 𝜔𝑒𝐿𝑞𝑖𝑞) 

   (6) 
1

𝐿𝑞
𝑣̂𝑞 =

1

𝐿𝑞
(𝑣𝑞 −𝜔𝑒𝐿𝑑𝑖𝑑 − 𝜔𝑒𝜓𝑟) 
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(a) Conventional current control 

 

 
(b) Simplified decoupled FOC controller 

 
Fig. 1: Closed-loop control of the speed controller in PMSM. 

 

 
By replacing (5) and (6) in (1) and (2), the electrical 

equations of the motor can be rewritten as: 

(7) 
𝑑𝑖𝑑
𝑑𝑡
= −

𝑅𝑠
𝐿𝑑
𝑖𝑑 +

1

𝐿𝑑
𝑣̂𝑑 

(8) 
𝑑𝑖𝑞

𝑑𝑡
= −

𝑅𝑠
𝐿𝑞
𝑖𝑞 +

1

𝐿𝑞
𝑣̂𝑞  

According to Fig. 1(b) and based on (7) and (8), two 

separate feedback control loops should be designed by 

adjustment of the 𝑣̂𝑑  and 𝑣̂𝑞to achieve control target. 

Analytical Approach for Controller’s Tunning 

Main objective of this manuscript is selection of the PI 

gains in FOC of the PMSM.  

To address this issue, closed loop controller is 

implemented through different blocks e.g., inner and 

outer loops which is analyzed below.  

A. Current Loop Design 

To design the inner loops for dq-axes, considering 

proportional and integral gains as 𝑘𝑝_𝑑, 𝑘𝑖_𝑑  and 𝑘𝑝_𝑞, 

𝑘𝑖_𝑞, the PI controller of the dq-axis current can be 

written as: 

 (9) 

𝑣𝑑(𝑡) = 𝑘𝑝_𝑑(𝑖𝑑
∗(𝑡) − 𝑖𝑑(𝑡))

+ 𝑘𝑖_𝑑∫(𝑖𝑑
∗(𝜏) − 𝑖𝑑(𝜏))𝑑𝜏

𝑡

0

− 𝜔𝑒(𝑡)𝐿𝑞𝑖𝑞(𝑡) 

(10) 

𝑣𝑞(𝑡) = 𝑘𝑝_𝑞 (𝑖𝑞
∗(𝑡) − 𝑖𝑞(𝑡))

+ 𝑘𝑖_𝑞∫(𝑖𝑞
∗(𝜏) − 𝑖𝑞(𝜏)) 𝑑𝜏

𝑡

0

+ 𝜔𝑒(𝑡)𝐿𝑑𝑖𝑑(𝑡) − 𝜔𝑒(𝑡)𝜓𝑟  

By defining the virtual controller and according to Fig. 

1(b) which shows simplified block diagram of the control 
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system, coupled mutual sentences of the model can be 

removed and hence, this technique facilitates controller 

design for PMSM. According to Fig. 1(b), to design the 

current PI controller, electrical term of the motor 

transfer functions in the frequency domain can be 

written as: 

    (11) 
𝑖𝑑(𝑠)

𝑣̂𝑑(𝑠)
=

1
𝑅𝑠

𝐿𝑑
𝑅𝑠
𝑠 + 1

   

     (12) 
𝑖𝑞(𝑠)

𝑣̂𝑞(𝑠)
=

1
𝑅𝑠

𝐿𝑞
𝑅𝑠
𝑠 + 1

  

where 𝑣̂𝑑(𝑠) and 𝑣̂𝑞(𝑠) are auxiliary variables of the dq-

axis voltages.  

Considering the block diagram of the decoupled 

controller in Fig. 1(b), closed loop transfer function of 

the system can be calculated easily as: 

(13)  𝐺𝐶𝐿𝐶 =
𝐾𝑐(𝑘𝑖_𝑞 + 𝑘𝑝_𝑞𝑠)

𝜏𝐶𝑠
2 + (𝐾𝑐𝑘𝑝_𝑞 + 1)𝑠 + 𝐾𝑐𝑘𝑖_𝑞

  

where 𝐾𝑐 =
1

𝑅𝑠
, 𝜏𝐶 =

𝐿𝑞

𝑅𝑠
. 

From (13), step response of close loop system in time 

domain is: 

(14) 
  𝑠𝐶𝐿_𝐶(𝑡) =

(𝐾𝑐𝑘𝑝_𝑞 − 1)sinh(𝑊𝑡) 𝑒
(𝑌𝑡)

2𝜏𝐶𝑊

− 𝑒(𝑌𝑡) cosh(𝑊𝑡) +  1  

where: 

(15) 

𝑊

=
√𝐾𝑐

2𝑘𝑝_𝑞
2 +  2𝐾𝑐𝑘𝑝_𝑞 −  4𝑇𝑠𝐶𝑘𝑖−𝑞𝐾𝑐  +  1

2𝜏𝐶
    

(16) 𝑌 = −
(𝐾𝑐𝑘𝑝_𝑞 +  1)

2𝜏𝐶
   

According to (14), rise time can be calculated as: 

(17) 

𝑡𝑟𝑖𝑠𝑒 =

2𝜏𝐶 log

(

 −
2√(−𝐾𝑐(𝑘𝑝_𝑞 − 𝜏𝐶𝑘𝑖_𝑞))

𝐻 − 𝐾𝑐𝑘𝑝_𝑞 +  1

)

 

𝐻
   

and 

(18) 𝐻 = √𝐾𝑐
2𝑘𝑝_𝑞
2 +  2𝐾𝑐𝑘𝑝_𝑞 −  4𝜏𝐶𝑘𝑖−𝑞𝐾𝑐  +  1   

It should be noted that the (14) expresses the step 

response of the closed loop system in time domain. 

According to time-derivative of the (14) and setting it 

into zero, time of the maximum point is obtained in (19).  

This equation is calculated and simplified using the 

‘MATLAB symbolic analysis toolbox’. By replacing 𝑡𝑀𝑃 

from (19) in (14), maximum value of the overshoot can 

be written as (20), where: 

(21) 𝑀 = √−𝜏𝐶𝑘𝑖_𝑞(𝑘𝑝_𝑞 − 𝜏𝐶𝑘𝑖_𝑞)   

(22) 𝑁 = 𝑘𝑝_𝑞 −  2𝜏𝐶𝑘𝑖−𝑞 + 𝐾𝑐𝑘𝑝_𝑞
2 − 𝑘𝑝_𝑞𝑄 

(23) 

𝑄

= √𝐾𝑐
2𝑘𝑝_𝑞
2 +  2𝐾𝑐𝑘𝑝_𝑞 −  4𝜏𝐶𝐾𝑐𝑘𝑖−𝑞  +  1  

To calculate the controller coefficients, desired values 

of system rise time and maximum overshoot should be 

replaced in the (17) and (20). 

As these equations are nonlinear, so it may be 

challenging task to introduce an analytical solution using 

the classical methods. On the other hand, numerical 

approaches e.g., the Newton-Raphson method can be 

employed to cope with the mentioned issues. The 

employed block diagram of the Newton-Raphson 

method is illustrated in Fig. 2. 

According to Fig. 1(b), it is observed the current loop 

for d-axes is similar to q-axes. As a result, d-axes 

controller can be designed using the same equations if 

𝐿𝑞 is replaced with 𝐿𝑑. 

 

(19) 

𝑡𝑀𝑃

=

𝜏𝑐 ∗ log

(

 
 
 
−

2 ∗ (−𝑘𝑖_𝑞 ∗ 𝜏𝑐 ∗ (𝑘𝑝_𝑞 − 𝑘𝑖_𝑞 ∗ 𝜏𝑐))

1
2

𝑘𝑝_𝑞 −  2 ∗ 𝑘𝑖_𝑞 ∗ 𝜏𝑐 + 𝐾𝑐 ∗ 𝑘𝑝_𝑞 
2 −  2 ∗ 𝑘𝑝_𝑞 ∗ (

𝐾𝑐
2 ∗ 𝑘𝑝_𝑞 

2

4
+
𝐾𝑐 ∗ 𝑘𝑝_𝑞 

2
− 𝑘𝑖_𝑞 ∗ 𝜏𝑐 ∗ 𝐾𝑐 +

1
4
)

1
2

)

 
 
 

(
𝐾𝑐
2 ∗ 𝑘𝑝_𝑞 

2

4
+
𝐾𝑐 ∗ 𝑘𝑝_𝑞 

2
− 𝑘𝑖_𝑞 ∗ 𝜏𝑐 ∗ 𝐾𝑐 +

1
4
)

1
2

 

(20) 
𝑀𝑃 =

1

2
𝐾𝑐𝑘𝑝−𝑞+ 1

𝑄

(𝜏𝐶𝑘𝑖−𝑞 − 𝑘𝑝−𝑞 + 2
𝐾𝑐𝑘𝑝−𝑞+ 1

𝑄 (
𝑀
𝑁
)

𝐾𝑐𝑘𝑝−𝑞+ 1

𝑄
𝑀)

(
𝑀
𝑁
)

𝐾𝑐𝑘𝑝−𝑞+ 1

𝑄
𝑀

− 1  
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Fig. 2: Block diagram of the Newton-Raphson numerical 
method for calculation of the q-axes controlling gains. 

 

B. Speed-Loop Design 

Outer-loop of the introduced closed-loop system can 

be designed using the (3) and (4). These equations are 

used to describe mechanical behavior of the model as 

well as coherence between mechanical and electrical 

equations. By substituting (4) in (3), mechanical dynamic 

behavior of the PMSM can be described as: 

(24) 

𝑑𝜔𝑒(𝑡)

𝑑𝑡
=
3

2

𝑃2𝜓𝑟
𝐽𝑚

𝑖𝑞(𝑡)

+
3

2

𝑃2

𝐽𝑚
(𝐿𝑑 − 𝐿𝑞)𝑖𝑑(𝑡)𝑖𝑞(𝑡)

−
𝐵𝑣
𝐽𝑚
𝜔𝑒(𝑡) −

𝑃

𝐽𝑚
𝑇𝐿 

The equation includes (𝐿𝑑 − 𝐿𝑞) term. In non-salient 

pole PMSM, it is well known that 𝐿𝑑 = 𝐿𝑞.  

However, in salient motors where 𝐿𝑑 ≠ 𝐿𝑞, then 𝑖𝑑(𝑡) 

should be set to zero in the control system.  

So, in both conditions, the second term of the 

equation (
3

2

𝑃2

𝐽𝑚
(𝐿𝑑 − 𝐿𝑞)𝑖𝑑(𝑡)𝑖𝑞(𝑡)) will be zero.  

Also,  
𝐵𝑣

𝐽𝑚
𝜔𝑒(𝑡) −

𝑃

𝐽𝑚
𝑇𝐿  term in the (24) is directly 

related to the load torque on the motor shaft. This 

parameter can be considered as a disturbance during the 

controller operation.  

Hence, if an integrator is employed in the outer speed 

controller, steady-state error can be eliminated. In this 

condition, (24) can be rewritten as in frequency domain: 

(25) (𝑠 +
𝐵𝑣
𝐽𝑚
)𝜔𝑒(𝑠) =

𝑃2𝜓𝑟
𝐽𝑚

𝑖𝑞(𝑠) 

According to Fig. 1(b), by substituting (15) into (25), 

speed transfer function to the reference current signal of 

the q-axis can be written as: 

(26) 
𝜔𝑒(𝑠)

𝑖𝑞
∗(𝑠)

= (

3
2
 
𝑃2𝜓𝑟
𝐽𝑚

𝑠 +
𝐵𝑣
𝐽𝑚

)𝐺𝐶𝐿_𝐶  

In (26), it is seen that 𝑠 = −
𝐵𝑣

𝐽𝑚
 is related to 

mechanical behavior of the system and hence it can be 

assumed as a dominant pole of the closed loop system. 

So, for outer speed loop, closed loop transfer function of 

the system can be written as follow:  

(27) 𝐺𝐶𝐿𝑆 =
𝐾𝑀(𝑘𝑖_𝑠 + 𝑘𝑝_𝑠𝑠)

𝜏𝑀𝑠
2 + (𝐾𝑀𝑘𝑝_𝑠 + 1)𝑠 + 𝐾𝑀𝑘𝑖_𝑠

 

where: 

(28) 𝐾𝑀 =
3

2
 
𝑃2𝜓𝑟
𝐽𝑚

 

(29) 𝜏𝑀 =
𝐽𝑚
𝐵𝑣

 

As transfer function of the current loop in (13) is 

similar to (27), hence, similar approach which is 

presented for numerical solution of the inner loop in Fig. 

2, can be employed for outer speed controller design 

based on the desired rise time and maximum overshoot 

values.  

Case Study for XML-SE09MEKE PMSM 

In this section, developed approach is employed for 

XML-SE09MEKE PMSM from LS Electric Company. The 

performance of the proposed analytical approach for 

controller tuning is evaluated using a case study 

example.  

The nominal parameters of the tested closed loop 

system including motor and inverter parameters are 

listed in Table 1. 

Define : 

Define: x0 , accuracy

( )_ _

_
,

_p q i q
rise rise

MP desire MP
F

T desire Tk k
− 

=  
− 

Define : 

0 0

1 0

( ) / ( )h F x F x

x x h

= 

= −

( )

1 1

_ _

_ _
2 2

_ _

,
p q i q

p q i q

p q i q

F F

k k
F

F F

k k

k k

  
  
  =
  
 
   

h accuracy 0 1x x=

_ 1

_ 1

(1)
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i q
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k x

=

=

yes
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A. Case-1- Selection of the controller gains for a 

constant 𝑴𝑷 and several different 𝒕𝒓 values in the 

inner current loop 

Assuming a fixed overshoot in the controller’s 

response, step response and bode diagram of the closed 

loop system is shown in Fig. 3 for several rise time 

values. Obtained controller gain for each rise time value 

is listed in Table 2.  

It is observed that the controller gain tuning 

algorithm has an acceptable error. Maximum value of 

the error in this test is less than 7.5%. Also, according to 

gain and phase margins of the inner-loop in Table 2 as 

well as in Fig. 3, it can be concluded that the control 

system is able to stabilize the closed-loop plant in the 

mentioned operating point.  

 
Table 1: Inverter and XML-SE09MEKE PMSM parameters 

 

Value Unit Symbol Parameter 

900 W 𝑃𝑛 Rated Power 

8.59 N.m. 𝑇𝑒𝑛 Rated Torque 

1000 RPM 𝑤𝑛 Rated Speed 

310 V 𝑉𝑑𝑐 Voltage DC Link 

4 - 𝑃 Pole pairs 

1 Ω 𝑅𝑠 
Stator 
Resistance 

7.5 mH 𝐿𝑠 
Stator 
inductance 

0.3108 wb 𝜓𝑚 
Electrical Back 
EMF Constant 

20.6e-4 𝑘𝑔.𝑚2 𝐽𝑚 Rotor Inertia 

0.0001 
𝑘𝑔.𝑚^2
/s 𝐵𝑣  

viscous 
coefficient 

5.2 A 𝐼𝑚𝑎𝑥 
Maximum 
Current 

25 𝜇𝑠 𝑇𝑠 Sampling Time 

40 KHz 𝑓𝑠𝑤  
Switching 
Frequency 

UCC2154a Texas Instrument IGBT Driver 

40N120FL2 IGBT 

 

 
(a) 

 

 
(b) 

 
Fig. 3: Step response (a) and bode plot (b) of the inner loop for 
several different rise time values using a constant overshoot. 

 
 

Table 2: Selected controller gains for several different rise time 
values and a constant overshoot 

 

No. MP (%) 

Rise time (ms)* 
Margins 
Value** 

Current loop PI 
parameters 

𝑡𝑟
𝑑 𝑡𝑟

𝑚 
Err. 

(%) 

GM 
(dB) 

PM 
 (deg) 

𝑘𝑖_𝑐 𝑘𝑝_𝑐 

A 10 0.5 0.48 4 Inf 79.91 33209 34.8 

B 9.998 0.8 0.74 7.5 Inf 79.47 17287 23.4 

C 10 1 0.95 5 Inf 78.83 9337 16.14 

D 9.98 3 3.1 3.33 Inf 74.76 1682 4.88 

 
*𝑡𝑟
𝑑:desired rise time      𝑡𝑟

𝑚: measured rise time 

** GM: Gain Margin   PM: Phase Margin 
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B. Case-2- Selection of the controller gains for a 

constant 𝑡𝑟 and several different 𝑀𝑃 values in the 

inner current loop 

In accordance with the previous test in case-1, 

controller gains are tuned based on a constant rise-time 

value. Step response and bode diagram of the closed 

loop system in case-2 is shown in Fig. 4 for different 𝑀𝑃 

values. Obtained controller gain for each condition is 

listed in Table 3. Maximum error value in this case is less 

than 0.2%. 
 

 
(a) Step response 

 
(b)Bode diagram 

 

Fig. 4: Response of the inner-current loop in case-2. 
 

Table 3: Selected controller gains in case-2 
 

No. 
𝑡𝑟 

(ms) 

overshoot (%)* Margins Value** 
Current loop 

PI parameters 

𝑀𝑃𝑑  𝑀𝑃𝑚 
Err. 

(%) 

GM 
(dB) 

PM 
 (deg) 

𝑘𝑖_𝑐 𝑘𝑝_𝑐 

A 3.06 5 4.99 0.2 Inf 83.32 1569 6.53 

B 2.98 10 9.99 0.1 Inf 74.82 1707 4.94 

C 3.07 15 14.99 0.06 Inf 65.69 1733 3.81 

D 2.95 20 19.99 0.05 Inf 57.55 1897 3.19 

*𝑀𝑃𝑑 :desired overshoot      𝑀𝑃𝑚: measured overshoot 

** GM: Gain Margin   PM: Phase Margin 

In order to study the outer speed loop, step response 

of the current loop for selected controller gains is shown 

in Fig. 5.  

In this condition, desire values of maximum overshoot 

and rise time are selected equal to 10% and 3 

milliseconds, respectively.  

As a result, according to the proposed tuning 

algorithm, 9.99% overshoot and 2.9 milliseconds rise-

time are achieved respectively. 

 

 
Fig.5: step response of the inner loop based on the selected 

controller gains 

 

C. Case-3- Selection of the controller gains for a 

constant 𝑀𝑃 and several different 𝑡𝑟 values in the 

outer speed loop 

Fig. 6 shows step response and bode diagram of 

designed controller for a constant overshoot (10%) and 

variable rise time. Results of this test is shown in Table 4. 

According to the Table 4, the maximum value of the 

desired rise time is close to the real values. Maximum 

error in this test is less than 2.3%. Also, values of gain 

and phase margins in Table 4 and Fig. 6 illustrate stability 

of control system in these conditions. 

 
Table 4: Controller parameters in case-3 
 

No. MP (%) 

Rise time (ms)* 
Margins 
Value** 

Current loop PI 
parameters 

𝑡𝑟
𝑑 𝑡𝑟

𝑚 
Err. 

(%) 

GM 
(dB) 

PM 
(deg) 

𝑘𝑖_s 𝑘𝑝_s 

A 10.02 20 19.78 1.1 25 79.9 0.536 0.0286 

B 10.01 80 79.81 0.2 37.4 80.5 0.034 0.0071 

C 9.99 150 150.1 0.1 43 80.6 0.01 0.0038 

D 10.5 250 255.8 2.3 47.9 80.5 0.003 0.0021 

*𝑡𝑟
𝑑:desired rise time      𝑡𝑟

𝑚: measured rise time 

** GM: Gain Margin   PM: Phase Margin 
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(a) 

 
(b) 

 

Fig. 6: Step response (a) and bode diagram (b) of the outer loop 
in case-3. 

 

D. Case-4- Selection of the controller gains for a 

constant 𝑡𝑟 and several different 𝑀𝑃 values in the 

outer speed loop 

Similar to the previous test in case-3, controller gains 

are tuned based on a constant rise-time (50ms) value in 

case-4 and step response and bode diagram of the 

closed loop system are shown in Fig. 7 for different 𝑀𝑃 

values. Obtained controller gain for each condition is 

listed in Table 5. Maximum error value in this case is less 

than 0.45%.  
 

 
(a) 

 

 
(b) 

Fig. 7: step response (a) and bode diagram (b) of the outer loop 
in case 4. 

 
Table 5: controller parameters in case-4 
 

No. 
𝑡𝑟 

(ms) 

overshoot (%)* 
Margins 
Value** 

Current loop PI 
parameters 

𝑀𝑃𝑑  𝑀𝑃𝑚 
Err. 

(%) 

GM 
(dB) 

PM 
(deg) 

𝑘𝑖_s 𝑘𝑝_s 

A 49.7 5 5 0 31 85.7 0.0609 0.0148 

B 49.7 10 10.02 0.2 33.2 80.4 0.0869 0.0114 

C 49.8 15 15.05 0.4 34.8 73.8 0.1061 0.0094 

D 49.8 25 25.11 0.44 37.4 58.6 0.1352 0.0069 

 

*𝑀𝑃𝑑 :desired overshoot      𝑀𝑃𝑚: measured overshoot 

** GM: Gain Margin   PM: Phase Margin 

 

Results and Discussion 

In this section, validation of the vector control 

approach is studied based on the selected controller 

gains under different scenarios. Experiments are 

conducted out using the XML-SE09MEKE three-phase 

PMSM from LS Electric. 

A. Simulation Result 

In this study, currents of the dq-axes, control signal 

and speed of the machine are shown in Fig. 8 based on 

simulation of the designed closed loop system in 

MATLAB/Simulink software.  

Desired values of maximum overshoot and rise time 

are selected as 15% and 100ms respectively. From the 

simulation results in Fig. 8, it is seen that these variables 

are equal to 16% and 98ms which are properly 

compatible.  

Furthermore, it is shown that the control signal (𝐔abc) 

is quite stable.  

Also, currents of the dq-axes can follow their 



H. Salimi et al. 

472  J. Electr. Comput. Eng. Innovations, 10(2): 463-476, 2022 
 

reference values with an acceptable transient response 

and zero steady-state error.  

Moreover, in the Fig. 8, the three-phase motor input 

voltages (𝐕Line−abc) which are supplied through the 

inverter is illustrated.  

 

 

Fig. 8: Simulation of the designed closed loop system in 
MATLAB/Simulink. 

 

In this paper, a proportional-integral linear controller 

is designed for FOC control of the PMSG.  

It is well known that integral term can suppress the 

steady-state error of the closed loop control system 

despite uncertainty of the model parameters which has 

been demonstrated in the following simulation results. 

Also, regarding the robustness analysis, it can be 

considered as the stability of the closed-loop controller 

in case of uncertainties.  

Actually, model of the plant, which is employed for 

controller design, may include some differences respect 

to the practical system due to inherent tolerance of the 

parameters, un-modelled dynamics, and nonlinearities. 

Hence, robustness analysis is a vital issue during the 

controller design.  

Time-response of the designed controllers for step 

changes of the motor intertie, friction (viscous) 

coefficient, load torque, stator series resistance and 

inductance are shown in Fig. 9.  

All the motor parameters are stepped up from the 

normal operating point to the two-times of nominal 

values.  

Despite changes of the system operating point in a 

wide range, it can be concluded that the designed 

controller is stable and robust with respect to 

parameters changes. 

 

 
 

Fig. 9: Time response of the designed controllers for step 
changes of the motor intertie, load torque, stator series 

resistance and inductance. 
 

B. Experimental results 

The experimental test bench which is employed for 

evaluation of the designed controller based on Table 1, is 

shown in Fig. 10.  

The proposed FOC algorithm is implemented using 

the TMS320F28335 DSP board from Texas Instruments. A 

3000 pulse per round embedded encoder is adopted for 

measurement of the rotor position and speed feedback 

signals.  

In order to plot the measured waveforms, a serial 

interface is employed for data transfer between DSP and 

computer.  

 (i) (ii) (iii) (v) 
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(a) 

 

 
(b) 

 
Fig. 10: Block diagram of the experimental setup (a) and photo 

of the test bench (b). 

 
Test 1- Experimental response of the closed loop 

system for different gains 

According to different design conditions in Table. 6, 

experimental step response of the developed closed 

loop system for outer speed loop is shown in Fig. 11. 

Accuracy of the developed algorithm is evaluated in 

three different cases (A, B and C).  

 

 
 

Fig. 11: Experimental response of the outer-control loop for 
different design conditions 

 

Test 2- Experimental start-up response 

In Fig. 12, experimental response of the designed 

closed loop system is illustrated during start-up and 

steady-state conditions. In this test, desired values of the 

maximum overshoot and rise time are assumed as 15% 

and 100ms respectively. So, as it is written in Table. 6, 

controller gains will be equal to 𝑘𝑝_𝑠 = 0.0346 and 

𝑘𝑖_𝑠 = 0.2163 for the speed loop. According to the 

experimental response, it is seen that measured values 

for the mentioned parameters are 14% and 97ms, 

respectively which is compatible with design criteria. 

Also, controller has a negligible error during the steady-

state condition.  
 

Table 6: Summary of the experimental results in test-1 
 

No. 

overshoot (%)* Rise time (ms)** 
Current loop PI 

parameters 

𝑀𝑃𝑑  𝑀𝑃𝑚 
Err. 

(%) 
𝑡𝑟
𝑑 𝑡𝑟

𝑚 
Err. 

(%) 
𝑘𝑖_s 𝑘𝑝_s 

A 15 15.07 0.47 100 96 4 0.0346 0.2163 

B 10 10.85 8.5 50 57 14 0.0687 0.5092 

C 5 5.74 14.8 25 24.7 1.2 0.2048 1.9086 

*𝑀𝑃𝑑 :desired overshoot      𝑀𝑃𝑚: measured overshoot 

**𝑡𝑟
𝑑:desired rise time      𝑡𝑟

𝑚: measured rise time 
 

 
Fig. 12: Experimental response of the controller 

 during start-up. 
 

Test 3- Dynamic response of the controllers 

To verify stability of the proposed system in different 

operating points, speed reference of the closed-loop 

control system is stepped between 350 and 500 rpm in 

test-3.  
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In spite of step changes of speed reference in a wide 

range in Fig. 13, it is seen that both inner and outer loops 

are stable during transients with zero steady-state error. 

In this test, similar gains are used for both inner and 

outer loops of the controller. 

 
Fig. 13: Experimental dynamic response of the designed closed 

loop system. 
 

Conclusion 

In this manuscript, a novel method for tuning of the PI 

gains in FOC structure of the PMSM drivers is presented. 

The proposed method enjoys fast calculation time, so it 

can be employed in wide ranges of application e.g. CNC 

machine and electric vehicles.  

In this method, the rise time and maximum overshoot 

values can be employed separately for tuning of the 

controller. Designed technique employs the Newton 

Raphson method to solve the nonlinear equations of the 

model.  

The stability of the proposed method has also been 

evaluated by using the bode plot analysis. According to 

simulation and experimental results in different 

operational conditions, the proposed inner-current and 

outer-speed loops have stable and robust responses 

with zero steady-state error. 
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 Background and Objectives: Considering the fast growing low-power internet of 
things, the power/energy and performance constraints have become more 
challenging in design and operation time. Static and dynamic variations make 
the situation worse in terms of reliability, performance, and energy 
consumption. In this work, a novel slack measurement circuit is proposed to 
have precise frequency management based on timing violation measurement. 
Methods: the Proposed slack measurement circuit is based on measuring the 
delay difference between the edge clock pulse and possible transition on path 
end-points (primary outputs of design). The output of the proposed slack 
monitoring circuits is a digital code related to the current state of target critical 
path delay. In order to convert this digital code to equivalent delay difference, 
the delay of a reference gate is mandatory which is the basic unit in the 
proposed monitor. This monitor enables the design to have more precise and 
efficient frequency management, while maintaining the correct functionality 
regarding low-power mode.  
Results: Applying this method on a MIPS processor reduces the amount of 
performance penalty and recovery energy overhead up to 30% with only 2% 
additional hardware. Results for benchmark applications in low-power mode, 
show 7-30% power improvement in normal execution mode. If the application is 
resilient against occurred errors duo to timing violations, the proposed method 
achieves 20-60% power reduction considering approximate computation as long 
as application is showing resilience. The performance of the proposed method 
depends on the degree of application resilience against the timing errors. In 
order to keep generality of the proposed monitor for different applications, the 
resilience threshold is user programmable to configure according to the 
requirements of each application. 
Conclusion: The results show that precise frequency scheduling is more 
energy/power efficient in static and dynamic variation management. Utilizing a 
proper monitor capable of measuring the amount of violation will help to have 
finer frequency management. On the other hand, this method will help to use 
the resilience of application according to estimation about the possible error 
value based on measured violation amount. 
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Introduction 
Internet of Things (IoT) is a fast emerging technology 
which enables continuous sensing data flow and 
actuation controls through everything and involves 
different applications from health, industry, automation, 
military and etc. The demands for these applications are 
different   in   terms    of    performance,    power/energy, 

reliability, and lifetime.  
Energy efficiency is the common objective for 

applications ranging from energy-constrained with low 
performance and high lifetime requirements to high-
performance maintainable needs. 

Ultra-low-energy  processors  providing   performance 
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demands for IoT applications must be kept at a 

reasonable lifetime for network operation.  

Feature size scaling makes the design of those 

processors more cost effective, but in contrast, due to 

leakage current and process variation, energy efficiency 

is dropped down and reliability issues are imposed. On 

the other hand, wear-out mechanisms will shorten the 

lifetime of the network and impose energy overhead. 

Clearly, any variation related to design timing, due to 

Process-Voltage- Temperature variations (PVT) & Aging, 

will result in reliability and performance issues. Timing-

error if occurs, will impose energy overhead during the 

operation of the processor. Therefore, timing errors in 

design time as well as frequency management during the 

operation of the design should be considered.  

The rest of this paper is organized as follows: In the 

next section, related works are explored and their 

achievements are presented. After literature review, we 

discuss about the proposed method and design details as 

another section. The experimental results and analysis of 

the proposed method will come afterward. Finally we 

conclude the paper in the last section. 

Related Works 

In order to address reliability issues due to PVT & 

Aging variations, timing error detection is a need in 

recent technologies. To date studies have mostly 

focused on timing error detection or slack measurement 

to prevent the design functionality failure instead of 

inserting longer guard-bands (20% margins in [1]) 

between the path delays and clock period.  

There are a class of timing error detection methods 

namely called In-situ timing error detection consist of 

RAZOR [2], [3],  RAZOR Lite [4]. There exists also another 

method called Replica circuits [5] which are configured 

with the latency of the design paths to forecast the error 

probability due to temporal and spatial dependency of 

circuit elements. Measurements of these methods are 

used to capture the statistical state of the timing 

variations inside the design and to manage the voltage 

and frequency or even to utilize the error correction [7] 

and recovery [2], [3], [7] methods in order to 

compensate the variation effects and to retrieve the  

processor against failure state. 

Another class of timing error forecasting is utilizing 

positive slack monitoring circuits in conjunction with 

timing guard-band. The authors of [8] have proposed 

slack monitoring circuit at end-points of the design to 

measure the available guard-band between the path 

delays and the period of the clock cycle. The 

measurement results are available through the scan 

chain and the slack monitors are inserted using ATPG 

toolset. In case the design timing is altered, the signal 

cannot cross the whole elements of the delay line and 

the embedded register will capture the state of the delay 

margin at rising edge of the clock cycle. When timings 

margin is reached to critical state, the processor is 

configured to increase the margin and to ensure the 

correct functionality.  

The authors of [9] used activation probability and 

correlated detection window to maximize the efficiency 

of measurements of positive slack monitors. Using this 

method, slack monitors are placed in proper nodes while 

more precise measurements are achieved. 

A. Benhassain et al. have used a voltage regulation 

feedback based on positive slack monitor to perform a 

better voltage selection according to variation in path 

delays or circuit operation modes. Using this method, 

the proper voltage and frequency selection is simpler 

and sign-off difficulties for different operating conditions 

are reduced [10]. 

SlackProbe in [11] is a method to increase the 

efficiency of positive slack monitor insertion as well as to 

increase the observability and as a result, to reduce the 

number of required slack monitors. In this work, the 

monitors are inserted at intermediate nodes instead of 

the end-points for early detection and smaller area 

overhead. This method could be used jointly with 

different compensation techniques.  

The authors of [12] have proposed a novel slack 

monitor circuit in transistor level to improve its accuracy, 

power, area, and aging resistance. The designed monitor 

circuit is placed in master-slave flip-flop to add the 

monitor capability into the registers. These registers are 

used with a high-resolution TDC circuit to measure the 

remaining positive slack of the selected paths. TDC [13] 

circuit is similar to ring oscillator [14] design based on 

basic gate elements which is configured to measure the 

path delay with higher timing resolution. 

Timing speculation [15] is another proposed method 

to prevent the effects of timing violation within the same 

clock cycle. In this work and similar publications [16] the 

monitors are placed in mid-point of candidate path and 

detect the failure event before the end of clock period. 

Global clock stretching is a short time method to reduce 

the power and performance penalty and could not 

provide the lifetime efficiency. Authors of [17] used 

machine learning methods to estimate current aging 

state and remaining lifetime by 97% average precision. 

This work achieves an acceptable estimation, but not 

sufficient for precise real-time frequency scaling. 

There are another class of works such as [18] which 

try to improve design lifetime by utilizing aggressive 

voltage and frequency scaling without any precise 

measurements. These methods rely on planning voltage 

and frequency of the design to reduce the stress and 

improve the lifetime by 40%. 

A major group of recent works have been exploited 

positive slack monitoring for timing margin 
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measurement to scale the working frequency in order to 

prevent timing error occurrence. These methods act 

precautionary to ensure correct operation by placement 

of in-situ timing circuits in mid or end points of 

candidate paths. Another group of studies utilize the 

error detection, state retrieval, and re-compute with 

new configuration. These methods are known as 

recovery methods. They provide however limited 

power/energy and lifetime improvements and have 

lower flexibility considering different application 

requirements due to lack of the exact timing behavior 

consideration. In order to have energy efficient variation 

management, both of likelihood and severity of timing 

violation should be considered, while recent studies only 

consider threshold-based monitoring of delay growth (as 

severity of possible violation). Precise monitoring of 

delay growth by tracking the occurrence of timing 

violation over a period of time will result in more energy 

efficient voltage and frequency scaling method.  

In this work, we propose another intermediate 

method to monitor the amount of negative slack at the 

end-points. This method reduces the performance and 

energy overhead significantly and provides more precise 

frequency management capability. The key contributions 

to this work include: 

1) A novel negative slack monitoring circuit capable of 

measuring the amount of timing violations up to ½ clock 

period. 

2) A novel monitor insertion method based on timing 

analysis of the design. 

3) A novel frequency management scheme with the 

introduction of the forecasting pipe stage based on the 

proposed slack monitor. This method provides more 

efficient voltage and frequency management in terms of 

 performance and energy consumption while preventing 

functional failure of the design. 

Negative Slack Monitoring 

In this section, we present a new architecture for 

negative slack monitor and explain its functionality and 

design in details. Careful timing considerations are 

required which will be discussed in this section. The 

proposed slack monitor insertion method is used based 

on the statistical static timing analysis of the design. The 

architecture level utilization of the monitors together 

with the added benefits based on the timing analysis of 

the design will be presented as follows.  

Negative Slack Monitor Architecture 

In order to measure the positive slack, designers [8]-

[12] used a circuit which generates a pulse according to 

difference between the input and output of flip-flops 

which are placed at the circuit end-points. The length of 

this pulse is measured using another circuit known as 

time-to-digital converter (TDC) and the measurement 

result is captured in rising edge of the clock signal. The 

story behind the negative slack monitor is quite different 

with the one with positive slack, in which the negative 

slack measurement starts at the rising edge of the clock 

signal and continues until a transition detector detects 

the difference between the input and output of the end-

point flip-flop. Fig. 1 shows the architecture of the 

negative slack monitor. As shown in this figure, the clock 

signal is fed to the TDC circuit and the generated signal 

from the transition detector is used to capture the 

measurement results. While in positive slack monitor, 

the output of the design path crosses the TDC circuit and 

the clock signal captures the measurement result as 

available timing margin. 
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Fig. 1: The architecture of negative slack monitoring sensor. 
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Fig. 2 shows the structure of transition detector which 

is used jointly with the circuit above. The signal naming 

in both figures are the same to follow the dependency 

between these figures.  
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Fig. 2: The architecture of transition detector which is used 
with slack monitor circuit. 

 

In order to use this monitor in the design, careful 

timing considerations are required. Minimum delay of 

the paths ending to the transition detector should be 

more than half of the clock period. The mentioned 

constraint means that the negative slack should be less 

than half of the clock period and the TDC should have 

capability to measure the latency with higher precision. 

If the delay of activated path ending to the slack monitor 

has no timing violation, there is no transition and 

meanwhile the register captures zero value meaning no 

negative slack occurred. If the signal violates the safety 

margin or even crosses the rising edge of the clock cycle, 

the transition detector will activate the error signal 

(Local_clk) as a result. At the rising edge of the error 

signal, the state of the clock signal crossing the delay line 

is captured in the existing flip-flops (Fig. 1). The captured 

digital data is a code that represents the amount of 

negative slack for the expected end-point, and will count 

the amount of ‘1’s in this code to return the negative 

slack in unit delay. In this structure the unit delay means 

the delay of a basic XOR gate which shapes a buffer with 

a specific delay. In this scheme, the transition detector 

has a delay that is equal to two-unit delay measurement 

and should be considered in the final result.  

It is important to know that the existence of a latch in 

transition detector is mandatory and the propagation 

delay of that latch should be greater than or equal to 

that of the flip-flop. Removing the latch from the design 

creates instability in measurements due to detector 

delay discrepancy. There is a hidden exception in the 

operation of the proposed monitor circuit, when the 

amount of negative slack is smaller than the propagation 

delay of the main flip-flop. In this case, the flip-flop delay 

will be counted on the measured negative slack, while it 

is not counted for greater negative slacks. Here, consider 

a condition in which the value of the end-point remains 

the same for a set of two clock cycles. After the rising 

edge of the second pulse, the transition detector 

activates the error signal due to the late signal arrival. In 

this situation when the logic state of the arriving signal 

remains the same in comparison with the previous clock 

edge, the measured value for the same negative slack 

will vary time to time and the delay of the main flip-flop 

in transition detector will not be counted on delay 

measurement accordingly. This event can therefore 

affect the accuracy of the sensor and should be 

compensated in order to resolve the problem; we need 

to reset the transition detector flip-flop during zero level 

of the clock signal to remove the consecutive ‘1’s. Fig. 3 

presents the proposed flip-flop structure using two 

latches to enable the flip-flop reset at zero level of the 

clock signal. The two consecutive zero values problem is 

resolved using additional flip-flop that will capture the 

comparison between the two consecutive clocked 

signals. When the output of this flip-flop is activated and 

the measured delay is less than or equal to the three 

unit delays, then the delay of the flip-flop should be 

taken into account for measurement correction. In order 

to reduce the compensation area and power overhead, a 

latch is placed between the arriving signal and 

comparator to make the problem to be uniformed for all 

instability conditions. 
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Fig. 3: The flip-flop structure enabling reset on clock zero 

level for negative slack monitor. 

 

Our proposed slack monitoring circuit is capable of 

detecting the delayed transition from the beginning of 

safety margin to the next half clock period.  

A. Slack Monitor Insertion 

To have an efficient monitor insertion, statistical 

timing analysis is required. Timing violation and safety 

margin impose that the most vulnerable endpoints are 

the best candidates to insert the proposed monitor. 

Since any timing variation, due to a path entering the 

safety margin, may cause that path to violate the timing, 

the ending point to that path can be a candidate to place 

the monitor. The insertion method for a standard 

synthesis flow, according to Fig. 4, could be extended to 

every netlist generated from physical design and layout 

by applying the timing analysis to the netlist. Statistical 

static timing analysis removes unnecessary timing 

margins and reduces the amount of critical nodes which 
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results in smaller area and energy overhead due to slack 

monitors. The delay distribution of the paths is extracted 

from the timing analysis. Critical end points and critical 

paths will be identified with regards to timing margin 

requirement and different variation sources (such as 

10% of clock period).  These nodes are identified as 

critical nodes in which the slack monitors are inserted to 

measure the amount of timing violation.  
 

RTL

Synthesis

Statistical Timing Analysis

Delay Distribution 

Extraction for End-Points

Critical End-Point 

Selection and Candidate 

Path Extraction
 

 

Fig. 4: The monitor insertion flow diagram. 

 

First of all, we need to analyze the path delay 

distribution for the design to evaluate the nature of the 

delay distribution with respect to the clock period. 

Considering Tacc as an acceptable path delay,  

Tacc = Clock Period – Safety Margin  (1) 

It is obvious that major parts of the design paths are 

shorter than the Tacc. These paths do not cause the 

safety margin to enter the critical state except some 

minor parts (known as critical path) that could be the 

main source of timing violation but are rarely activated. 

Figs. 5, 6, and 7 are shown the delay distribution of the 

paths in combination with the activity probability for 

three ISCAS’85 benchmarks which are achieved applying 

random test vectors and confirm the above sentence. 

The delay distribution combination of the design paths 

with activity probability is used to determine the 

candidate end-points. 

 
Path Delay (ns) 

Fig. 5: The delay distribution (histogram) of paths for C3540 
ISCAS benchmark. 

 
Path Delay (ns) 

 
Fig. 6: The delay distribution (histogram) of paths for C6288 

ISCAS benchmark. 
 

 
Path Delay (ns) 

 
Fig. 7: The delay distribution (histogram) of paths for C7552 

ISCAS benchmark. 
 

These candidates have the capability to grow and 

violate the timing constraints which result in timing 

errors and possible functional failures. We have used 

Tacc in our previously published work [21] as a measure 

of criticality to prevent the failure due to process 

variations.  

The usage of this parameter for every static and 

dynamic variation which modifies the timing 

specifications is proposed accordingly.  

The candidate paths are then extracted for the 

design, according to delay distributions of the paths 

terminating each end-point, and the maximum variability 

due to different variation sources and performance 

requirements (clock frequency).  

Any point, at the end of those paths violating the 

safety margin of the clock cycle, remains candidate for 

timing error and the others are considered to be error-

prone end-points.  

Fig. 8 presents the candidate end-points for the 

benchmark circuits with 10% safety margin assigned 

(Red Line). 
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Fig. 8: Number of candidate end-points for a) c3540, b) c6288, 
and c) c7552 ISCAS benchmarks. Horizontal axis is calculated 
using the average and standard deviation of path delays for 

each benchmark. 

Utilization Method 

After the end-point selection, it is time to measure 

slacks to be used in dynamic management method and 

to compensate the variation effects.  

As mentioned in the second section, recent studies 

use the slack monitor to measure the positive slack and 

to keep the safety guard-band in order to ensure the 

correct functionality. When the safety guard-band could 

not be established, the use of dynamic frequency scaling 

is inevitable as a result. Considering the lower probability 

of timing error at the end-points and the severity of 

delay growth with respect to different variation sources, 

there is no need to scale the frequency (and probably 

the voltage) of the design. Frequency scaling burdens 

more performance and energy overhead while clock 

stretching will resolve the problem with smaller 

overhead. In order to clarify the situation, one could 

consider a design working with 2GHz frequency and 10% 

activation probability for timing errors.  

According to recent studies, anytime the path delays 

enter the safety margin, the clock frequency will be 

scaled to 1.5GHz. Reconfiguration reduces the 

performance of the design by 25% which makes the 

design to consume almost 25% more energy in order to 

finish the same task. The more the frequency steps are 

further away, the more energy overhead will be imposed 

to the circuit.  

While, clock stretching to prevent timing error, will 

imposes only 10% performance and energy overhead. In 

order to reduce the supply voltage to achieve higher 

energy efficient design, this method makes the design to 

perform more reliable functionality and to achieve a 

reasonable performance.  

Fig. 9 shows the timing diagram of the negative slack 

monitor and the clock stretch mechanism.   

 

Slack 

Measurement

Region

 
Fig. 9: The timing diagram for negative slack monitoring and clock stretching. 

 

Since the continuous adjustment of the clock 

frequency is not possible in reality and the designers use 

discrete frequency steps to manage working frequency, 

there is a cross point between the model of performance 

overhead for the proposed stretching method and the 

methods presented in literature review (2) shows the 

mathematical description for this cross point in which 

the left hand side is for the proposed method and the 

right hand side is for the frequency scaling. 

clkclkclkclkclk TkNTNpN +=+ )1()(  (2) 

where clkN  is the number of cycles required to execute 

the application, p is the activation probability of timing 

error, k is the steps of frequency scaling and clkT  is 

period of baseline clock signal.  
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According to (2), the proposed method is 

demonstrated to have higher performance and lower 

energy (neglecting the energy consumption for 

additional hardware for complex design) consumption 

compared to the others for k > p and vice versa. The 

imposed overhead is the same for k = p. Therefore, the 

proposed method will act as a finer frequency 

management method in comparison with the recent 

studies when k > p. 

It is important to know that, when the paths exceed 

beyond the two consecutive cycles, this method cannot 

prevent timing error and frequency scaling is therefore 

mandatory. Then, we have to measure the amount of 

the negative slack rather than relying only to the timing 

error detection. Using the negative slack monitor, any 

latent transition is detected and measured to be 

considered in stretching and scaling of the clock cycle. In 

order to have efficient frequency management method, 

we need to introduce replica pipe stage as the 

forecasting stage. Candidate end-points and critical 

paths ending to these points are copied to a prior 

pipeline stage which is known as replica stage, and the 

same input vector is applied to both stages. When the 

monitor asserts the timing error prediction signal, due to 

similarity in both of replica and original end-points and 

identical input vector, it is obvious to occur in original 

stage. Then, the next clock is stretched or scaled to 

extend the design lifetime. Fig. 10 presents the position 

of both replica (gray blocks) and original stages (white 

blocks). 
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Fig. 10: The schematic of replica pipe stage which is used to 

measure negative slack monitoring in dynamic frequency 
management. 

 

This method gives another chance to use approximate 

computing without any additional overhead in terms of 

area, performance and energy consumption. The 

amount of computation error has a direct relation to the 

severity of timing variation (or the amount of measured 

negative slack). According to the application and its 

resiliency against the computation errors, we have 

measured the tolerable error threshold and mapped the 

threshold to the slack measurements. When the 

negative slack is shorter than the tolerable value, the 

timing error is ignored and masked by the application 

and there is no need to further compensation in 

architecture level. This is an outstanding feature of the 

proposed method for multimedia applications which 

have a degree of resilience against the errors. 

Results and Discussion 

The negative slack monitor using the mentioned 

insertion and utilization method is applied to ISCAS 

benchmarks and MIPS processor. The benchmark circuits 

are synthesized in 45nm technology using standard 

synthesis tools, and the energy consumption and 

performance of the design are achieved using power 

compiler and timing analyzer tools. The variation effects 

on path delays are modeled using proper models for 

different sources in gate level simulation utilizing PLI 

interface. The delay distribution of the basic gates is 

used to model the effect of process variation. The effects 

of voltage and temperature variations are modeled as 

random fluctuation in candidate basic elements. Wear-

out effects are modeled as progressive timing growth 

with respect to the effective parameters such as voltage, 

frequency, activity factor, operating time, and etc.  

Table 1 presents the specifications of the proposed 

slack monitor. According to the results, the monitor has 

negligible area and energy overhead and it measures the 

negative slack with higher accuracy. 
Table 1: Specifications of the proposed slack monitor in 45nm 
 

Area (nm2) Power (uW) 

19 25 

 

Appling the monitor to the candidate ISCAS benchmarks 

shows that the proposed method provides higher 

performance and lower energy consumption compare to 

pure guard-banding and frequency scaling methods. The 

proposed method is compared to a baseline end-point 

monitor insertion method [8] as baseline method. Table 

2 presents the performance and energy consumption of 

both methods on candidate benchmark circuits. The last 

two columns of this table present the performance 

overhead in comparison with the state with no timing 

variation. 

 
Table 2: Comparison of ISCAS benchmarks using the baseline 
and the proposed slack monitors in terms of energy and 
performance in 45nm technology 
 

Benchmark 
Power (mW) 

Performance 

Reduction 

Proposed [8] Proposed [8] 

C3540 0.65 0.8 5% 30% 

C6288 1.4 1.7 6% 30% 

C7552 1.15 1.3 10% 30% 
 

Considering the execution unit of the MIPS processor 
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to be vulnerable to the timing errors, the candidate end-

points for this stage is extracted and the replica stage is 

added to the architecture. Table 3 presents the area and 

energy overhead in comparison to the baseline method. 

In most cases, the proposed method results in better 

performance and lower energy consumption. In some 

cases, both methods have the same efficiency due to 

severity of the delay growth in design paths. 

 
Table 3: Efficiency of the baseline and the proposed slack 
monitor and imposed overhead on MIPS processor in 45nm 

 

Error Rate 
Power (mW) 

Performance 

Reduction 

Proposed [8] Proposed [8] 

10% 3.32 3.91 10% 30% 

30% 3.95 3.94 30% 30% 

50% 3.95 3.96 30% 30% 

80% 3.95 3.96 30% 30% 

 

Using the capability of the proposed method to 

reduce the voltage deliberately to achieve lower 

power/energy consumption while keeping the 

application functionality, 7-30% power improvement is 

achieved (Table 4). In this case, we have used lower 

supply voltages which results in timing violation to 

improve power/energy consumption, and the proposed 

method tolerates the effect of supply voltage reduction 

by stretching the clock period to keep the correct 

functionality.  

 
Table 4: Power improvement of the processor when the 
studied benchmarks have been run under different operating 
voltage level without performance overhead 
 

Improvement Power (mW) VDD (V) Benchmark 

25% 2.8 0.9 adpcm 

3.7 1.1 

30% 3.2 0.9 blowfish 

4.6 1.1 

19% 2.2 0.9 Dfmul 

2.8 1.1 

25% 2.6 0.9 Gsm 

3.5 1.1 

8% 1.6 0.9 Gaussian blur 

1.8 1.1 

12% 2.4 0.9 JPEG 

2.7 1.1 

7% 1.7 0.9 Sobel 

1.8 1.1 

 

Also, considering inherent error resiliency of the 

benchmark applications, remarkable results are 

achieved. Table 5 shows the power/voltage 

improvements for both the normal and low-power 

mode. Fig. 11 shows an execution result for JPEG 

benchmark application in both operating modes. The 

acceptable condition for error resilience is considered as 

MSSIM [22] to be greater than 0.9 for all benchmark 

applications and the negative slack threshold is then 

determined according to this parameter. Enabling low 

power mode in comparison to the sense of error 

resilience capability in the proposed method results in 

20-60% power improvement without significant 

performance overhead. 

 
Table 5: Power improvement of the processor when the 
studied benchmarks have been run under different operating 
voltage level achieving MSSIM [20] greater than 0.9 without 
performance overhead 
 

Improvement Power (mW) VDD (V) Benchmark 

54% 1.7 0.9 
adpcm 

3.7 1.1 

57% 2 0.9 
blowfish 

4.6 1.1 

39% 1.7 0.9 
dfmul 

2.8 1.1 

54% 1.6 0.9 
gsm 

3.5 1.1 

22% 1.4 0.9 Gaussian 
blur 1.8 1.1 

26% 2 0.9 
JPEG 

2.7 1.1 

22% 1.4 0.9 
Sobel 

1.8 1.1 

 

 

 

(a) 

 

(b) 

Fig. 11: JPEG benchmark output, (a) original image, (b) 
degraded image of voltage 0.9. 

 

In order to have better comparison between 

performance of the proposed work and the state of the 

art literature, we have provided comparison data with 

two recent works in terms of area and power overhead. 

Table 6 summarizes the comparison data. The reported 
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area and power overhead is for all required extra 

hardware and power consumption after applying the 

method compared to initial design. Power overhead is a 

total value extracted from individual evaluation process 

of each work and reported as an average of experiments. 

In this table, it is clear that the proposed work operates 

with only 2% extra hardware (smallest area overhead) 

and consumes 3% extra power. 

 
Table 6: Efficiency of the proposed monitor compared to 
literature 

 

Overhead Proposed [8] [11] [15] 

Area overhead 

(%) 
2 5 9 3 

Power 

overhead (%) 
3 10 16 3 

 
Conclusion 

Considering the growth rate of low-power internet of 

things, the power/energy and performance constraints 

for these applications are so tight. Static and timing 

variations make the situation worse in terms of 

reliability, performance and power/energy consumption. 

In this work, a new slack monitoring circuit and monitor 

insertion method is proposed. A novel frequency 

management scheme is introduced based on the 

proposed slack monitor at the candidate end-points. We 

have used negative slack monitor instead of positive one 

to enable more precise frequency management by 

measuring the actual delay growth of design paths. In 

order to have in situ error correction by clock stretching, 

the measurement on the selected end-points was 

performed one cycle before. A replica pipe stage is 

required to measure the probability and severity of 

timing error to decide the clock cycle stretch or to scale 

the frequency. This method provided another low-power 

mode which enabled the design to execute the 

applications in lower supply voltages with correct 

functionality with 7-30% power improvement. Also, in 

this method there is another option to sense the 

resilience of application against the timing error which 

reduces the amount of performance and energy 

overhead (20-60% power improvement) to high extent. 
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 Background and Objectives: Wireless Network on Chip (WNoC) is one of the 
promising interconnection architectures for future many-core processors. 
Besides the architectures and topologies of these WNoCs, designing an 
efficient routing algorithm that uses the provided frequency band to achieve 
better network latency is one of the challenges. 
Methods: Using wireless connections reduces the number of hops for 
sending data in a network, which can lead to lower latency for data delivery 
and higher throughput in WNoCs. On the other hand, since using wireless 
links reduces the number of hops for data transfer; this can result in 
congestion around the wireless nodes. The congestion may result in more 
delay in data transfer which reduces the network throughput of WNoCs. 
Although there are some good routing algorithms that balance traffic using 
wired and wireless connections for synthetic traffic patterns, they cannot 
deal with dynamic traffic patterns that existed in real-world applications. In 
this paper, we propose a new routing algorithm that uses the wireless 
connections as much as possible, and in the case of congestion, it uses the 
wired connection instead. 
Results: We investigated the proposed method using eight applications from 
the Parsec benchmark suite. Simulation results show that the proposed 
method can achieve up to 13.9% higher network throughput with a power 
consumption reduction up to 1.4%. 
Conclusion: In this paper, we proposed an adaptive routing algorithm that 
uses wireless links to deliver data over the network on chip. We investigated 
the proposed method on real-work applications. Simulation results show that 
the proposed method can achieve higher network throughput and lower 
power consumption. 
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Introduction 

Demand for more computation power within a chip 

resulted in multicore systems in which the bus 

technology was used to connect processing elements 

and cache modules on a single chip [1], [2]. Due to the 

poor scalability of bus base systems, a new paradigm is 

formed for future many-core systems: Network on Chip 

(NoC) [3]-[6]. In the NoC, many processing elements and 

cache systems are connected through an on-chip 

interconnection network. Each interconnection node 

contains a processing element and a router [7]. The 

nodes can connect in 2D (like mesh) or 3D structures. 

Although this paradigm is promising, some issues 

should be considered. One of the main issues in the 

traditional NoCs is the large latency of packets for 

traveling between the distant source and destination 

nodes. Sending packets to a neighbor node can be done 

in one hop, while sending a packet to a distant node, 
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may take tens of hops, which results in long latency and 

probably makes congestion in the network [8], [9]. To 

alleviate this problem, several new technologies like 3D 

NoC [10]-[12], Photonic NoC [13]-[15] and Wireless NoC 

[16]-[18] has been proposed. 

Wireless NoC (WNoC) is one of the main options for 

future NoCs [16], [17]. There are many kinds of research 

conducted to investigate different aspects of this 

technology such as the possible architectures and 

routing algorithms in these new architectures [18]-[22]. 

In the WNoCs, some nodes have a wireless antenna 

which makes them the wireless nodes. To reduce the 

number of hops, sending packets through the wireless 

nodes is preferred over the traditional wired nodes [9]. 

However, this makes congestion around the wireless 

nodes and leads to more latency for packets and more 

congestion in the network. 

A very famous solution is to consider an additional 

cost for the wireless connections [23], [9], [24]. The 

number of hops is a common metric to make the 

selection between the wired and wireless paths. 

Considering the additional cost for the wireless paths 

makes them be less selected by the packets. Therefore, 

the congestion around the wireless nodes will be 

decreased.  

Although this method is effective in some situations, 

it has the main drawback, especially, when the network 

experiences the traffic of real applications. In real-world 

applications, the traffic pattern is not static and changes 

over time. Therefore, when a constant cost is 

considered, it is possible to have no congestion at one 

time and surprisingly observe huge congestion at 

another time. 

To reduce the noise effect of the wireless links on 

wired links, several methods have been proposed [34], 

[9]. For example, the method in [9] uses parallel-plate 

waveguide as a dedicated structure for transferring 

wireless signal. Since we consider the architectural view 

of the NoC, we did not consider these effects in our 

simulations. It is also important to note that, hierarchical 

NoC is one of the promising architectures for wireless 

NoCs. Of course, if the wired path is shorter than the 

wireless one, the routing algorithm forces the source of 

flit to send it through wire path. 

In this paper, we present a method to balance the 

traffic for avoiding congestion in the WNoC. In this 

method, the congestion at wireless nodes is continually 

checked. Whenever the congestion is detected, it uses a 

wired connection. To avoid congestion, average flit 

latency for wireless and wired connections is compared 

and consequently, the routing will be done. However, we 

consider some level of randomness in the path selection 

which makes it possible to react to the changes in the 

traffic pattern. 

For wireless communications, we used the radio-hub 

component in [25]. It can support one or more wireless 

channels. We used multiple channels for sending and 

receiving of the data and acknowledge signals. It is 

important to note that each wireless node transmits the 

flits by only a specific channel but can receive all the 

channels. According to the destination wireless node ID, 

it can accept or reject the received flits. So, since the 

frequencies of the transmitters are different, the effect 

of collision has been neglected. 

Many kinds of research on the WNoC used synthetic 

traffic patterns available in NoC simulators such as 

Noxim [25] and booksim [26]. In this paper, we ran the 

experimental results on the real-world applications from 

the Parsec benchmark suite [27]. 

Simulation results showed that the proposed routing 

algorithm can improve the network throughput by 13.9% 

while reducing the power consumption by 1.4% over 

related works. 

The rest of this paper is organized as follows. In 
Section 2, the related works are discussed. In Section 3, 
the proposed method is presented. The experimental 
results are reported in Section 4, and the conclusions are 
given in section 5. 

Related Works 

The XY routing algorithm is one of the traditional 

deadlock-free deterministic routing algorithms in NoCs 

[7]. The wireless-XY is an extension of the XY routing 

algorithm for the WNoCs. Several variants for this 

algorithm are proposed. The main idea is to use the 

wireless equipment in the WNoC as much as possible. 

Since the excessive use of wireless links causes 

congestion in the wireless nodes, researchers suggest 

considering a cost for the wireless connections. The 

value of this cost is based on the packet injection rate of 

the WNoC. For low packet injection rates, lower values 

of the cost are needed. But, as the packet injection rate 

increases, higher values for the cost are required. 

However, the researchers have considered only a 

predetermined value for the cost in the previous studies. 

It is important to note that the wireless-XY algorithm is 

also deterministic and deadlock-free. The deadlock-

freedom is achieved by utilizing virtual channels. 

In [28] a Q-tabled-based adaptive routing algorithm is 

proposed. In this method, each node contains its Q-

table, which actions are the selection of the output port 

and the agent is the packet to be transmitted. The 

number of rows of the table is equal to the number of 

nodes in the network. When the current node wants to 

send a packet to another node, it checks the action 

values from the corresponding row in the table and 

selects the lowest value. Then the packet will go through 

that output port. The values of the table are updated 

based on the local observation of the packet latency and 
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the Q values of the neighbor nodes. Although the paper 

gives a very interesting idea, there are some issues with 

the algorithm. Since this routing algorithm is adaptive 

and the path of the packets changes over time, it is 

possible to encounter live lock or deadlock. To alleviate 

the deadlock problem, the authors used packet-based 

routing and did not use the well-known wormhole 

switching. Another problem of this method is the use of 

information from the adjacent nodes which needs 

dedicated buses for communication and therefore, leads 

to more power and area overhead. 

In [29], Q-learning is used to propose a congestion-

aware routing algorithm for NoCs. In this reference, the 

network is divided into some clusters and each cluster 

has a Q-table. Selecting an output channel is based on 

the density values extracted from the Q-table. Although 

this method uses wormhole switching, it does not 

consider wireless network-on-chip. 

In [31] authors proposed a wireless NoC architecture 

that uses on-chip antennas for wireless communication 

between the long-distance cores. They synthesized and 

implemented the architecture in Altera Quartus || tool. 

They proposed a custom routing algorithm for the 

proposed architecture that uses the vertical and 

horizontal distance of the source and the destination 

node as a parameter for selecting the routing path. They 

used synthetic traffic in evaluation of the proposed 

routing algorithm. 

In [32] four different routing algorithms are compared 

based on their performance in the wireless NoCs. The 

evaluations are based on the synthetic traffic patterns. 

They compared latency, throughput, and wireless 

utilization of the routing algorithms. The simulation 

results showed that the XY algorithm achieved the best 

latency and throughput. It is important to note that they 

did not consider extra cost on using wireless 

connections. 

In [33] authors proposed an arbitration mechanism 

for crossbar switches in wireless NoCs. The arbitration 

mechanism tries to eliminate the port contention in 

wireless routers. For this new architecture, a routing 

algorithm is proposed that considers λ as an extra cost 

for wireless links. They also used synthetic traffic pattern 

for the evaluation of their proposed method. 

Proposed Method 

The architecture of a small world NoC with 64 nodes 

is shown in Fig. 1. The gray squares indicate the position 

of the wireless nodes. This WNoC uses the mesh 

topology and has 8 rows and 8 columns. The data in 

traditional NoCs are transferred based on a router to 

router mechanism. For example, suppose that the green 

node wants to send data to the red node in Fig. 1. In 

each step, the data will be delivered to an adjacent 

router until it reaches its destination. In the XY routing 

algorithm, this takes four columns to the right and seven 

rows to the bottom which takes 11 hops. The wireless 

technology can be used to reduce the number of hops 

for delivery of the data for distant node. In this example, 

using wireless connections reduces the number of hops 

to three. If a node decides that its packet should pass 

through the wireless links, it sends the packet to the 

closest wireless router. The wireless router sends the 

packet to the closest wireless router to the destination, 

and that wireless router sends the packet to the 

destination node. 
 

 
 

Fig. 1: The schematic view of a 64 node WNoC. 
 

In the small-world WNoC, the wireless nodes are used 

to minimize the distance between distant nodes. As they 

can provide faster communication between nodes, the 

first insight is to send as much traffic as possible through 

the wireless nodes. This makes congestion around 

wireless nodes. For two nodes to communicate there are 

many options, wired connection is one of them, while 

there are many wireless variants. In wired connection, 

there are many deadlock-free routing algorithms, XY is 

one of them. For XY routing, the cost of using it can be 

computed as the following equation: 

𝑐𝑜𝑠𝑡 = |𝑠𝑥 − 𝑑𝑥| + |𝑠𝑦 − 𝑑𝑦|             (1) 

where sx is the row number of the source node, dx is the 
row number of the destination node, sy is the column 
number of the source node and dy is the column number 
of the destination node. When there are some wireless 
nodes, another possible path would be to send the 
packet to a wireless node (usually the nearest one) and 
then the wireless node, sends the packet to another 
wireless node (usually the closest to the destination 
node), and finally, the second wireless node, delivers the 
packet to the destination node. In this scenario, the cost 
can be computed as (2): 

𝑐𝑜𝑠𝑡 = |𝑠𝑥 − 𝑤𝑛𝑠𝑥| + |𝑠𝑦 − 𝑤𝑛𝑠𝑦| + |𝑤𝑛𝑑𝑥 − 𝑑𝑥| +
|𝑤𝑛𝑑𝑦 − 𝑑𝑦| + 𝛿               (2) 
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In this formula, wns is the wireless node near the 

source node and wnd is the wireless node near the 

destination node. The 𝛿 is a factor for considering a cost 

value for using wireless. The first idea is to have no 𝛿 

value, but in this case, the congestion will happen 

around the wireless nodes. Many nodes prefer to send 

their packets through the wireless links and there will be 

congestion for the source wireless nodes. On the other 

hand, in comparison with the wireless connections, the 

wired network bandwidth is so limited. Therefore, the 

destination wireless node cannot send the packet to the 

destination immediately. Consequently, this causes the 

source wireless node to wait until the destination 

wireless node accepts the packet. The source wireless 

node keeps sending the same packet until the 

destination node accepts it. So having a 𝛿 value will 

enforce a cost on using wireless links. Now, consider two 

nodes that want to communicate together. There are 

two options for them, use wireless or just use wired 

connections. To find the optimum option, the costs of 

the two different paths are computed and the lowest 

value can be accepted. Having a low value for 𝛿 makes 

congestion around the wireless nodes and considering a 

high value for the cost prevent using the wireless 

medium as much as possible. On the other hand, the 

cost value considered in the previous works is constant 

and therefore it cannot react to the traffic type. For 

example, for a specific type of traffic, the cost value 2 

may be proper, but if the traffic gets congested, it is not 

good anymore. 

In this paper, we use a congestion-aware routing 

method that can detect congestion around a wireless 

node and react to it. For each node, we use a table to 

determine the routing algorithm. There are two routing 

algorithms, wired and wireless options. It should be 

noted that wired routing can be used for all 

communications, but wireless one cannot be used 

always. For example, if the destination node is adjacent 

to the source node, the wireless routing cannot be used. 

The routing table contains two columns and 63 rows, 

where the number of rows is equal to the number of the 

possible destinations for each node. The columns are the 

average latency of staying in the output buffer of the 

current router for each routing algorithm. As an 

example, the table of node 14 is shown in Fig. 2. 

 

 
Fig. 2: Routing table for node 14. 

As can be seen in this figure, the average latency of 

being in the output buffer for the wired routing is less 

than the latency for the wireless routing for node 0. It 

means that we should use wired routing for sending 

packets to node 0. On the other hand, consider the last 

row of the table which is for node 63. For this node, the 

wireless routing has lower latency than the wired one. 

So we should use wireless routing for sending packets to 

this node. It should be noted that we do not use this 

greedy idea for selecting the routing algorithm for all the 

packets. Instead, we use an 𝜖-greedy algorithm for 

selection. In this selection algorithm, we consider 𝜖 as a 

non-zero value and with the probability of 𝜖 we select 

the routing algorithm with the higher latency. So, with 

the probability of 1 − 𝜖, we use the routing algorithm 

with less latency, and with the probability of 𝜖, we select 

the routing algorithm with the greatest latency. Since 

the traffic pattern of real applications are not uniform, 

and they change over time, we give a chance to the non-

optimum routing algorithm to refresh its latency. For 

example, as previously mentioned, wireless routing is 

better for sending packets to node 63. After a while, it 

may be congestion around the wireless nodes and wired 

routing becomes the optimum algorithm for sending 

packets to this node. Using𝜖, we give this chance to the 

wired routing algorithm to refresh its latency and 

therefore be selected for the next packets. 

Algorithm 1 describes the above-mentioned selection 

algorithm. In this algorithm, r is a random variable 

created from a uniform distribution between 0 and 1. If r 

is less than or equal to 𝜖 (line 7) then the non-optimum 

selection would be done, otherwise, the normal routing 

will be selected (line 12). The id of the destination node 

comes from the arrived packet, and the values of 

wiredLatency(id) and wirelessLatency(id) can be derived 

from the routing table. 

 
Algorithm 1 Selection of the routing algorithm 
 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

Inputs: 
     r: the random value between 0 and 1 
     id: the id of the destination node 

Output: 
     The selected routing algorithm 

Algorithm: 
if r <=  ε then 
     if wiredLatency(id) < wirelessLatency(id) then 
         return wireless_algorithm 
     else 
         return wired_algorithm 
else 
     if wiredLatency(id) < wirelessLatency(id) then 
         return wired_algorithm 
     else 

         return wireless_algorithm 
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To send a packet, we use wormhole scheduling which 

divides each packet into some flits. Delivering a packet 

means delivering all of its flits in order. To send a packet, 

each flit is sent to the output port of the source router. If 

the flit can be received by the next router, flit sending is 

done; otherwise, the flit should stay until the next router 

can pick it. We compute the latency of this waiting time 

for each flit and accordingly, we calculate the entries of 

the routing table. When a new latency is observed, we 

update the corresponding entry in the routing table 

according to the weighted sum of the old values and the 

new ones. The new value of the entry can be calculated 

as (3): 

𝑛𝑒𝑤𝑉𝑎𝑙𝑢𝑒 = (1 − 𝛼) ∗ 𝑜𝑙𝑑𝑉𝑎𝑙𝑢𝑒 + 𝛼 ∗
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑𝐿𝑎𝑡𝑒𝑛𝑐𝑦               (3) 

where the value of 𝛼 is between 0 and one. If wired 

routing is selected for the current packet, and then the 

value of the wiredLatency column will be updated, 

otherwise, the value of the wirelessLatency column will 

be updated. In the next section, the effect of 𝜖 and 𝛼 on 

the proposed algorithm will be checked. 

Deadlock freedom is the most important property of 

a routing algorithm. If a routing algorithm is not 

deadlock-free, it is not applicable. It is important to note 

that the proposed algorithm works just like a normal 

wireless routing algorithm which is deadlock-free [9]. 

The wireless algorithm needs a virtual channel to be 

deadlock-free. One virtual channel is used for regular 

wired routing and routing to the first wireless nodes. The 

other virtual channel is used for the flits that used 

wireless communication.  

Therefore, the virtual channel of flit changes during 

wireless communication. Before wireless 

communication, its virtual channel is 0 and after that, its 

virtual channel is one. It should be noted that the routing 

from the source node to the wireless node and the 

routing from the wireless node to the destination node, 

is done using the XY routing algorithm. Therefore, the 

wireless node acts as a temporary destination node for 

the source node and a temporary source node for the 

destination node. 

A. Motivation and Innovation  

As stated by the literature, using wireless links in NoC 

can lead to having better performance results. These 

performance results can be achieved by a proper routing 

algorithm. For example, if all nodes in the NoC try to use 

wireless links to deliver their data, there will be 

congestion around the wireless routers, which leads to 

high latency and lower throughput in the NoC.  

To lower the wireless usage, related works use static 

methods like adding an extra cost to the wireless 

connections, for selecting between wired and wireless 

routes. These static methods achieve acceptable results 

in synthetic traffic patterns which the traffic pattern 

does not change over time. On the other hand, in real 

world applications, the network traffic pattern will 

change over time, so using a static method is not 

suitable for these applications. 

In this paper, we proposed an adaptive routing 

algorithm in wireless NoCs that responds to the network 

congestion and improves the network performance. We 

evaluated the proposed method on real world 

applications from the Parsec benchmark suite.  

The detail design of the routing algorithm is shown in 

Fig. 3. As can be seen in this figure, the routing table is 

the main component of the routing algorithm. Each 

router in the NoC maintains its own routing table. The 

routing table will be updated when the trail flit of the 

packet exits from the router.  

The ws and w in Fig. 3 are the estimated wireless 

latency and wired latency corresponding to the packet’s 

destination (p.d), respectively.  

 

 

 

Fig. 3: the flowchart of the proposed routing algorithm. 

 

Results and Discussion 

A. Real-World Benchmark Application 

We use real-world applications which are from the 

Parsec benchmark suite. It contains scientific benchmark 

programs that use multi-threaded programming and 

target the many-core and multicore architectures. Since 

the NoC architectures act as the communication 

infrastructure for the future many-core processors, we 

selected this benchmark suite for the performance 

evaluation of the proposed method. It is important to 

note that, many related works on the NoC just use the 

synthetic traffics generated for simple scenarios like 

uniform and hotspot traffics which may not occur in real-

world applications. 
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B. Simulation Environment 

We use a modified version of the Noxim cycle-

accurate NoC simulator for experimental results. We 

modified it to have the virtual channels and to be proper 

for implementing our routing algorithm. The traffic 

patterns of the applications are extracted from the 

Netrace [30] tool and the packets are injected into the 

Noxim simulator from an implemented interface. Since 

the Netrace tool is generating traffic for a 64 node NoC, 

we use a WNoC with 64 nodes to investigate the 

proposed algorithm.  

The parameters of the NoC simulator are shown in 

Table 1. 

 
Table 1: Simulation parameters 
 
 

parameter Value 

number of rows 8 

number of columns 8 

number of the wireless nodes 4 

flit width 32 

 

C. Comparison Metrics 

We used three comparison metrics for comparing the 

routing algorithms.  

The first metric is the network throughput computed 

as the ratio of the flits injected to the network per core 

in each cycle. Throughput is the main metric for 

comparing the routing algorithms. The second metric is 

the average flit latency.  

It is the average value for the latency of delivering a 

flit. The latency of a flit is computed as the difference 

between the times of the injection and delivery of a flit. 

The third metric is the power consumption of the routing 

algorithm.  

Routing algorithms with low power consumption are 

desirable. 

D. The effect of Cost (𝛿) 

For the first set of experiments, we investigate the 

effect of 𝛿 on the above-mentioned metrics.  

The effect of 𝛿 on network throughput is shown in 

Fig. 4.  

As can be seen in this figure, having greater values of 

𝛿 improves the network latency.  

The main reason for this effect is that in such cases, 

fewer packets are delivered through the wireless 

connection and therefore there is less congestion 

around wireless nodes.  

It is important to note that having greater values for 𝛿 

wastes the wireless equipment because very low ratio of 

the packets go through the wireless connections. 

 
Fig. 4: The effect of 𝛿 on the throughput of the NoC. 

 

The effect of 𝛿 on the average flit latency is shown in 

Fig. 5. As shown in this figure, having greater values for 𝛿 

leads to lower values for average flit latency. The main 

reason for this effect is having less congestion around 

wireless nodes. Finally, Fig. 6 shows the effect of 𝛿 on 

the power consumption of the routing algorithm. As can 

be seen, the average power is almost the same for all 

routing algorithms which means having 𝛿 does not incur 

additional power consumption on the routing algorithm. 

 

 
Fig. 5: The effect of 𝛿 on the average flit latency of the NoC. 

 

 
Fig. 6: The effect of 𝛿 on the power consumption of the NoC. 
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E. The effect of 𝜖 

To investigate the effect of the 𝜖, we consider five 

different values from 0.01 to 0.5 for it. The obtained 

results have been shown in Fig. 7, Fig. 8, and Fig. 9. 

Although the different programs have different behavior 

against𝜖, two facts should be considered: 1) 𝜖 affects the 

network throughput of the routing algorithm, 2) the 

results show that 𝜖 = 0.05 is the best value from the 

point of view of the network throughput. 
 

 
Fig. 7: The effect of 𝜖 on the throughput of the NoC. 

 

The effect of 𝜖 on the average flit latency and the 

power consumption of the proposed algorithm have 

been illustrated in Fig. 8 and Fig. 9 respectively. As 

shown in these figures, on average, having a higher value 

for 𝜖leads to the greatest latency and more power 

consumption. Although the average flit latency for 

𝜖=0.01 and 𝜖=0.05 are almost equal, the power 

consumption of the routing algorithm for 𝜖=0.05 is 

2.37% higher than the power consumption of the routing 

algorithm with 𝜖=0.01. 
 

 
Fig. 8: The effect of 𝜖 on the average flit latency of the NoC. 

 
Fig. 9: The effect of 𝜖 on the power consumption of the NoC. 

F. The effect of 𝛼 

The 𝛼 value is used to regulate the contributions of 
the flit latency history and the new flit latency in (3). 

Higher values for 𝛼 means that we consider more weight 
for the new flit latency, and lower values mean that we 
pay more attention to the history of the flit latency. To 

investigate the effect of the 𝛼 on the performance of the 

proposed routing algorithm, six values of 𝛼 ranging from 

0.1 to 1.0 are considered. Fig. 10 shows the effect of 𝛼 
on the network throughput of the proposed algorithm. 

As shown in this figure, lower values of 𝛼 result in higher 

throughput. An interesting case is for 𝛼=0.9 which has 

better network throughput than 𝛼=1.0. 

 
Fig. 10: The effect of 𝛼 on the throughput of the NoC. 

The effect of 𝛼 on the average flit latency and the 

power consumption of the proposed method is shown in 

Fig. 11 and Fig. 12. As shown in Fig. 11, 𝛼=0.5 has the 

lowest average flit latency and 𝛼=1.0 has the highest 

average flit latency. It is important to note that the 

difference between these two values is less than 4.88%. 

As can be seen in this figure, the 𝛼 has regular effect on 

the average flit latency of the proposed method. On the 

contrary, the power consumption of the proposed 

method declines with higher values of 𝛼. The power 

consumption of the proposed method with 𝛼=0.1 is the 

highest, while the power consumption with 𝛼=0.9 has 

the lowest value. Again the difference between the 

highest and the lowest values is 35.8%. Having low 

power consumption for 𝛼=0.9 gives the idea of a low 

power routing algorithm alongside a high performance 

routing algorithm (As in 𝛼=0.1). 

 
 

Fig. 11: The effect of 𝛼 on the average flit latency of the NoC 
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Fig. 12: The effect of 𝛼 on the power consumption of the NoC. 

G. Comparison to the Related Works 

To compare the proposed method with the related 

works, we considered two configurations: 1) a high-

performance configuration with the best network 

throughput, and 2) a low power configuration with 

acceptable network throughput. We compared the 

proposed configurations to the routing algorithm used in 

[9], [31], [32], and [33]. It is important to note that the 

simulation results obtained by the Parsec benchmark for 

all the methods. The comparison of the network 

throughput, average flit latency, and power consumption 

with the related works has been shown in Table 2. As 

shown in this table, the first configuration has the best 

network throughput compared to the related works. On 

the other hand, the second configuration has the best 

power consumption. It is important to note that the 

method in [9] achieved the lowest flit latency. 

 
Table 2: Comparison of the proposed method to the related 
works 
 

Method Throughput (%) Latency 
(nS) 

Power 
(mW) 

Proposed Method 
(α =0.1) 

6.20 212.32 6.53 

Proposed Method 
(α =0.9) 

5.98 214.17 4.81 

[9] 5.44 208.51 6.62 

[31] 4.53 229.80 6.61 

[32] 4.27 230.96 6.62 

[33] 5.20 242.39 6.54 

Conclusions 

Having congestion around the wireless nodes is the 

main drawback of the conventional routing algorithms 

for the WNoC architectures. In this paper, we proposed a 

learning-based algorithm that uses a history of the flit 

latency to select the proper trajectory of the flits. To 

evaluate the proposed method, three metrics were 

considered: 1) the network throughput, 2) the average 

flit latency, and 3) the power consumption. We 

thoroughly investigated the parameters of the proposed 

routing algorithm and finally, achieved two 

configurations. The first one is a high-performance 

configuration that has the best network throughput and 

the second one has the lower power consumption while 

having an acceptable network throughput. We 

investigated the proposed algorithm on eight real-world 

scientific applications from the Parsec benchmark suite. 

The simulation results showed that the proposed 

algorithm can achieve 13.9% more throughput and 

consume 1.4% less power in comparison with the 

previous works. 
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Abbreviations  

NoC Network on Chip 

WNoC Wireless Network on Chip 

sx The row number of the source node 

dx The row number of the destination 

node 

sy The column number of the source 

node 

dy The column number of the 

destination node 

wnsx The row number of the wireless node 

near the source node 

wnsy The column number of the wireless 

node near the source node 

wndx The row number of the wireless node 

near the destination node 

wndy The column number of the wireless 

node near the destination node 

δ The cost value for using wireless 

connection 

ϵ The value of epsilon in ϵ-greedy 

algorithm 

α The update rate of the algorithm 



An Adaptive Routing Algorithm for Wireless Network on Chips 

J. Electr. Comput. Eng. Innovations, 10(2): 487-496, 2022                                                                            495 
 

based on the current and previous 

values of the latency 

r A random value with uniform 

distribution between 0 and 1 

ws The cost of using wireless links 

w The cost of using wired links 

p.d The destination of the packet 
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