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Background and Objectives: Several service identification methods have been 
proposed to identify services using business process-based strategy. However, 
these methods are still not accurate enough and adequately automated and thus 
need improvements. The present study addresses this gap by proposing a new 
semi-automated combinational method that applies process mining techniques 
and simultaneously considers different aspects of the business domain (e.g., goal 
and data). We argue that this method facilitates service identification more 
comprehensively and accurately and helps enhance organizational performance 
and lower cost structure. 
Methods: Our method includes three Phases. In the first phase, the system log is 
inspected, and the running business process is extracted using process mining 
techniques. After validating this model, we create a goal and data model in the 
next phase. In the third phase, we establish connections between the introduced 
models by defining some matrices. These connections are of two types: structural 
and conceptual. Finally, we propose a couple of algorithms that lead to the 
identification of services.  
Results: We evaluate the utility of our proposed method by conducting a case 
study and using the experts’ opinions from different perspectives as follows: (1) 
assessing the accuracy and reusability of the identified services, (2) appraising the 
efficiency of employing this method in more complex processes, (3) calculating the 
cohesion to coupling ratio, and (4) assessing the performance of the method and 
other service quality measures. The results indicate that the average accuracy of 
this method is about 12 % higher than the previously identified methods for both 
simple and complex processes. Additionally, it empirically proves that using the 
process mining techniques improves the service identification considerably (8%). 
Moreover, according to the experts’ opinions, the combination of goal and data 
model and process mining has increased the performance by 8%. In comparison, 
cohesion to coupling ratio demonstrated a 7% increase compared to other 
methods. In sum, we conclude that this method is an advanced and reliable way 
of service identification regardless of the process size and the complexity.  
Conclusion: The findings reveal that considering different aspects of business 
processes together and using process mining techniques improves the ratio of 
cohesion to coupling and accuracy of the identified services. Adherence to this 
approach enables companies to mine their business processes, modify them, and 
quickly identify services with higher performance. Besides, using this method 
provides a semi-automated and more effective way of service identification. 
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Introduction 

In each organization, several business processes exist 

that need to be reviewed and  changed  continuously  to 

comply with the organization’s goals [1], [2]. Using the 

service-oriented architecture (SOA) is very helpful for the  
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required changes due to creating reusable and easy-to-

change business services. 

The first step in moving toward SOA is service 

identification. There are different strategies for this 

purpose, such as business processes analysis. Many 

methods have adopted this strategy and identified 

services by decomposing business process models 

defined by experts in the design phase. Recognizing 

potential services in the strategy relies on understanding 

and identifying relations between activities, especially 

those with loose coupling and high cohesion 

dependencies in the business process models [3]-[5]. 

Using models in the strategy has caused simplicity and 

understandability. Besides, the output of the identified 

services will address the business needs [6]. 

Nevertheless, service identification based on the 

strategy in the run-time and dynamic environment might 

face some challenges. 

First, the major problem with relying on predefined 

BPMs to identify services is that such models are not 

always available, especially for legacy software systems 

[7]. In addition, there are some differences in most 

companies between the process models that are 

supposed to be run and the one that actually runs [8]. 

This discrepancy is because some necessary tasks, 

internal control flows, and dependencies may not be 

included in the business processes models defined in the 

design phase. Therefore, if the future services are 

identified based on the decomposition of the predefined 

processes and not the ones that really run in systems, the 

identified services may not meet the business 

requirements. Besides, some tasks may never be 

considered as a potential service and are ignored.  

Second, if the company’s business requirements are 

changed, some parts of the business process may be 

affected and need to be altered. Therefore, having deep 

knowledge and understanding of the ongoing processes 

seems necessary to facilitate the changing process [9]. 

However, most companies do not have such sufficient 

knowledge about running processes or, if they have, it is 

not documented sufficiently or at least not presented 

explicitly. Hence, the changing process would be 

complicated, and following that may lead to some 

problems in finding new suitable services.  

Third, suppose services are only identified based on 

the decomposition of process models without paying 

enough attention to other aspects of the business 

domain (e.g., business goals and data). In that case, the 

final identified services may not have enough precision 

and not be applicable.  

Finally, the conceptual relations are the other subject 

that has not been considered sufficiently compared to 

structural ones in the strategy. Paying attention to such 

connections between tasks, goals, and data models and 

having data-aware business processes can lead to finding 

or defining new services [10]-[11].  

All above mentioned challenges can effect on 

accuracy of the Method. 

One solution to tackle these issues is combining 

process mining concepts and business process-driven 

strategy as a service identification method. In this regard, 

some open questions need to be addressed [9]. One of 

these questions is how to bundle the activities 

discovered from process mining as a potential service. 

The other one is recognizing reusable services that can 

be used out of context [9]. This study presents a new 

semi-automated service identification method by 

combining process mining techniques, goal model, and 

data model to answer these questions and the previously 

mentioned challenges. To this end, we choose data and 

goal models because they play a vital role in every 

process such that other aspects of a business domain 

would be meaningless without considering them. The 

proposed method includes three following phases: 

In the first phase, the running business process and 

related knowledge are extracted from the information 

systems’ event log. This phase, in turn, has three steps: 

(1) identifying workflow (without data), which is 

modeled by Petri-net, (2) validating the model by 

conformance checking techniques, and (3) enriching the 

model with finding related data to obtain a Business 

Process Model and Notation (BPMN) with the data. 

These steps are performed using process mining 

techniques and algorithms. These techniques help 

organizations to have a comprehensive view of the 

current business processes and associated activities [12]. 

Also, they provide various monitoring and improvement 

analysis tools. Furthermore, they help companies 

reengineer their processes to gain better performance, 

identify potential activities to be a service, change or 

reuse them with reasonable cost, and have the processes 

that address their business needs.  

Phase 2 is dedicated to creating the goal and data 

model that helps extract the relations between tasks and 

identifying reusable services. 

Finally, in the third phase, the mentioned models are 

linked by introducing different matrices. These matrices 

play a pivotal role in answering the mentioned 

challenges and service identification. Also, they help 

recognize semantic and structural relationships between 

tasks to identify other potential services. In the following, 

services are identified by presenting two algorithms. 

These algorithms use the mentioned matrices to find 

high cohesion and loose coupling tasks in their structural 

or conceptual dependencies, targeted common goals, or 

operating on mutual data. These tasks are assigned to 

different services based on their features. By following 

the above phases, the introduced setup questions are 
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addressed. All the phases are covered in a case study, 

followed by listing the services and their assigned 

methods. 

The remaining of this paper is structured as follows: 

Section 2 presents a quick background related to the 

research area. Section 3 describes details of our 

proposed approach through a case study. Finally, Section 

4 is dedicated to the evaluation and conclusion. In the 

evaluation section, our method is compared with state-

of-the-art service identification baselines based on the 

criteria introduced by some previous studies [7], [13], 

[14]. 

Related Work 

Several service identification methods with a different 

strategy, input, or output have been presented in recent 

years [12]-[14]. Because of the diversity and multiplicity 

of these methods, our paper has limitations to inspect all 

of them. Therefore, only well-known methods that use 

business process identification strategies are discussed 

in this section.  

Wang et al. [15] introduced an approach for service 

identification by making rules to design relations 

between business activities and potential services. They 

also designed ports, messages, and interfaces for 

identified services by considering both business and 

technical aspects. They presented a new algorithm that 

decomposes the BPMN model. However, their approach 

is not automated and has not been validated by a case 

study. Also, it has ignored other aspects of task 

dependency, such as the conceptual one.  

Inaganti et al. [16] used some guidelines and 

technology to identify services by decomposing strategy. 

However, they did not introduce their measurement for 

recognizing potential business activities. Besides, there is 

no validating case study in their work. Indeed, their 

research work focuses on bid business-level services. 

Jamshidi et al. [17] presented a cluster-based method 

that combines business entity strategies with business 

process decomposition. After modeling the business 

process, they identified and categorized the service 

model elements. The method was evaluated based on its 

use, users’ analysis, and comparing with other existing 

methods. It is noteworthy that automation is not 

considered in this approach. 

Dwivedi et al. [18] introduced a method that uses a 

heuristics algorithm for service identification. These 

researchers used the UML diagram as a business process 

model and applied it in a real example and model-driven 

development. Detailed information about the heuristics 

is not provided in this paper.  

Bianchini et al. [19] used BP decomposition and 

ontology to recognize potential services and investigated 

process annotation semantically. Also, these researchers 

considered cohesion and coupling to determine services. 

Finally, they validated their method using a case study 

without considering automation.  

BPA Onto SOA is the name of a method introduced by 

Yousef et al. [20]. Business process analysis and 

considering functional and non-functional business 

needs are the basis of this method. Also, Ontology, BP 

decomposition, and clustering techniques are applied to 

identify services; however, automation is missing in this 

method. 

Azevedo et al. [21] chose candidate services using 

semantic point of view and heuristics algorithms. But 

detailed information and automation were not enough 

taken to account.  

In [22], a clustering-based method is introduced. It 

considers services as many activities with high cohesion 

and loose coupling in their functionality. In this paper, BP 

decomposition and clustering techniques and algorithms 

are used. However, it does not consider other aspects of 

the business domain.  

In [23], a method was proposed based on clustering 

and BP decomposition.  

Moreover, in [20], 2PSIM was presented in which 

partitioning algorithms are applied to the BP model to 

identify services [24].  

Kazemi et al. [25] introduced a method in the scope of 

automatic service identification using decomposition of 

business processes. But, it does not consider a different 

relation between tasks such as conceptual ones. In [26], 

the authors exhibited an automated model-driven 

service identification approach. This method uses the 

business model as an input and, after running heuristic 

algorithms, gives the service model as an output. AMSI is 

another automatic model-driven service identification 

method that identifies services by applying a multi-

objective evolutionary algorithm. A high-level BP model 

is the input of this method [27].  

El Amine et al. presented a method for service 

identification that uses both BP decomposition strategy 

and particle swarm optimization (PSO) algorithm [28]. A 

hybrid PSO algorithm was also applied in [29] for service 

identification. This algorithm addresses service design 

principles such as reusability, granularity, high cohesion, 

and loose coupling.  

Alwis et al. [30] presented a heuristic algorithm for 

service identification based on business objects and their 

relationships. This method is considered a semi-

automated approach that employs business processes. 

However, they did not assess the accuracy of their 

method, cohesion, and coupling metrics. 

These authors also proposed another semi-

automated heuristic algorithm that splits tasks into 

different categories based on their service identification 

functionality. This approach has a good performance for 

very large enterprises.  
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Nevertheless, due to the complexity of the method, it 

is not successful in addressing the needs of small to 

medium enterprises (SMEs) [31]. 

In [32], the authors provided a customized heuristic 

algorithm for service identification based on analyzing 

the business process codes. To this end, they developed 

a tool that converts a business model to a service model. 

However, this approach does not pay sufficient attention 

to service measurements like cohesion and coupling. 

In [33], the authors provided an automatic tool that 

maps the BPMN component to software code for service 

identification. These methods only consider structural 

relations between tasks and ignore conceptual ones.  

In [34], the authors proposed a framework that 

decomposes process and related logs with clustering 

algorithms. Then, an expert should modify the 

recognized services based on service features. This 

approach primarily depends on the process code and 

experts’ opinions. 

In [35], Leopold et al. introduced a new automated 

identification method that extracts a list of service 

candidates, including microservice, composite, and in 

hierarchy services. This method did not provide any 

solution for identifying the relationship between tasks.  

Taibi et al. [36] proposed a method for service 

identification using business process flow extraction and 

clustering. After finding business process flow, they 

applied clustering to find the services. This approach 

does not consider system goals and data to find relations 

between tasks. 

Lshob et al. [37] proposed a framework that produces 

a SOA model from the business process model. This 

approach employs some interfaces to convert a business 

process-based information system to an SOA-based one. 

Business requirements and the relation between 

activities are the missing aspects of this framework.  

 All the above methods employ a business process 

decomposition strategy to identify services. These 

process models are supposed to be run in the 

organization. But, in the run time and dynamic 

environments, most of them do not accurately and 

sufficiently address business needs [38]-[39]. Also, they 

may not show all tasks and related semantic and 

structural relationships that run in running time. Besides, 

since most of these methods do not have automated 

solutions to identify services, they are often descriptive 

and not sufficiently accurate. 

 Our literature review reveals that using running 

processes and taking other business processes into 

account can be a powerful technique for a more accurate 

service identification. However, the studies conducted in 

this regard are still scarce. 

                                                           
1 www.data.4tu.nl 

Proposed Approach 

In this section, the proposed method is presented in 

three phases. 

 In the first phase, the ongoing business process 

model is extracted from the event log using process 

mining techniques and tools. After validating this model, 

it is applied as one of the inputs for the service 

identification phase. 

In the second phase, the goal and data model are 

defined. These models help identify business and entity 

services. Moreover, using them allows finding 

conceptual relations and potentially reusable services. 

Finally, in the third phase, services are identified by 

introducing some matrices and proposed algorithms. 

These matrices make a connection between BP, goal, and 

data model. Also, structure and semantic relations 

between tasks are identified using them. In this phase, 

the tasks that address the common goals or use the 

mutual data are considered the potential services 

method because of their internal conceptual relations.  

Having real data-aware business processes, 

considering conceptual and structural interconnection 

between tasks (with the help of goal and data models 

and presenting semi-automated methods for service 

identification), leads to more accurate services. 

Phase 1: Process Mining  

Discovering an accurate business process model by 

process mining techniques needs different activities. 

They include collecting event logs and converting them 

to an acceptable format for process mining tools. 

Besides, applying discovery techniques and validating 

the output model is necessary in this regard [8]. In this 

phase, we investigate the mentioned activities. 

In general, event logs generated by ERP systems, 

workflow management systems, or other information 

systems can be used as a primary input for process 

mining [8]. However, according to [40], they should be 

converted to the most common mining formats, i.e., 

extensible Markup Language (MXML) and extensible 

Event Stream (XES). There are different tools and 

methods for this purpose [8], [9], [40].  

Since this paper focuses on service identification 

methods with the help of process mining techniques, we 

adopt a valid real-life event log format that is ready to 

use and exists in the process mining website1. This event 

log is related to the fine management process. The 

system's duty is to support and manage driving fines.  

It contains activities, timestamps, and data related to 

the activities. We use the Prom tools for processing 

because it supports different process mining algorithms 

and related plug-ins [41].  
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Prom is one of the most popular and comprehensive 

tools that researchers use. The Manual and tool 

base/automatic part of this phase is shown in Table 1. 

 
Table 1: Manual vs. automated part of Phase 1 
 

steps User(manual) Automated/tool support 

1 Import the log to 
Prom for process 

Processes the log to find 
activities and data in the 

output 

2 Import the step 1 
output to the mining 

algorithm 

Processes the inputs, 
create process flow 

3 Import both 
previous outputs to 

conformance 
checking algorithm 

Processes both inputs, 
inspects and assesses the 
validation of the model 

4 Applying data-aware 
algorithm 

Generates process model 
with assigned data 

 
 

Step 1: Finding Log Information 

 In this step, we inspect the log to discover activities 

and their assigned data using Prom tools. The results 

show that the event log contains 150,370 events. There 

are at least two and at most 20 trails of events in each 

set of events (called case). Also, the log demonstrates 11 

different activities that happen in one process. These 

activities are created fine, send fine, add a penalty, fine 

notification, payment, credit collection, appeal to the 

prefecture, appeal to judge, send and receive appeal and 

notify result. Fig. 1 shows the extracted information 

about the log.  

Step 2: Mining Process  

 In this step, we try to find the process flow in the event 

log by applying the inductive miner algorithm, which is 

one of the best techniques for finding business processes 

[42], [43]. There are different mining algorithms in the 

Prom. However, studies show that the Inductive miner 

produces more accurate and comprehensive results than 

others in dealing with noises and making models [42], 

[44]. The output is presented as a Petri net shown in Fig. 

2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

Fig. 1: Log inspection. 

Fig. 2: The workflow created by the inductive miner algorithm. 
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Some black squares are placed parallel to other events 

in the figure, meaning that this event can be avoided, and 

another route can be taken. However, this rule does not 

apply to ‘create a fine’ and ‘add the penalty’ events. The 

output model needs to be checked for complying with 

the event log. This procedure, called conformance 

checking, can be performed using different algorithms 

and tools [45]. We use the “reply a log on Petri-net for 

conformance analysis” algorithms and plug-in, which is 

simple and the most accurate algorithms in Prom tools 

for this. Purpose [46]  Conformance checking tries to 

answer the question of “what is the probability of re-

establishing this process with this event log?”. Fig. 3 

presents a 91% fitness for this process, suggesting the 

validity of the extracted model. 

Step 3: Data-Aware Process Mining  

In this step, the log and the validated primary Petri net 

are imported to the Prom for detecting data. The output 

Data Petri net is shown in Fig. 4. In the resulting Data 

Petri net, each task is presented by a transition. Variables 

demonstrate the data associated with each transition. 

Here, transitions perform CRUD operations on data 

variables and identified data present attributes of the 

four main entities which flow in the process. For the sake 

of simplicity, this paper considers the entity instead of 

the attributes. The entities and the corresponding data 

models are shown in Phase 2 (Step 2). 

Step 4: Mining BPMN 

With the previous step’s output and utilizing 

converting data Petri net to BPMN plug-in in Prom tool, 

the final BPMN model with data is mined. To check the 

validity of the outcome, we use BPMN to Petri net 

converter plug-in in Prom to see whether it generates the 

same data Petri net from obtained BPMN or not. The 

results analysis reveals that the BP model completely 

represents the same data as Petri net. If the model needs 

to be re-engineered for any reason (e.g., having better 

performance), it can be done in this step. For 

transforming As-is to the To-Be model, following the best 

practices proposed in [47] will be helpful. Following 

these rules, we create To-Be Models and the final output 

is demonstrated in Fig. 5.   

Many plug-ins and algorithms in Prom directly 

produce the BPMN model from the event log [44], [48]. 

However, their output just shows workflows without 

presenting data, data streams, and their effect on 

decision gates. Having such a process model   does not 

address the questions of this paper.  

In this respect, by following our solution to reach the 

data-aware BPMN model, not only the accuracy and 

validation of the model in each step are checked but also 

data entities play a key role in discovering a more 

accurate BPMN model. Moreover, the Create, Read, 

Update and Delete operation (CRUD) on each entity is 

recognizable, which will be used in the service 

identification phase to find conceptual relations 

between tasks and entity services. It will be done by 

defining the entity-task relation matrix. 

 
 

 
 

Fig. 3: Conformance checking by Prom. 
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Fig. 4: Petri net with data. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Phase 2: Modeling Goal and Data 

This phase contains two steps: creating a goal and a 

data model. Table 2 presents the automated vs. manual 

parts of this phase. 

 
Table 2: Manual vs. Automate parts of Phase 2 
 

steps Manual (user) Automate 

1 Create Goal Model  

2 Assess the output of the 
previous phase to create a 
data model 

 

 

Step 1: The Goal Model 

In this phase, a goal model is created for the case 

study. Using this model helps find business requirements. 

Then, in the service identification phase, we will establish 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a relationship between the BPMN model’s task and 

related requirements in the goal model by introducing the 

task-requirement matrix. 

Such a relationship helps us to find the tasks with 

reusability features. The tasks addressing the same goals 

can be reused in similar service-oriented systems. There 

are different methods to creating the goal model [49]-

[52]. We adopt GBRAM [50] in this research regarding its 

simplicity. In this model, only one identifier is considered 

for each requirement, and other characteristics of each 

need are omitted. The goal model in this method has 

different levels. The general goals are located at the 

highest level. These goals are decomposed into smaller 

ones to extract the requirements. 

It is necessary to mention that if the goal model is 

documented and exists in the organization, it can be used 

as a basic model in this step, and there is no need to be 

recreated. 

Fig. 5: The Business process model after applying process mining. 
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Fig. 6: Goal model. 
 

Step 2: Data Model 

In this step, we create the data model by utilizing data 

that flow in the system. As mentioned in the last step of 

Phase 1, this model helps find entity services. The data 

model for the case study is depicted in Fig. 7. 
 

 
Fig. 7: Data model. 

 

Phase 3: Service Identification  

In this phase, services are identified based on data and 

goal models in the BPMN. Combining these models and 

using process mining techniques helps find both semantic 

and structural relations between tasks. In this paper, 

semantic relation is defined when either one or both of 

the following conditions occur: 1) two or more tasks 

either directly or indirectly (collaboratively) address the 

common goals and 2) when tasks do the CRUD operation 

on common entities. Considering these conceptual 

interrelations between tasks helps have highly coherent 

methods and more accurate services. Automated and 

manual parts of this phase are depicted in Table 3. 
 

 
Table 3: Manual vs. Automated part of Phase 3 
 

Steps Manual (user) Automate 

1 Can be created by user or Tools (Visual Paradigm) 

2 
Import required 

input (BPMN) 

Process input, find relations 

Generate task-entity matrix 

Generate First relational 
matrix 

3 
Import requires 

input 

Process input, find relations 

Generate a second relational 
matrix 

4  
Generate final relational 

matrix 

5, 6 
Import required 

inputs/Analyze the 
results 

Finding services 

Merging services 

 
 

Step 1: Create Requirements Task Array 

In this step, a requirement- tasks two-dimensional 

array is created by adopting the goal model (Phase 2) and 

the BPMN model (Phase 1). This array shows the 

relationship between each task and related business 

needs. 

To fill out the cells of this array, for each requirement 

set existing in the last level of the goal model, we 

investigate the tasks on the BPMN model; if the tasks 

support the needs, tasks are written in the related cell the 

array. 

Having this array helps find reusable tasks. If 

organizations have the same goals, the tasks that address 

these goals can be reusable.  

Therefore, identified services with this attitude meet 

the reusability factor, which is one of the service design 

principles. We use this array later to identify candidate 

services.  

This matrix is indicated in Table 4. 
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Table 4: Requirements task array 
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Tasks 

t1 t3 t4 t5 t2 t10 t6, t9 t7 t8 

 

Step 2: Create First Task-Task Matrix 

This step is divided into two-part. First, the relationship 

between tasks and related data in the BPMN model is 

investigated. For this purpose, we explore the data and 

associated tasks in the BPMN model and determine the 

type of operation that each task does on the related 

entities. As mentioned before, each task can perform 

different CRUD operations on entities. Then, an entity-

task matrix is created. The matrix rows are tasks, and the 

columns are entities.  

The cells show each task's type of operation on the 

related entities. 

To quantify the relationship rate between tasks and 

the relevant entities, we need to convert their degree of 

relativity to a numerical value. For this purpose, we adopt 

this concept from [26]. Accordingly, it is assumed that 

CRUD operations have different degrees of importance.  

Their strength order is as C>U>D>R and their values 

(between 0 and 1) are determined as Create(c)=1, Update 

(U)=0.75, Delete= (D)=0.5 and Read(R)=0.25. As shown, 

the highest degree of importance is attributed to Create, 

and the lowest to Read [26]. The entity-task matrix for our 

case study is presented in Table 5. 
 

Table 5 : The task entity matrix 
 

E1: Fine, E2: payment, E3: Notification, E4: Appeal 
 

 E1 E2 E3 E4 

t1 C    

t2 U C   

t3 U    

t4 R  C  

t5 U    

t6 R   C 

t7 R   R 

t8    R 

t9 R   U 

t10 R    

In our case study, we consider each entity as a service 

to find entity services. Since each service comprises some 

methods, to determine them, in the task-entity matrix 

(Table 5), we look for the CRUD operations presented in 

the column associated with that entity. Entity services are 

derived from a business data model and can be reused to 

automate different business processes. Table 6 shows the 

entity services and related methods: 
 

 Table 6 : Identified entity services  
 

Methods Entity services 

Update (), Read (), Create () Fine  

Create () Payment  

Create () Notification  

Create (), Read(), Update() Appeal  

 

In the second part, using the matrix shown in Table 5, 

the following algorithm created the first task-task matrix 

(Fig. 8). 
 

 
Fig. 8 : The first task-task matrix algorithm . 

 

This matrix illustrates the relations between tasks 

based on their access to entities. Thus, it helps determine 

semantic relations between tasks. To develop this matrix, 

for every pair of tasks in the business process model, if 

they operate on one or some similar entities, the average 

of their accessing types to each common entity will be 

calculated. Afterward, these values will be added 

together. In the next step, the number of shared entities 

by these tasks is divided by the total number of entities 

accessed by these tasks. The result is multiplied by the 

value calculated in the previous step. This output is placed 

in the cell, i.e., at the intersection of the two tasks in the 

matrix. Applying this algorithm has two benefits. First, it 

helps understand tasks’ relationships considering their 

impact on shared entities. Second, it allows finding the 

hidden and semantic relations between tasks. For 

example, if task x and task y impact similar data, they are 

conceptually related.  
Applying the above algorithm and identifying such 

relations lead to identifying tasks that can be potentially 

considered for service detection (Table 7). 



S. Hekmat et al. 

10  J. Electr. Comput. Eng. Innovations, 11(1): 1-20, 2023 

 

Step 3: Finding Structural Relation by second task-task matrix 

In this step, the second task-task matrix is generated to 

illuminate the structural relations between tasks in the 

business process model.  

Some analysis and design tools such as Visual Paradigm 

can automatically generate this matrix using the BPMN 

model; however, the matrix created by such tools has 

some shortcomings. For instance, it only considers the 

direct relationship between two tasks. Also, if a gate or 

event exists between them, they will not be considered as 

related tasks. Additionally, this tool neglects some series 

of patterns in business processes, such as tasks placed 

before or after a gateway that can be considered as 

services. We develop new tools that get the XML version 

of the BPMN model as an input to tackle these problems 

and analyze them. Then, it tries to find and quantify the 

structural relation between tasks by applying the 

following algorithm. In our proposed algorithm, if the 

connection between the two tasks of Ti and Tj is direct in 

the business process model, the value of the cell (Ti, Tj) in 

the second task-task matrix will be equal to 1. There 

should be a gateway between Ti and Tj, 0.5 will be 

assigned as the value. The value will be set to 0.25 if two 

gate ways are placed in a row and between the tasks. The 

value will be equal to 0.75 under the condition that Ti and 

Tj appear on branches positioned before or after a 

gateway (Fig. 9). 

 
Fig. 9 : Quantify second task-task matrix procedure . 

  
 

Table 7 : First task-task matrix 
 

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 

t1 0 0.437 0.875 0.312 0.875 0.312 0.312 0 0.312 0.625 

t2 0.473 0 0.375 0.166 0.375 0.166 0.166 0 0.166 0.25 

t3 0.875 0.375 0 0.25 0.75 0.25 0.25 0 0.25 0.5 

t4 0.312 0.166 0.25 0 0.25 0.083 0.083 0 0.083 0.125 

t5 0.875 0.375 0.75 0.25 0 0.25 0.25 0 0.25 0.5 

t6 0.312 0.166 0.25 0.083 0.25 0 1.125 0.312 1.125 0.125 

t7 0.312 0.166 0.25 0.083 0.25 1.125 0 0.825 0.75 0.25 

t8 0 0 0 0 0 0.312 0.125 0 0.25 0 

t9 0.312 0.166 0.25 0.083 0.25 1.125 0.75 0.25 0 0.125 

t10 0.625 0.25 0.5 0.125 0.5 0.125 0.25 0 0.125 0 

 
Table 8 : Second task-task matrix 
 

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 

t1 0 0.25 0.5 0 0 0 0 0 0 0 

t2 0 0.25 0 0 0 0 0 0 0 0 

t3 0 0.25 0 0.5 0 0 0 0 0 0 

t4 0 0.25 0 0 0.5 0.25 0 0 0.25 0.25 

t5 0 0.25 0 0 0 0.25 0 0 0.25 0.5 

t6 0 0 0 0 0 0 1 0 0.75 0 

t7 0 0 0 0 0 0 0 1 0 0 

t8 0 0 0 0 0 0 0 0 0.25 0.25 

t9 0 0.5 0 0 0 0.75 0 0 0 0.25 

t10 0 0 0 0 0 0 0 0 0 0 
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Table 9 : Final task-task matrix 
 

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 

t1 0 0.723 1.375 0.312 0.875 0.312 0.312 0 0.312 0.625 

t2 0.473 0.25 0.375 0.166 0.375 0.166 0.166 0 0.166 0.25 

t3 0.875 0.625 0 0.75 0.75 0.25 0.25 0 0.25 0.5 

t4 0.312 0.416 0.25 0 0.75 0.333 0.083 0 0.083 0.375 

t5 0.875 0.625 0.75 0.25 0 0.5 0.25 0 0.5 1 

t6 0.312 0.166 0.25 0.083 0.25 0 2.125 0.312 1.875 0.125 

t7 0.312 0.166 0.25 0.083 0.25 1.125 0 1.125 0.75 0.25 

t8 0 0 0 0 0 0.312 0.125 0 0.5 0.25 

t9 0.132 0.666 0.25 0.083 0.25 1.875 0.75 0.25 0 0.375 

t10 0.625 0.25 0.25 0.125 0.5 0.125 0.25 0 0.125 0 

 

The output matrices generated by the suggested 

algorithms facilitate the identification of structural 

relations between tasks. Thus, the challenge of 

insufficient attention to the structural relationships 

between tasks in other service identification methods is 

overcome by creating this matrix. The second task-task 

matrix is presented in Table 8.  

Step 4: Final task-task Matrices 

The final matrix is equal to the sum of the first and the 

second communication task matrices, which shows the 

relationship between tasks from both structural and 

conceptual points of view. Therefore, each cell’s value in 

the first and second communication matrix is summed 

and written in the corresponding cell in the final task-task 

matrix. Table 9. 

Step 5: Recognizing candidate services 

In this part, we create a service based on the business 

needs identified in Step 1 of Phase 1. For each business 

requirement, a new service is defined. Then, related 

methods for each service are determined by applying an 

algorithm presented in Fig. 10. According to this 

algorithm, the requirement-task array is first reviewed, 

and the tasks that address each business need are 

recognized and assigned to the related services. Suppose 

the algorithm faces some tasks previously assigned to 

another service. The first service with those tasks will be 

the owner of such methods in this situation. However, 

they are called in when their functions are needed to 

complete another service. Second, in this step, the 

algorithm reviews the final task-task matrix to find the 

remaining method for each service that is not assigned to 

any services. 

Moreover, the algorithm looking for the tasks that may 

not be directly aligned with any business requirements, 

but are semantically related to the other methods, is 

identified for a particular service. This semantic 

relationship can be of two types: implicit control flow or 

data flow, both prerequisites for executing the identified 

service. Then, each task that remains unassigned to any 

service is allocated to a new service. Finally, the algorithm 

elucidates the relationships between the identified task 

services and other types of services such as entity and 

utility services. The candidate services for our example 

are shown in Table 10. 
 

Table 10 : Primary services for the case study 
 

 Services Methods 

S1 Create fine t1 

S2 Notice of fine  t3 

S3 Increase fine t5 

S4 Fine warning t4 

S5 Payment  t2 

S6 Check credit t10 

S7 Appeal to prefecture t6 

S8 Appeal to judge t9 

S9 Appeal check t7 

S10  inform result t8 
 

After recognizing primary services, we investigate 

whether merging services is possible or not. To do so, we 

define variable RD as a ratio of dependency between 

services. It shows the ratio of the average internal 

correlation between each service’s methods to the 

average connection degree between the methods of 

different services (1). 

In some business processes, like our case study, only 

one task is suitable to consider as a method of the 

identified services. In such a circumstance, having fewer 

services with more abilities would be helpful to decrease 

the costs. 

RD = average cohesion/average coupling                    (1) 
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Variables of the above relation are defined in (2) and 

(3). 

Average Cohesion =
∑ Cohesion(Si )

N
  (2) 

where N is the total number of services; and  

Cohesion(S) =  {

1                                                             |S| = 1

∑ task − task(ti

i,j

, tj) ∀ti , tj  ∈ S  |S| > 1 

*If the service has one method, its cohesion is equal to 1. 
If the number of service methods is greater than 1, the 
formula calculates the value of cohesion.  
and  

Average Coupling(S)

=  
∑ Coupling(Si , Sj )i,j

D
 

(3) 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

After creating the dependency matrix, in this step, the 

value of the RD variable is calculated for the services using 

relation (1). If this ratio increases. Two services will be 

merged, and the set of services will be updated. The other 

situation is depicted in the algorithm 

The final services for our case study are shown in Table 

12. 

 
Table 12: Final identified services 
 

 

 

where D is the total number of connections between 
services; and   

Coupling(S1, S2) = ∑ task − task(ti, tj)

i,j

 ∀ ti ∈ S1 , tj  ∈ S2 

Using above relations, we present a complementary 

algorithm (Fig. 11) to refine identified services based on 

these relations.  

This algorithm needs a service dependency matrix as 

an input. The rows and columns of this matrix are the 

services. The matrix’s main diagonal indicates the 

cohesion of methods within each service that can be 

calculated by cohesion(s) relation, which exists in (2). 

Other cells of this matrix are filled by the coupling 

variable’s value, which is shown in relation (3). For our 

case study, this matrix is depicted in Table 11. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Considering the definition of utility services from the 

identified services, each one can handle automatic tasks 

can be considered utility services.  

For example, t3 can be considered a notification 

service, and when merged with t1, they can be identified 

as a composite service. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 11: Dependency matrix 

S10 S9 S8 S7 S6 S5 S4 S3 S2 S1  

0 0.312 0.312 0.312 0.625 0.723 0.312 0.875 1.375 1 S1 

0 0.25 0.25 0.25 0.5 0.625 0.75 0.75 1 0.875 S2 

0 0.25 0.5 0.5 1 0.625 0.25 1 0.75 0.875 S3 

0 0.083 0.083 0.333 0.375 0.416 1 0.75 0.25 0.312 S4 

0 0.166 0.166 0.166 0.25 1 0.166 0.375 0.375 0.437 S5 

0 0.25 0.125 0.125 1 0.25 0.125 0.5 0.5 0.625 S6 

0.312 2.125 1.875 1 0.125 0.166 0.083 0.25 0.25 0.312 S7 

0.25 0.75 1 1.875 0.375 0.666 0.083 0.25 0.25 0.312 S8 

1.125 1 0.75 1.125 0.25 0.166 0.083 0.25 0.25 0.312 S9 

1 0.125 0.5 0.312 0.25 0 0 0 0 0 S10 

 

Methods services 

t1, t3 S1 

t4 S2 

t5 S3 

t2 S4 

t10 S5 

t6, t7, t8, t9 S6 
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Fig. 10: Service identification algorithm. 
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Fig. 11: Aggregation algorithm. 

 

Results and Discussion 

To evaluate our method, we sought to reach four 

different data. First, we needed to assess the accuracy of 

identified services, i.e., the number of services identified 

correctly based on their correct assigned tasks to the total 

number of services. Also, this kind of service should highly 

comply with business needs. Second, it was necessary to 

know how the complexity of the process can affect our 
method’s accuracy. Here, complexity included both 

process size and the number of gateways. Then, we 

needed to compare our proposed method with other 

service identification methods in case of common service 

quality metrics. Finally, we needed to examine the 

performance of the proposed method compared to other 
methods. In this paper, performance could be defined as 

the ability of the method to provide services at an 

acceptable level of accuracy and time. The ratio of 

accuracy to consumed time was calculated, and the 

results were expressed as a percentage in Table 14 

In this study, ten different processes were given to five 

experts two times and asked to identify services based on 
their selected method. The processes had various degrees 

of complexity and sizes. On the first try, we gave them 

predefined business processes, and on the second try, we 

presented them with ongoing business processes 

resulting from process mining techniques.  

Ultimately, we compare their results with the results 

arising from our proposed method. Average results are 

shown in Figs. 12, 13, and 14. As shown in the figures, the 

results of our method are more accurate than others 

(≈12%). and this superiority does not depend on the size 

or degree of complexity of the processes. Also, the results 

keep superiority when the basis process results from 

process mining techniques, and it shows about 8% 

improvement. In the next comparison, we compared our 

combination method with each goal, data, and business 

process-driven method separately as the basis of the 

proposed method. Next, we calculated the RD ratio for 

these service identification approaches on different 

processes. Simultaneously, we asked three experts to 

apply each approach to different given processes and rate 

them between 1 and 10 based on the quality of identified 

service and related assigned tasks. If they faced each 

misaligning task with a service identified by each method, 

they had to deduct one mark from their score. Finally, the 

average of scores was calculated for each approach. The 

result showed that our method's cohesion to coupling 

ratio was higher than others (≈7%). Moreover, results 

showed that the identified services were more compliant 

with the business needs whenever the base business 

process applied process mining techniques. Table 13 

demonstrates the results. 
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Fig. 12: Investigate the accuracy of the proposed method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 

 
Fig. 13: Investigate accuracy and process size. 

 
 
 
 

 
 
 
 
 
 
 
 
 

 
Table 13 : Comparing methods based on RD variable (PM: Process mining)  
 

 

 
Table 14 : Performance comparison between methods 
 

Accuracy to 
time Ratio 

Average of 
Performance ≈ % 

 

Business processes without 
PM 

Goals Entities 
Business 

processes 
with PM 

Proposed 
method 

Process size <10 95.6% 92.24% 94.69% 97.47% 98.54% 

Process size >10 77.25% 72.47% 76.33% 78.69% 79.96% 

Number of gates <10 86.59% 83.59% 85.76% 88.36% 91.02% 

Number of gates >10 76.59% 69.98% 74.49% 77.81% 82.67% 

 

As mentioned earlier, in the Next step, the 

performance of our method has been calculated and 

compared with other methods. Table 14 shows that when 

the complexity of the process increases, the proposed 

method keeps the superiority over others to identify 

acceptable services in a more efficient time. In total, the 

average performance for the proposed method is almost 

86% which is about 8% more than others. 

In Table 15, our method is compared with other 

related methods from different perspectives, such as 

service guideline features, semantic and structural 

behavior, and automation.  
As this table shows most of the service quality metrics 

have been considered in our method in comparison with 

others. 

 

Method 

/Service 
Business processes without PM Goals  Entities  Business processes with PM Proposed method  

 RD variable  2.146 1.092 1.726 2.274 2.389 

Experts’ evaluation 7.23 5.73 6.92 7.78 8.5 

Fig. 14 : Investigate accuracy and complexity . 
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Table 15: Compare proposed method with others 
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[21] 
Azevedo 

Process 
Decomposition 

Heuristic 
Task, data, 
Composite 

Process 
model 

EPC 
FAD 

✓ ✓ ✓ 
Non 

automative 
- - ✓ ✓ 

[26] 
Jamshidi 

Entities 
Clustering 

Matrix 
Software 

CRUD 
process 

- ✓ ✓ ✓ Automative ✓ ✓ ✓ ✓ 

[53] 
Fareghza

deh 

Process 
Decomposition, 
goal, Use-case, 

Legacy data 

Analysis 
Task, data, 
Composite, 

software 

Use case, 
legacy 
system 

UML ✓ ✓ ✓ 
Non-

automative 
✓ ✓ ✓ ✓ 

[54] 
Kim 

Goals and 
Scenario 

Instruction Software 
Goal 

model 
- - ✓ - 

Non-
automative 

✓ - ✓ - 

[16] 
Inaganti 

Process 
Decomposition 

Instruction Task 

Process, 
Organizati

on data 
model, 

- ✓ - ✓ 
Non-

automative 
✓ - ✓ ✓ 

[17] 
Jamshidi 

Entities Algorithm 
Data, 

collaboration 
Process UML ✓ ✓ ✓ 

Semi- 
automative 

✓ ✓ ✓ ✓ 

[55] 
Chang 

Process 
Decomposition 

Analysis Task Process UML - ✓ - 
Non-

automative 
- - ✓ - 

[56] 
Levi 

Process 
Decomposition 

and Goals 
Analysis Task 

Process, 
Goals 

UML ✓ ✓ - 
Non-

automative 
- ✓ ✓ ✓ 

[57] 
Kazemi 

Process 
Decomposition 

Genetic 
algorithm 

Task Process BPMN ✓ ✓ - Automative ✓ ✓ - ✓ 

[58] 
Amiri 

Process 
Decomposition 

Heuristic-
GA 

Software 
Process 

and goals 
BPMN   ✓ 

Semi- 
automative 

✓  ✓ ✓ 

[30] 
Alwis 

Process 
Decomposition 

Heuristic 
Task 

Composite 
Software 

Process 
model 

BPMN ✓ ✓ ✓ 
Non 

automative 
- - ✓ ✓ 

[31] 
Alwis 

Process 
functionality 

Decomposition 

Clustering 
Heuristic 

Software 
Task 

software 
process BPMN ✓   Automative   ✓ ✓ 

 [32] 
Eric 

Process 
Decomposition, 

Legacy code 

Heuristic 
Algorithm 

Composite, 
software 

legacy 
system 
code 

BPMN ✓ - - 
Semi-

automative 
- - ✓ - 

[33] 
Zafar 

Process 
decomposition 

legacy code 

Instruction Software 
legacy 
code 

BPMN ✓ - - 
Semi-

automative 
- - ✓ - 

[34] 
Giseli 

Process 
Decomposition 

Clustering, 
Mining log 

Task Process, BPMN ✓ - ✓ 
Non-

automative 
- - ✓ ✓ 

[35] 
Leopold 

Process 
Decomposition 

Algorithm 
Task, 

software 

Process, 
Legacy 
code 

BPMN ✓ - ✓ automative  ✓ ✓ - 

[36] 
Taibi 

Process 
Decomposition 

Clusteing, 
Mining 
process 

flow 

Task, software 
Process 

flow, 
BPMN ✓ - - 

Semi-
automated 

- - ✓ ✓ 

[37] 
Leshob 

Process 
Decomposition, 

legacy code 

instruction Task 

Process, 
Legacy 
code 

BPMN ✓ ✓ - automative - - ✓ ✓ 

[59] 
Al 

Shereiqi 

Process 
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automative 
✓ ✓ ✓ ✓ 
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Conclusion 

This paper offers a new combined semi-automated 

method for service identification. The method considers 

different aspects of the business, including goals, data, 

and ongoing business processes, to recognize closely 

relevant tasks as a service. Since the Business process 

plays a key role in the method, we use process mining 

techniques to have deep and accurate knowledge about 

it. In the first phase, using such techniques, we extract the 

ongoing processes and associated data that flow in the 

organization from the real-life system event log. Then, we 

check the fitness of the output model with the verified 

conformance checking algorithms using Prom tools.  

After validating the ongoing data-aware business 

process model, we create a goal and data model that 

helps find both structural and conceptual relations 

between tasks. These relationships' degree of correlation 

and coupling determines which tasks can be reused or 

recognized as services.  

As a result, the process of moving to SOA will be easier, 

more flexible, and more accurate. 

For this reason, the mentioned relations will be found 

by defining three matrices and considering different 

points of view: 1) addressing the same business needs 

(goal view and conceptual), 2) working on the same entity 

(data view and conceptual), and 3) structural interrelation 

between tasks in the business process model. Then, we 

link these matrices by introducing first, second, and final 

relational task-task matrices. These matrices’ cells show 

the dependency rate between tasks and use to 

understand cohesion and coupling relation between them 

by emphasizing conceptual and structural relations.  

In the end, we propose two algorithms for identifying 

and merging candidate services that use the relational 

matrices mentioned earlier. These algorithms introduce a 

variable to measure the internal and external relationship 

between tasks. It means that if the cohesion value 

between tasks is more than the value of the coupling 

relation, the related tasks should be assigned to one 

service.  

In this way, the cost of additional calls between 

services is decreased. The reusability feature (a crucial 

quality factor in service-oriented systems) is covered by 

tasks that address the same business needs. Whenever 

the business goals are the same in other processes, the 

related services can be replaced, or if the needs are 

changed, only its related services will be changed. 

Besides, working on common entities not only increases 

the cohesion between tasks but also helps increase the 

ability to reuse services. 

To do all the subjects mentioned above, we received 

help from experts and different processes.  

Our method is evaluated from different points of view. 

The results indicate the superiority of the proposed 

method in the case of accuracy, performance, and 

cohesion to cohesive ratio. Also, other comparing metrics 

states the same result.  

Using the proposed method helps company to have 

more knowledge about the conceptual and structural 

relations between the tasks in the business processes. 

This capability enables them to reengineer these 

processes and improve them to have more accurate 

services. 

As the method considers multiple aspects of the 

business domain, it can be extended. 

Here, the potential path to extend this method for the 

future is suggested: 

This method can be extended by considering other 

aspects of the business domain between tasks to reach 

high-quality services. Also, the method can be extended 

to cover other phases of service software development. 

In addition, the automated part of the method can be 

improved by decreasing human intervention; for 

example, by integrating the whole process through 

developing a tool that supports both the mining and 

identification phases. 
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Background and Objectives: IP multimedia subsystems (IMS) have been introduced 
as the Next Generation Network (NGN) platform while considering Session 
Initiation Protocol (SIP) as the signaling protocol. SIP lacks a proper overload 
mechanism. Hence, this challenge causes decline in the multimedia QoS. The main 
propose of overload control mechanism is to keep the network throughput at the 
same network capacity with overload. 
Methods: NGN distributed with IMS is a complex innovative network consisting of 
interacting subsystems. Hence, multi-agent systems (MAS) receiving further 
attention for solving complex problems can solve the problem of overload in these 
networks. To this end, each IMS server is considered as an intelligent agent that 
can learn and negotiate with other agents while maintaining autonomy, thus 
eliminating the overload by communication and knowledge transfer between the 
agents. In the present research, using MAS and their properties, the intelligent hop 
by hop method is provided based on Q-learning and negotiation capability for the 
first time. 
Results: In the proposed method, parameters of overload controller are obtained 
by reinforcement learning. In order to check the validity of controller performance, 
a comparison is made with the similar method in which the optimal parameters are 
achieved based on trial and error. The result of the comparison confirms the 
validity of the proposed method. In order to evaluate the efficiency of the learner 
method, it is compared with similar and standard methods, for which the results 
are compared to show performance. The results show, the proposed method has 
approximately improved the throughput by 13%, the delay by 49% and the number 
of rejected sessions by 17% compare with methods, passing control messages 
through the network such as CPU occupancy methods. While compare with 
external controller methods like holonic, throughput is improved by 1% and the 
number of rejected requests is decreased by 10%, but delay is increased by 6% due 
to the convergence time of the learning and negotiation process. 
Conclusion: To overcome overload, complex IMS servers are considered as learner 
and negotiator agents. This is a new method to achieve the required parameters 
without relying on expert knowledge or person as well as, heterogeneous IMS 
entities can be inserted into the problem to complete study in future. 
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Introduction 
Packet switching allows service providers to provide 

multimedia applications to their subscribers. The future 

approach of the telecommunications industry is towards 

NGN, in which all types of fixed and mobile access 

networks are integrated based on the IP platform. NGN 

can provide multimedia services based on the standard 

IMS platform. IMS has been used by most mobile 
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network operators since the third generation. In this 

regard, the SIP protocol has been adopted by 3GGP as 

the basic IMS architecture. Most cell phones and 

wireless devices support SIP as a multimedia session 

protocol [1]-[3]. 

SIP lacks a proper overload mechanism despite its 

positive features such as text-based, IP-based, data-

independent, relocation support, and end-to-end 

properties. It uses the retransmitting mechanism to deal 

with packet loss when running on the UDP protocol. This 

is done by keeping different timers for each request to 

be sent. When the relevant response is not received 

within a specified time, the requests will be resent, 

which makes the situation worse in case of overload [4]. 

When the SIP encounters an overload, the overload 

control mechanism is activated rejecting the new session 

request messages by sending a 503 response. In this 

method, the messages must first be analyzed to 

generate a rejection response for new requests. The 

capacity devoted by the server to analyze messages and 

generate reject responses is wasted. All the server 

capacity is spent on rejecting repeated requests in 

addition to the negative effect on the overload. 

Therefore, it is inevitable to design an efficient overload 

controller for IMS. The overload controller must be able 

to gather the information needed to decide about 

overload. Based on this information, it must determine 

the appropriate response to the overload and apply it to 

the network. Depending on the type of overload and the 

location of the controller, different methods and policies 

have been proposed to deal with the overload [5]. 

Due to the complexity and heuristic nature of the 

overload problem in IMS, approximate mathematical or 

heuristic methods are used in designing the controller 

leading to occasionally a huge deal of errors and not 

acceptable answers. Therefore, in this paper, a new 

machine learning method is proposed to design an 

overload controller. In this regard, IMS servers are 

considered as intelligent learning agents able to 

negotiate with other network agents. These agents learn 

the amount of tolerable load by interacting with the 

dynamic environment and through unsupervised trial 

and error, and they control the overload in the network 

by negotiating with other agents. 

In the following, the background and related works 

are given. Then, the proposed method is presented and 

the performance evaluation and analysis of the results 

are provided. Finally, deals with conclusions are 

presented. 

Related Backgrounds 

Since the papers’ objective is to design an overload 

controller based on intelligent agents in IMS, it is 

essential to explain the related concepts and works 

briefly. 

A.  Multi-Agent Systems (MAS) 

An agent is defined as a software or hardware located 

in the environment and acts autonomously to achieve its 

goals. The agent perceives the environment through its 

sensors and affects the environment through its 

stimulants. Everything around the agent except itself is 

called the agent environment. Today, the use of MAS to 

solve complex problems has received a huge deal of 

attention. MAS is made up of several agents trying to 

solve problems that are sometimes difficult and 

sometimes impossible to solve for a centralized and 

integrated system. On the other hand, communication is 

an important concept in MAS. Without communication, 

agents should rely only on decisions based on their 

observations, while communication enables agents to 

make more coordinated decisions. Negotiation is the 

dominant way to reach an agreement without the 

involvement of others to gain mutual benefit in common 

areas of interest to agents. A negotiation protocol is a 

set of rules that all agents know. In negotiation, an 

agreement is obtained when there is a common ground 

between the proposals. Agents have a personal 

preference for the outcome of the negotiation and may 

also have limitations on the use of the proposals [6], [7]. 

In learning the agents, there are problems for which 

scarce or incomplete resources exist for solving, thus, 

unsupervised learning has been considered. 

Reinforcement learning is unsupervised learning in 

which the system tries to optimize interaction with the 

dynamic environment through trial and error without 

specifying the action for the agent. Reinforcement 

learning is indeed to map different situations into 

actions to get the best results with the most reward. The 

two characteristics of "trial and error" and "reward with 

delay" are the most important characteristics of 

reinforcement learning [8]. 

Standard reinforcement learning, or Q-learning, is a 

model-independent method, in which the agent has no 

access to the transfer model. Q-learning based on 

Markov's decision-making process, with a delayed 

reward function, can learn the optimal policy. In this 

method, the agent estimates the pair (action, state) by 

continuous interaction with the environment as trial and 

error. The Q-learning steps are based on Algorithm 1. 

The algorithm starts from an initial state and reaches 

the goal state by performing a series of actions and 

receiving a reward. In this situation, the agent state is 

not changed with each action while not receiving any 

reward from the environment. The action can be 

selected by exploration and exploitation. Selection of 

action by exploration means selecting the action 

randomly regardless of the values in Q-Table. This may 

discover optimized actions not selected yet and add 



Reinforcement Learning-based Load Controller in IP Multimedia Subsystems 

 

J. Electr. Comput. Eng. Innovations, 11(1): 21-32, 2023                                                                                23 
 

them to the table. In the exploitation form, the best 

action is selected based on Q-Table [9]. 
 

Algorithm 1: The Q-learning method algorithm 

Begin 
Q[states][actions]=0; 
S=Get_Current_State (); 
 
While (S! = absorption state) 
     a= Select_Action (); 
     r= Calculate_Reward (); 
     s/= Get_New_state (); 
     max=For_All_Possible_Action_Find _Max_Q (s/, a) (); 
     Q (s, a) =α*(r+max) +(1-α) *Q (s, a); 
     Update_Q_Table (); 
     S= s/; 
End While 
End 

 
In the Q-learning algorithm, α ϵ [0, 1] is the agent 

learning rate. A value of one causes the agent to 

consider only the most recent information, while zero 

leads the agent to have no learning. Parameter γ ϵ [0, 1] 

is called the discount factor. Zero means that the agent 

only considers the current reward, however, the values 

close to one cause the agent to wait a long time to reach 

a higher reward. When all pairs (action, state) are 

experienced repeatedly while reducing the learning rate 

over time, Q-learning converges with a probability of one 

to the optimal value of Q*(s,a). Some applications of 

reinforcement learning include continuity of services in 

IMS [10], [11], unsupervised learning in next-generation 

networks [12], [13], intelligent transportation systems 

and urban traffic control [9], [14], [15], management of 

wireless distributed sensor networks [16]-[18], and 

complex software systems [19]. 

B.  IP Multimedia Subsystems (IMS) 

Unlike traditional applications, the purpose of IMS is 

to integrate different types of multimedia services and 

applications and converge between wired, wireless, and 

mobile networks. Other features of IMS are control of 

sessions, development of services, Quality of services 

(QoS), and the possibility of calculating costs under a 

single standard. IMS is a packet switching network 

extending over the IP platform and has a three-tier 

architecture. The users connect to IMS using IP-based 

networks. The simplified IMS core architecture is shown 

in Fig. 1 [20], [21]. 

There are two databases in the IMS architecture 

including Home Subscriber Server (HSS) and Subscription 

Locator Function (SLF). HSS is the place for storing 

subscribers' information and related services, and SLF is 

used to find subscribers' HSS addresses. ASs provide 

multimedia value-added services. Call Session Control 

Functions (CSCF) are SIP proxy servers each with a 

specific function. Their common role is during the 

registration, session creation, and routing process. 

 

 

 

 

 

 

 

 
 
 

Fig. 1: The IMS core architecture. 

 

The servers can be configured stateful or stateless, 

depending on the situation and needs. The stateful 

server stores transaction information, however, in the 

stateless server, no transaction is created on the server, 

and the server is solely responsible for receiving and 

routing messages. P-CSCF is a stateful SIP server. This 

server is the first point of users’ contact with IMS. All 

user traffic is transferred to this server and also network 

traffic is transferred to users through this server. S-CSCF 

is also a stateful SIP server always located on a home 

network domain. This server is the central point of the 

IMS responsible for managing the registration process, 

routing, maintaining session status, and storing service 

information. All SIP signaling packets pass through the S-

CSCF to determine the next action by processing. I-CSCF 

is a stateless SIP server, contacting point of an operator 

to connect with subscribers within that operator. I-CSCF 

allocates an S-CSCF server based on the defined policies 

when registering by receiving information from the HSS. 

Another task of this server is to get the next step in 

routing through HSS as well as directing requests to the 

assigned S-CSCF or AS. 

While receiving the IP, the user receives the P-CSCF 

address and has to register in the IMS. After registration, 

the relevant P-CSCF knows the S-CSCF assigned to each 

user according to the response package. The S-CSCF also 

knows the P-CSCF to contact to reach the user. This 

information is used to establish the sessions. 

As shown in Fig. 2, when user A wants to make a 

session with user B through SIP, it sends an Invite to P-

CSCF. P-CSCS sends the packet to the S-CSCF assigned to 

A in the registration process. Based on ID B, S-CSCF finds 

the corresponding I-CSCF in domain B and delivers the 

package to it.  

By contacting the HSS, the I-CSCF finds the S-CSCF 

assigned to B and delivers the package to it. The S-CSCF, 

with the information obtained at the time of 

registration, delivers the Invite package to the P-CSCF 

and then to the B. After receiving Invite by B, the 

response is generated and sent to A of the same route as 

Invite reached. After exchanging messages, a session is 

formed between A and B [1]. 

DNS 

HSS User 

P-CSCF 

S-CSCF 

AS 

DNS 

I-CSCF 

SLF SIP 

Diameter 
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A SIP transaction is a request and all related 

responses exchanged between two adjacent SIP entities. 

Since in most cases the 503 mechanisms embedded in 

the SIP cannot cope with overload, an overload 

controller is inevitably required in IMS. The overload 

controller consists of three main components. The 

monitoring unit collects information from the specified 

parameters and provides them to the control function. 

The control function determines the policy and the 

amount of load received based on a defined algorithm 

and provides it to the stimulator unit, which rejects the 

overload based on the policies received [22], [23]. 

If all the controller components are on one server, 

this is called the internal method otherwise, it is termed 

external control. External controls are divided into two 

end to end and hop by hop categories.  

In the end to end method, the edge server is 

responsible for regulating the load sent to the 

overloaded server. The challenge in this method is how 

to inform the edge server about the server with overload 

and how the edge server detects the request passing 

through the overloaded server. In the hop by hop 

method, two tandem servers determine the amount of 

load sent from the server upstream to downstream by 

different policies [24], [25]. 

In the window policy, the downstream server allows 

the upstream server to send the request in the specified 

window size without receiving confirmation. The size of 

the window on the upstream server can be determined 

using incoming messages, acknowledgments, 503

messages, timers expire, or calls delay. The overloaded 

server can also dynamically and continuously estimate 

its response capacity and notify upstream servers as the 

number of windows available [24], [26]-[29]. A window-

based holonic mechanism (WHOC) is used holonic multi-

agent system to control and manage overload in SIP 

networks.  

Based on past observations, the normalized least 

mean square algorithm is used to estimate each agent 

window size. The size of the windows is adjusted in the 

way that no overload will occur in network paths, which 

could be fulfilled through using holonification properties, 

negotiation process and communications. WHOC offers 

an appropriate window size for edge servers to control 

the load from the beginning of the network and prevent 

network overload [30]. 

In the loss-based policy, the downstream server 

specifies the percentage of reduced load sent by the 

upstream servers. In this method, the rate of 

retransmissions can be reduced by modeling the 

interactions between the downstream and upstream 

servers as a controller [31]. Also, sometimes the 

upstream server predicts overload on the downstream 

server by methods such as 503 received message rates 

or uses mechanisms such as the leaky-buckets technique 

[32], [33]. Intelligent methods are provided to monitor 

the overloaded server and then prevent overload by 

classifying packets, intelligently deleting repeated 

packets, controlling active sessions and obtaining 

thresholds [34], [35].  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: Establishing a session between two users in two different IMS domains. 
 

In HOC, a loss-based mechanism is implemented to 

control overload, using multi-agent with holonic 

organization to implement a user perspective of fairness 

if possible. HOC uses a greedy method on the network 

graph to obtain constant holarchy. When a proxy server 

is overloaded, the sending load is adjusted from the 

source servers, causing fewer network resources to be 

involved in the overload. Load fitting is done based on 

received requests and used as predictor. Therefore, each 

holon uses the server capacity amount of its offered 
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load. In HOC, when a holon involved in overload is 

recognized with a request from the due holon, the 

overload is most likely solved because servers with high 

dependency are placed in a holon in terms of load 

exchange with each other. Complexity decreased by the 

use of holonic organization and cooperation between 

holons through the communication, agreement and 

knowledge that is exchanged among them [36]. 

In the rate-based policy, the rate of sending the 

upstream server to the downstream server is limited. 

Setting a threshold for CPU consumption and sending 

this value at regular intervals is one of these techniques 

controlling the rate to enter the requests into the 

downstream server [5], [24], [37]. In the on-off policy, 

the downstream server can stop or connect the received 

load for a while. Determining the time required to 

process messages within the downstream server queue 

and announcing the downtime to the upstream server is 

among the methods of this policy [24].  

Finally, a hop by hop method can be developed based 

on new policies, especially the concept of software 

networks, Network functions virtualization (NFV), and 

cloud environments [38]-[40]. 

Designing Load Controller  

In many IMS load control algorithms, there are 

parameters determining the efficiency of the algorithm. 

For example, in the proposed algorithms [5] a threshold 

value is considered for the amount of CPU occupation. 

Whenever the percentage of CPU occupation exceeds 

this threshold, the overload control algorithm will 

operate. Method [28] also determines a delay threshold 

in the upstream server. 

 It determines the window size in the upstream server by 

comparing the delay of the received responses with this 

threshold. The best and most accurate way to calculate 

the values of strategic parameters is to use 

mathematical relations. Nonetheless, mostly due to the 

complexity or heuristic of the method, it is not possible 

to calculate the desired values using mathematical 

equations [41]. Trial and error is another way to 

determine the values of the parameters and check the 

value producing the most optimal answer by simulating 

and placing different values. The problem with this 

method is that the obtained values  are only suitable for 

that network situation, and by changing the network 

conditions, the answers are no longer acceptable and 

the calculations must be performed again. Learning-

based methods help in such situations. According to Fig. 

2, IMS has three tandem SIP servers (S-CSCF, I-CSCF, S-

CSCF) in which the I-CSCS server is stateless not 

contributing to overload. However, the two tandem 

servers are stateful and play a role in organizing and 

managing the sessions. Since the servers connected 

through one hop, the proposed controller used the hop 

by hop overload control [42].  

As seen in Fig. 3, for each proxy server queue, two 

warning (Tw) and constraint (Tc) thresholds and thus 

three regions are defined determining the decision and 

controller response. If the number of session requests 

exceeds Tc (constraint region), requests will be rejected 

locally by messages 503. If the number is between two 

thresholds (warning region), the negotiation process 

with the upstream server begins. Nevertheless, if the 

number of requests is less than Tw, no reaction occurs. 
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Fig. 3: Two tandem servers in IMS. 

Fig. 4: Assigning states to the agent queue. 
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In this regard, each proxy server is defined as an 

intelligent agent with the ability to learn and negotiate. 

Agents learn the values of Tw and Tc by Q-learning 

through monitoring their resources and the knowledge 

from the environment. Q-learning allows the controller 

to be independent of expert knowledge and prior 

environmental information. Among the requisites for 

designing a Q-learning algorithm is the definition of 

states space, actions space, and appropriate reward 

function. In the designed controller, the control function 

implements the learning algorithm, the stimulator unit 

negotiates with the upstream agent, and the monitoring 

unit collects information about the queue length and the 

rate of incoming and outgoing requests. In the proposed 

controller, the monitoring unit, the control function, and 

the stimulator unit are located in the agent.  

A.  Defining Agent Q-Learning Requirements 

The actions defined for each agent determine how 

the constant queue length is divided into each region. To 

define each action by the agent, a minimum constant 

length is assigned to each region. Moreover, a certain 

number of length increases are considered as an 

extension. The action space is defined by <Na, Lmin, Nex, 

Lex>. Na indicates the number of regions, Lmin represents 

the minimum length assigned to each region, Nex 

denotes the number of extensions, and Lex indicates the 

length of each extension. Server queue length (L) is 

obtained from (1). 

𝐿 = 𝑁𝑎 ∗ 𝐿𝑚𝑖𝑛 + 𝑁𝑒𝑥 ∗ 𝐿𝑒𝑥                        (1) 

The length assigned to each region is obtained from 

(2). In Fig. 4 the length of each region is equal to the sum 

of the minimum initial lengths and the number of 

allocated extensions 

 𝐿𝑖 = 𝐿𝑚𝑖𝑛 + 𝑒𝑖 ∗ 𝐿𝑒𝑥  (2) 

where, ei is the number of extensions of the ith region. 

Since the sum of the extensions considered for all 3 

regions is constant, the method of allocating the 

extensions to each region is calculated by (3) [14]. 

∑ 𝑒𝑖 = 𝑁𝑒𝑥      ;       𝑒𝑖 ∈ 𝑁

𝑁𝑎

𝑖=1

 (3) 

The answer of (3) specifies the number of actions of 

each agent and depends on the value of Nex. As the Nex 

increases, the number of responses, and consequently 

the number of actions of each agent increase. With (4), 

the number of extensions of each region can be 

controlled by the parameter ϴ to reduce the action 

space to accelerate convergence [14]. 

∑ 𝑒𝑖 = 𝑁𝑒𝑥  ;     𝑒𝑖 ∈ 𝑁;   𝑒𝑖 ≤ 𝜃    ;    1 ≤ 𝜃 ≤ 𝑁𝑒𝑥

𝑁𝑎

𝑖=1

 (4) 

The values of the parameters used to determine the 

actions space are given in Table 1. According to these 

values, the set of actions is 19 actions, which are given in 

Table 2. The actions are selected through an exploration. 

To determine the states space, the number of 

transactions in each region is used. In this regard, the 

number of transactions in each region is arranged 

according to their order of entry and each arranged list 

corresponds to a state. The total number of states Table 

3 is equal to the sum (ten states) of the inequality 

permutations of the number of areas transactions (six 

states) plus the possibility of equalizing the number of 

areas transactions (four states). For example, if Ti 

indicates the number of transactions in the ith area, T1> 

T2> T3 will represent the highest number of transactions 

in the safe region and the lowest number of transactions 

in the constraint region. 
 

Table 1: The parameters used in determining the actions space 
 

Volumes Parameters 

110 L 

20 minL 

10 exL 

5 exN 

3 aN 

5 ϴ 

21 |Actions| 

13 |States| 

 
Table 2: The values of the length assigned to each region for 
possible actions 
 

Actions 

Coercion 
area 

Warning 
area 

Normal 
area 

Coercion 
area 

Warning 
area 

Normal 
area 

20 60 30 20 70 20 
30 50 30 30 60 20 
40 40 30 40 50 20 
50 30 30 50 40 20 
60 20 30 60 30 20 
20 40 50 70 20 20 
30 30 50 20 50 40 
40 20 50 30 40 40 
20 30 60 40 30 40 
30 20 60 50 20 40 

   20 20 70 

 
Table 3: The different states defined for each agent 

 

States 

Equality States Inequality States 
T1=T2>T3 T1>T2>T3 
T1=T3>T2 T1>T3>T2 
T2=T3>T1 T2>T1>T3 
T1=T2=T3 T2>T3>T1 

 T3>T1>T2 
 T3>T2>T1 

 



Reinforcement Learning-based Load Controller in IP Multimedia Subsystems 

 

J. Electr. Comput. Eng. Innovations, 11(1): 21-32, 2023                                                                                27 
 

The directing of the agent in the states space and 

actions to achieve an optimal policy is done by the 

reward function. The reward function determines how 

much closer an agent is to a goal through a state. In the 

proposed learning method, the concept of Goodput is 

used as a reward function.  

The amount of reward received by an agent for acting 

is proportional to the amount of increase given by 

Goodput compare with the previous states. Hence, the 

values in Q-Table are updated with a delay step [35], the 

reward function for the ith agent is predicted by applying 

the Normalized Least Mean Square method (NLMS), 

Table 4. 
 

Table 4: The agents’ reward value prediction by NLMS 

 

Equations    Number     

𝑅𝑛−2 = 𝐺𝑛−1 − 𝐺̅𝑛−1 1 

𝑊𝑛 = 𝑊𝑛−1 + 𝜔 ∗
𝑅𝑛−2∗𝐺𝑛−2

‖𝐸𝑛−2‖2
 2 

𝐺𝑛−1 = 𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝐺𝑛−1𝑎𝑛𝑑 𝐺𝑛−2 3 

𝐺𝑛 = 𝑊𝑛
𝑇 ∗ 𝐺𝑛−1 4 

 

In Table 4, the underlined variables are vectors and 

the over-lined ones are to hold the predicted values. The 

W is the vector of prediction coefficient filter at size q 

and G is a vector to hold the q value of process reward. 

The initial value of W is zero which can be updated per 

each new data. Gn is predicted reward of Gn. 

Q-Table is used during the learning process to store 

and update Q-function values. This table is considered as 

a two-dimensional matrix in which rows and columns 

specify states and actions, respectively. The initial value 

of Q-Table is considered zero. After the learning stage, 

according to the values of Q-Table, the thresholds Tw and 

Tc of each agent are extracted based on the length of the 

regions [30], [36]. 

B.  Negotiation Protocol for Implementing the Policy 

In negotiation, a set of agents is involved along with a 

set of variables dependent on agents. Agents negotiate a 

set of possibilities (values). To reach an agreement, the 

possibilities are assigned to the variables through 

negotiation. In the controller, the set of agents 

participating in the negotiation are the agents in Fig. 3. 

The variables define the amount of load sent to the 

downstream agent. The possibilities are also the values 

suggested by the agents to obtain the amount of load 

sent or received.  

The agents will participate in the negotiation based 

on a defined strategy presented in Table 5. A suggestion 

cycle includes the initiator suggestion and the response 

of other agents to it. The initiator is the downstream 

agent initiating the negotiation process by passing the 

load through Tw, while the respondent is the upstream 

agent. 

Table 5: The negotiation protocol to reduce the load 

 

K=1 1 

The downstream agent (j) asks the upstream agent (i) to 
reduce the number of requests sent in the period ∆t 
based on Rij according to (5). 
 

𝑅𝑖𝑗 =
(𝑙𝑜𝑎𝑑𝑗−𝑇𝑤𝑗)

∆𝑡
∗ (1 − 𝐶𝑃𝑈𝑂𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦

𝑗
) ∗ 𝐶𝑃𝑈𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦  

𝑗
  

                                                                                                 (5) 
Load is the number of sessions within the queue. 
 

2 

If agent i is in the safe region, it calculates the number of 
requests that it can process during Δt while not leaving 
the safe region according to (6) and notifies agent j. 
Otherwise, agent, i asks the upstream agent (P-CSCS) to 
reject the request as Rij + Rpi randomly. 
 

𝐷𝑖𝑗 =
(𝑇𝑊𝑖−𝑙𝑜𝑎𝑑𝑖)

∆𝑡
∗ (−𝐶𝑃𝑈𝑂𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦

𝑖 ) ∗ 𝐶𝑃𝑈𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦
𝑖  (6)  

 

3 

Agent j receiving the answer of agent i, rejects the 
request locally and randomly as Rij-Dij. If it enters the 
safe region, it sends the value Rij = 0 to agent i and the 
negotiation ends. Otherwise, agent i recalculates the 
load reduction rate according to (7) and sends it to j. 
 

𝑅𝑖𝑗 = ((∑ 𝑅𝑖𝑗
𝑘

𝐼

𝑘=1

− 𝐷𝑖𝑗
𝑘 )) ∗ 𝛽 ∗ 𝐼                                     (7) 

 
Where, β is the reduction coefficient and K is the 
number of negotiations. 
 

4 

K=K+1 5 

The above process is repeated until the end of the 
negotiation. 
 

6 

Results and Discussion 

The proposed method is implemented based on RFCs 

3261 and 6026 in NS-2 (2.34). NS-2 is run on the same 

software and hardware platform to compare the studied 

mechanisms (Fedora Linux 20, Intel(R) Core(TM) i7- 

6700K CPU @ 4.00GHz 4.00 GHz, Cache Size 8.0 MB, 

Install RAM 16.0 GB). UDP is considered as the 

transmission layer protocol. The servers have a 

processing capacity of 300 sessions per second (SPS). 

The users have unlimited capacity and can send or 

receive multiple session requests at the same time. The 

priority of processing agents is to negotiate messages 

because failure to process these messages on time 

causes an overload on the network. If the queue is full 

when receiving a request, the request will be deleted.  

Goodput, sessions delay, number of rejected sessions, 

stability, and rapid response are the main criteria for 

evaluating the performance of Reinforcement Learning 

Overload Controller (RLC). 

Goodput is the number of successful sessions that the 

agent handles per unit of time. A session is successful, 

which is created in less than 10 secs. A session delay is a 

time for creating a session. Session response time is 
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exponential with average of 30 secs. Stability means that 

the overload controller should not cause throughput 

fluctuations on the proxy servers and prevent the 

Goodput from being zero. On the other hand, by the 

sudden reduction in the traffic imposed on the server, all 

the applied controls should be removed quickly and the 

situation should return to the normal state [25], [43]. 

The offered load was entered into the network as a 

Poisson distribution by the acceptance and rejection 

method. The performance evaluation criteria were 

extracted with a confidence interval of 95%. In the 

diagrams and tables, the offered loads were divided by 

the network capacity and normalized. The parameters 

used in the Q-learning algorithm were shown in Table 6. 

To obtain the values of Tw and Tc, different input modes 

with consecutive performances are considered and then 

the values of these two thresholds are used in RLC. 
 

Table 6: The values of parameters in Q-learning 

 

Values Parameters 

0.7 α 

0.9 Decreasingly Learning rate  

0.4 Discount factor (γ) 

0.7 Exploration rate 
 

A.  Evaluating the Accuracy of RLC Performance 

Table 7 shows the average and variance of Goodput, 

sessions delay, and the number of rejected sessions of 

RLC, and Overload Controller (OC) when the average 

number of different input sessions is more than the 

network capacity; otherwise Tw and Tc have no role in 

the normal operation of the network. The optimal value 

of Tc is 37 and the optimal values of Tw are 13, 17 and 25, 

obtaining as trial and error for OC. In Table 7, the 

columns of improvement show the percentage which 

RLC improve performance relative to selected 

thresholds. In OC, thresholds have better performance, 

providing better average and less variance. Goodput at 

Tw= 17 has better performance, Tw = 17 performs better 

at delaying sessions, and Tw = 25 rejects sessions more 

efficiently. Since the rejects sessions are approximately 

equal for Tw=17 and Tw=25, the values Tw = 17 and Tc = 37 

are chosen to compare the performance of RLC with OC. 

Therefore, Goodput is improved through 1.25%, sessions 

delay is decreased through 3% and number of rejected 

sessions is reduced through 1.07% by RLC compare with 

selected OC. 

B.  Performance Evaluation of RLC  

RLC performance is compare with the known 

overload control methods of CPU occupancy end to end 

(EOCC), CPU occupancy hop by hop (HOCC) and Holonic 

overload control (HOC) [5], [36]. The reason for choosing 

these methods for comparison is 1) They are well-known 

and include standard codes 2) They have been used in 

many studies to compare performance, and 3) The end 

to end methods such as EOCC and HOC have better 

performance than hop by hop methods. Therefore, 

comparison with these methods can be a good 

benchmark to test RLC. Since there is no overload, when 

the offered load is less than the network capacity, 

comparisons are only made for offered load more than 

network capacity. Table 8 shows the improvement of the 

RLC over the compared methods. 

Goodput is shown in Figs. 5. In HOCC, when the 

downstream S-CSCF is overloaded, it notifies its 

upstream S-CSCF. Upstream S-CSCF receives this 

message to reduce the load on the downstream S-CSCF, 

however, it continues to send since P-CSCF has no 

knowledge causing overload in the S-CSCF upstream and 

eventually the entire network. 

 
Table 7: Checking validity and accuracy operation of the RLC 

 

Goodput 

 RLC Tw=13 Improvement Tw=17 Improvement Tw=25 Improvement 

Average 0.963 0.942 2.2% 0.951 1.25% 0.944 1.97% 

variance 1.571 1.611 2.48% 1.600 0.68% 1.710 8.13% 

Sessions delay 
Average 0.291 0.301 3.32% 0.300 3.00% 0.311 6.43% 

variance 0.022 0.043 48.8% 0.032 31.3% 0.033 33.3% 

Number of rejections 
Average 1.022 1.051 2.76% 1.033 1.07% 1.031 0.87% 

variance 298.4 317.1 5.89% 301.7 1.09% 300.6 0.73% 

 
Table 8: RLC performance compare with studied mechanisms 

 

RLC Compare with  HOC EOCC HOCC 

Goodput 0.6% 13.5% 40.4% 

Session delay -6.7% 49.17% 62.35% 

Number of rejections 9.4% 17.3% 31.04% 
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Fig. 5: Goodput for the studied mechanisms. 

 

In EOCC, the probability of acceptance of sessions is 

adjusted so that the amount of CPU consumption is less 

than 90% so under heavy load, 10% of CPU capacity is 

wasted. Hence, the servers do not process at full 

capacity and Goodput is never exactly equal to C. In 

HOC, CPU capacity is fully utilized. In addition, overload 

occurrence is prevented in the proxy servers by holons, 

and the sending load is adjusted from the edge servers. 

Thereafter, the proxy servers are not overloaded. In RLC, 

whenever it detects that one of the agents leaves the 

safe region, it reacts quickly and tries to prevent 

overload from entering the network by preventing the 

additional load from entering the source. In RLC, the 

average of Goodput is almost 0.6% more than HOC 
because of the hierarchical structure of the HOC, it 

reacts more slowly than RLC. Goodput of RLC is 13.5% 

more than EOCC also 40.4% more than HOCC.  

The results of sessions delay are shown in Fig. 6. Due 

to the local view of the overload, the HOCC spends some 

of the server capacity on processing requests that are 

eventually deleted, causing delays the processing of 

other requests. In EOCC, the probability of accepting 

load from the destination server to the source servers is 

reported. Upon receiving the restrictions, each server 

changes its information and sends the updated values to 

the source servers. As a result, updating the parameters 

and sending the appropriate amount of load to the 

destination take time, inadvertently causing the 

additional load to enter the network and delay the 

establishment of sessions. HOC has smaller sessions 

delay (average is 0.13 secs). In HOC, the retransmission 

mechanism is rarely activated due to keeping the servers 

in the safe section and not permitting the extra load to 

enter the network. The due delay exists because of 

corresponding holon calculation. RLC starts negotiations 

with the upstream server as soon as the load passes 

through the secure region. However, in RLC, negotiation 

process delay is added to RLC delay therefore, sessions 

delay is 6.7% more than HOC. But RLC sessions delay is 

49.17% less than EOCC and 62.35% less than HOCC. Fig. 

7 shows the total number of the rejected sessions. By 

increasing the number of rejected sessions, the network 

resources are spent to process the requests with no 

results. 

 
Fig. 6: The sessions delay for the studied mechanisms. 

 

When the number of input sessions is equal to the 

network capacity, OCC methods reject the sessions due 

to the CPU consumption threshold of 90%. HOCC reject 

31.04% and EOCC reject 17.3% of the session more than 

RLC. However, in RLC and HOC there are no restrictions. 

Thus, no session is rejected until the load passes through 

the network capacity, after which RLC has fewer rejected 

sessions. Because the rejection of the sessions is based 

on an intelligent process in accordance with the existing 

conditions, the negotiation of the agents makes the 

rejection of the sessions more logical, rather than selfish 

behavior in HOC. Therefore, RLC reject 9.4% of session 

less than HOC. 

 
Fig. 7: The number of rejected sessions for the studied 

mechanisms. 
 

To test the stability and rapid response of the 

mechanisms, the number of input sessions is initially 

considered equal to 200 SPS below the network capacity, 

which lasts up to 100 secs. During this period, Goodput 

corresponds to the offered load. At 100 secs, the 

number of offered load suddenly increases to three 

times the network capacity (900 SPS). With this 

technique, it can be seen how quickly the mechanisms 

under study react in the face of sudden load changes and 

maintain their stability or not. The offered load is 

returned to 200 SPS at 200 secs. The Goodput and 

sessions delay of tests are shown in Figs. 8 and 9. In Fig. 

8, all mechanisms respond quickly to the offered load 

sharp changes. Moreover, HOC achieves better Goodput 

because the offered load is predicted. In HOC, the holons 
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react quickly to a sudden increase in the offered load 

and control it from the sources. However, its Goodput is 

more than RLC due to consecutive switching between 

the holons. RLC responds steadily to sudden load 

changes due to the negotiation. This is because the 

agents act quickly by increasing the offered load and 

entering the warning area. Moreover, they prevent 

overload from occurring through negotiation. In HOCC, 

the Goodput is initially decreased and then increased. 

Because the control parameters are updated based on 

200 SPS and until the next update, sessions are 

accepted. EOCC methods require time to propagate 

overload information from destination to the sources, 

causing temporary instability. At 200 secs, Goodput of 

RLC returns to its previous value without any fluctuation. 

Therefore, RLC completely satisfies stability. 
 

 
Fig. 8: Goodput of the studied mechanisms when the offered 

load changes suddenly. 
 
 

In Fig. 9, RLC has less delay than other methods. 

When the load returns to its previous value, the RLC 

delay will return to the value before the change. As the 

offered load increases due to the lack of up to date 

parameters in OCC methods, a large amount of load 

enters the network, and the delay increases. By 

removing the overload, the delay is slightly reduced. 

Parameter values in EOCC are updated with more delay 

due to being end to end and passing of control values 

over the entire network. The HOC makes a temporary 

error because it predicts load based on previous 

observations and the current load is very different from 

the previous.  

 
Fig. 9: Sessions delay of the studied mechanisms when the 

offered load changes suddenly. 

To evaluate the performance of RLC in a real VOIP 

environment, the Goodput and sessions delay for 

variable offered load with Poisson distribution are shown 

in Figs. 10 and 11. According to Fig. 10, RLC follows the 

changes in the number of incoming sessions well and 

adapts to it without network failure. When the offered 

load and Goodput are not distinguishable, they have 

been overlapped because Goodput is equal to offered 

load.  In addition, the delay is controlled and fluctuated 

with the load changes and the system becomes stable. 

 

 
Fig. 10: Goodput of RLC under real offered load. 

 
Fig. 11: The sessions delay of RLC under real offered load. 

Conclusion 

IMS will become the most important platform for 

multimedia applications. By increasing the number of 

users, the throughput of the IMS servers is decreased. 

On the other hand, the issue of overload control in IMS is 

a complex system, for which multi-agent systems are 

good alternatives to classical solving methods. In multi-

agent systems, a large task can be divided into a set of 

smaller tasks so that each agent performs a task 

partially. In this study, IMS servers are considered as a 

learner and negotiator agents. Agents learn the values of 

thresholds by Q-learning and they implement a hop by 

hop control method through negotiates strategy with 

the upstream agent. To prove the performance of the 

proposed method, it was compared to similar methods. 

In Table 8, we reported the efficiency, the mean sessions 

delay, the average of Goodput and number of rejected 

sessions for different methods. As shown, RLC has better 

performance on all three measured parameters; while 

only, its delay is more than HOC. Because holonic 
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communication of HOC is faster than negotiation process 

of RLC. In the proposed method, the learning process is 

done independently by each agent. Although this type of 

learning is suitable for obtaining the parameters related 

to each agent, to show the optimal reactions by all 

agents, it is better to perform learning in the whole 

network to implement end to end methods through 

clustering. On the other hand, in IMS, there are HSS and 

DNS that are not based on SIP and contribute to the 

overload. These heterogeneous creatures can be 

inserted into the problem. Nowadays, by moving the 

process to cloud environments with NFV, the cost of IMS 

structure and platform has decreased. By quickly 

developing this method in scalable form, the proposed 

method can be implemented in cloud environments 

using NFV. 
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Background and Objectives: The Field-effect Bipolar Junction Transistor (FEBJT) is 
a device with a bipolar junction transistor (BJT) characteristics except that it is 
designed with standard CMOS technology. Therefore, it can be implemented in 
nanometer dimensions without the usual restrictions in fabricating the nanoscale 
BJTs. In addition to the advantages that FEBJT has as a bipolar junction transistor 
in analog circuits, it can also be used to design digital circuits. Here, we have 
investigated the capability of FEBJT as the base of a new digital family in 
nanometer scales. 
Methods: To do this, we have designed and simulated an inverter logic gate based 
on FEBJT. We have presented this logic gate's static and dynamic assessment 
criteria and compared these characteristics with other technologies. Also, a three-
stage ring oscillator circuit based on FEBJT is designed and presented. A three-
dimensional TCAD Mixed-Mode simulator has been used for the simulations. 
Results: The value of maximum frequency, PDP, dynamic power, and ring 
frequency are calculated 0.25THz, 38×10-17 J, 94uW, and 85GHz, respectively. 
Conclusion: The excellent function of the FEBJT-based inverter gate and oscillator 
demonstrates that this device can be used as the base of new digital circuits and 
can open a doorway to the nanoscale CMOS digital family. 
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Introduction 
The first semiconductor transistor was built in 1947. This 
element was called the bipolar junction transistor (BJT) 
developed by Schokley, Barden, and Brattain at Bell Lab 
[1]. The BJT has high current gain, high speed, and low 
input capacitance. With the advent of technology and the 
shrinking of electronic circuits, the fabrication of BJTs on 
the nanometer scale faced some restrictions. Reducing 
the width of the base area to nanometer dimensions was 
a significant obstacle to making this transistor smaller. 
MOS Field-Effect Transistors (MOSFETs) were another 
type of transistor that evolved rapidly, and CMOS 
technology replaced BJT in many circuits. One of the 
reasons for the development of CMOS technology was 
the possibility of manufacturing these elements in 

nanometer dimensions. Despite the recent advances in 
field-effect transistors, the specific features of bipolar 
transistors such as high current gain have led researchers 
to continue to look for solutions to utilize BJT transistors 
alongside MOSFETs. To this end, several papers have been 
presented that attempt to use both transistors at the 
same time or provide a solution to fabricate a smaller 
bipolar junction transistor to utilize the powerful features 
of the BJT transistor in today's small-scale digital 
industries [2]-[20].  

By integrating BJT and CMOS transistors, BiCMOS 

technology simultaneously uses each of these transistors' 

special features [2]-[8]. The BJT transistor has been 

implemented horizontally, allowing for a smaller base 

area width. Plasma charging and polarity control of 

http://jecei.sru.ac.ir/
file:///C:/Users/pajuhesh/AppData/Roaming/Microsoft/Word/m.mazlaghani@sru.ac.ir
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electrodes have been proposed as other methods to 

avoid the need for silicon doping to create bases, 

collectors, and emitters in the BJT structure [9]-[17]. 

Another proposed device is the Field-Effect bipolar 

junction transistor (FEBJT), which is a BJT that is designed 

based on the idea of changing the doping level of the 

semiconductor by the electric field of the gate electrodes 

[18]-[20]. In other words, this device enables the 

implementation and fabrication of a BJT transistor with 

CMOS technology. In FEBJT, a BJT transistor's base, 

collector, and emitter regions are created using three-

gate electric fields, called the gate-base, gate-collector, 

and gate-emitter, respectively. This structure can reduce 

the width of the BJT transistor to 7 nm. In addition to the 

analog advantages of FEBJT, this device can turn on and 

off with the base, emitter, and collector gates [18]-[20]. 

Therefore, digital electronics can be designed based on 

FEBJT without the current shrinking of the base electrode 

in BJT-based digital circuits. What this paper aims to 

present is to show the feasibility of digital applications for 

FEBJT.  

In this paper, an inverter logic gate, as the base block 

of the digital family, is simulated and presented. The 

circuit design and transition characteristic diagrams are 

examined. The transient state responses of the segment 

and the times of the ups and downs have also been 

measured and calculated. Noise calculation at the primary 

logic gate is also performed and presented. 

Field-effect Bipolar Junction Transistor (FEBJT) 

Fig. 1 shows the schematic of FEBJT. This structure is 

simulated by the TCAD-3D simulator. Fig. 1(a) is the side 

view of this element. The design parameters are detailed 

in Table 1. The structure has three electrodes on the 

insulator: gate-collector, gate-base, and gate-emitter. It 

also has three common BJT electrodes: the collector, the 

emitter, and the base. The base electrode can be on either 

side of the structure. Fig. 1(b) shows the top view of the 

structure and the location of the base electrode. By 

applying a positive voltage to each gate, the n-type region 

can be created, and by using a negative voltage, the p-

type region can be formmade on the silicon surface under 

the gate. Thus, it can be said that the structure is similar 

to MOSFET, except that the three gates are placed on the 

oxide instead of one gate [18], [20]. 

Due to the positive or negative voltage applied to the 

gates, there are eight modes for the silicon channel under 

the gates. The eight modes are shown in Table 2. Among 

the eight possible modes for the transistor channel, mode 

3, which creates the npn structure within the channel, 

which is in accordance with the npn-BJT, is considered as 

on mode. Mode 6 of this table is considered as OFF mode 

[18]. Fig. 2 illustrates the circuit schematic of this device. 

Using this segment, two types of n-channel and p-channel 

can be designed according to npn and pnp BJTs. The 

device is designed based on SOI (Silicon on Insulator) 

technology. The base width of the proposed FEBJT is 

considered 20nm. The feature that determines FEBJT’s 

speed and current gain is the size of the base gate, which 

is 20nm. The mixed-mode module of the ATLAS simulator 

is used for circuit model extraction. Using this module, the 

devices can be simulated numerically. A SPICE-like circuit 

description is provided in the MixedMode module. In 

other words, after the definition of a new concept device 

(like FEBJT) in the ATLAS-TCAD 3D simulator, the 

MixedMode module can extract the library of the new 

device. Different analog or digital circuits can then be 

defined in a SPICE-like description. 
 

 
(a) 

 
(b) 

Fig. 1: (a) Side view of FEBJT. Three gates over a silicon channel 
induce the channel's emitter, base, and collector area. (b) Top 
view of the FEBJT structure. GE, GB, and GC are gate-emitter, 

gate-base, and gate-collector, respectively. 
 

 
(a) 

 

 
(b) 

 

Fig. 2: (a) Circuit schematic model for npn FEBJT, (b) Circuit 
schematic model for pnp FEBJT. 
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Table 1: The design parameters of FEBJT 

 

Symbol Value 

Thickness of Silicon film 100nm 

Thickness of buried oxide 400nm 

Thickness of gate oxide 5nm 

Width of Structure 100nm 

Length of GE and GC 30nm 

Length of GB 20nm 

Emitter Length 40nm 

Collector Length 40nm 

Emitter Doping Concentration 1×1019cm-3 

Collector Doping Concentration 1×1018 cm-3 

Channel Doping 3×1017 cm-3 

 
Table 2: Possible modes for silicon channels in the FEBJT 
structure 
 

STATE Type of Structure VGE VGB VGC 

1 n-nnn-n + + + 

2 n-nnp-n + + - 

3 n-npn-n + - + 

4 n-pnn-n - + + 

5 n-ppn-n - - + 

6 n-pnp-n - + - 

7 n-ppn-n - - + 

8 n-ppp-n - - - 

 

Inverter Logic Gate Based on FEBJT  

A.  Static Characteristics 

Fig . 3 shows the designed inverter logic gate using 

FEBJT. Like CMOS inverter gate, which is designed using 

two complement n-channel and p-channel MOSFETs, the 

FEBJT inverter gate is also designed by Table 1: The 

structural design parameters for FEBJT. Combining two n-

channel and p-channel transistors. The voltage applied to 

the electrodes of this structure is illustrated in Fig . 3. 

Table 3 shows how to apply voltage to the device gates 

to generate the low and high logic outputs. Important 

parameters must be considered to check the quality of an 

inverter gate. The most important of these factors are 

voltage transient characteristic, output transient mode 

characteristic, output capacitance, output resistance, 

Power Delay Product (PDP), and speed [21]-[30]. The 

voltage transfer characteristic is a graph showing the 

output voltage changes relative to the input voltage. Fig. 

4 shows the transient voltage characteristic of the 

inverter logic gate circuit with the FEBJT device. The input 

voltage is swept from -1 to 1 volt to obtain this 

characteristic. As specified in Table 3, the input voltage is 

applied to the gate-emitter (GE) and gate-collector (GC). 

Gate-base (GB) is also biased with VCC (1V). 

 The values are shown in Fig. 4 are used to calculate the 

noise margin. VOH refers to the maximum output value 

known as logic 1. VOL refers to the minimum output value 

known as logic 0. VIH refers to the maximum input value 

known as logical input 1. VIL refers to the minimum input 

value known as logical input 0. Table 4 shows the values 

of the parameters extracted from the voltage transient 

characteristic. The Noise Margin Low (NML) and Noise 

Margin High (NMH) values can be calculated from (1) and 

(2) [31]: 

𝑁𝑀𝐿 =  𝑉𝐼𝐿 −  𝑉𝑂𝐿                                                                 (1) 

𝑁𝑀𝐻 =  𝑉𝑂𝐻 − 𝑉𝐼𝐻                                                              (2) 

By placing the values extracted from Fig. 4 in the above 

equations, the NML and NMH are calculated 0.43 and 

0.79 volts, respectively. It is worth noting that depending 

on whether the input signal is applied to the gate or base 

electrodes, different circuits can be designed as NOT-gate 

based on FEBJT. Fig. 4, the manuscript shows one possible 

configuration for the NOT-gate circuit in which the input 

is applied to the side gates of both transistors. Each 

designed inverter circuit would have specific voltage 

transfer characteristics curves (VTC), which the carrier 

concentrations and dopant densities can change through 

the channel. The reason for this change is the resistivity 

of the channel, which is controllable by different doping 

concentrations.  

Fig. 5 shows the VTC for four different doping levels of 

the channel. To explain the reason for changing the curves 

shown in Fig. 4, look back at the schematic of the inverter 

gate in Fig. 3 inside the manuscript. As shown, there are 

two complementary FEBJT in a NOT-gate to create 

inverting behavior. Increasing the doping level of each 

transistor results in decreasing the channel resistivity in 

that transistor. By increasing the hole concentrations in 

pnp FEBJT, the resistivity of the above transistor decrease, 

and consequently, the VTC shifts to higher voltages in the 

right side of VTC. When the electron densities increase in 

npn FEBJT, the resistivity of the bottom transistor 

decrease and the VTC shifts to the smaller voltages and 

right side of the curve. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3: The designed inverter logic circuit based on FEBJT. 
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Table 3: Truth table for FEBJT-based inverter logic gate 

Input Q
1
 Q

2
 G

E
 G

C
 G

B
 Output 

Low on off input input Bias(+1v) High 

High off on input input Bias(+1v) Low 

Fig. 4: The voltage transfer characteristic of the inverter logic 
gate circuit or not gate with the FEBJT device. 

 

 
Fig. 5:  The VTC for four different doping levels of the channel. 

By increasing the hole concentrations in pnp FEBJT in NOT-
gate, the resistivity of the above transistor decreases. 

Consequently, the VTC shifts to higher voltages in the right side 
of VTC. When the electron densities increase in npn FEBJT, the 
resistivity of the bottom transistor decrease and the VTC shifts 

to the smaller voltages and right side of the curve. 

B.  Dynamic Characteristics 

Fig. 6 shows the transient response of the inverter 

circuit based on FEBJT. As is demonstrated in Fig. 6(a), a 

voltage pulse in the range of (-1V to 1V) with a period of 

2 microsecond is applied as the input signal. The output 

signal is also demonstrated in this figure. As can be seen, 

the output signal exactly follows the input in reverse. To 

characterize the dynamic performance of a logic-circuit 

family, the propagation delay of the basic inverter gate is 

usually examined [31]. 

2 microsecond is applied as the input signal. The 

output signal is also demonstrated in this figure. As can be 

seen, the output signal exactly follows the input in 

reverse. To characterize the dynamic performance of a 

logic-circuit family, the propagation delay of the basic 

inverter gate is usually examined [24]. 
 

Table 4: The value of voltage transfer characteristic parameters 
 

 

The inverter propagation delay time (τp) is defined as 

the average of the high to low and low to high 

propagation delays as follows [31]:  

𝜏𝑝 =  
𝜏𝑝ℎ𝑙+𝜏𝑝𝑙ℎ

2
                                                                        (3) 

In this equation, τphl and τplh are defined as the required 

time for the output to reach 50% of the rail-to-rail voltage. 

Two other parameters to examine the dynamic 

performance of digital circuits are the rise and the fall 

time of the output pulse. These two parameters (τr) and 

(τf) are defined as the required time for the output to 

change from 10% to 90% and from 90% to 10% of the rail-

to-rail voltage, respectively. The transient responses are 

zoomed-in Figs. 6(c) and 6(d). The calculated dynamic 

parameters for the FEBJT inverter are listed in Table 5.   

We have measured the output of the proposed 

inverter gate for four different load capacitors. The 

propagation delay times decrease when the output 

capacitor decrease. The rise, fall, and propagation delay 

times are shown in Fig. 7 as a function of the load 

capacitor. This curve shows that the parasitic capacitor at 

the output node is around 500fF. One of a digital circuit's 

most important design parameters is the Power Delay 

Product (PDP). This parameter indicates the amount of 

energy needed to change the output from the maximum 

value to its minimum value and vice versa. PDP can be 

calculated from the following equation [31]: 

𝑃𝐷𝑃 =  𝐶𝑙𝑜𝑎𝑑  ×  𝑉𝑑𝑑
2                                                         (4) 

Cload is the load capacitance that indicates the output 

node capacitance, and Vdd is the power supply voltage. 

There are different solutions for estimating the output 

node capacitance [31]. Here, we first put an external 1pf 

capacitor at the output node to calculate the output 

resistance from the time constant of the output curve 

(see Fig. 6(b)). After determining the output resistance, 

we looked back to the output curve of the inverter when 

no external capacitance was connected (see Fig. 6(a)). By 

knowing the value of the output resistance (25kΩ), the 

output node capacitance (Cload) was calculated 0.06 fF 

from the time constant of the output curve. Using (4), PDP 

was calculated about 38×10-17 J. Dynamic power, and the 

maximum frequency of the inverter logic gate are the 

Voltage Amount (v) 

VOH 0.95 

VOL -0.88 

VIL -0.27 

VIH 0.16 

VTH -0.04 
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other important dynamic parameters that estimate the 

performance of a new digital family [24]. Using (5) and (6) 

[31], the maximum frequency and the dynamic power of 

the FEBJT inverter gate were calculated 0.25THz and 

94uW, respectively. 

𝐹𝑚𝑎𝑥 =  
1

(𝜏𝑝ℎ𝑙+ 𝜏𝑝𝑙ℎ)
                                                                (5) 

𝑃𝐷 =  𝐶𝑙𝑜𝑎𝑑 × 𝑉𝑑𝑑
2 × 𝐹𝑚𝑎𝑥                                                  (6) 

The important digital factors of the FEBJT inverter are 

compared with other field-effect transistors with an 

almost similar gate length in Table 6. 

C.  Ring Oscillator 

In this part, a three-stage ring oscillator based on FEBJT 

is designed and simulated, and its performance is 

evaluated and compared with other technologies. Fig. 

8(a) demonstrates the designed ring circuit based on 

FEBJT. This oscillator is a combination of an odd number 

of inverters, and the output of each stage is given as input 

to the next stage. The output of the last stage is 

connected to the first stage, thus forming a ring. Each 

inverter stage provides a specific delay time; thus, the 

three-stage circuit starts to oscillate at a particular 

frequency [30]. The oscillation frequency is the function 

of the delay time of each stage and the number of stages 

used in the ring circuit [30]: 

𝐹𝑜𝑠𝑐 =  
1

2𝑛𝜏𝑝
                                                                            (7) 

N is the number of the stages, and τp is the delay time 

of a single inverter stage. Considering n=3 and τp=2.01p, 

the oscillation frequency of the designed ring is calculated 

85GHz. The output voltage of the ring oscillator based on 

FEBJT is demonstrated in Fig. 8(b). The performance of 

the designed ring oscillator is compared with other 

technologies in the almost similar gate length in Table 7. 

As can be seen in this table, the operation frequency of 

the ring oscillator based on FEBJT is larger than the other 

comparable proposed devices in many published works, 

and that’s while the dynamic power of the inverter stage 

is smaller than the others.  
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
 

Fig. 6:  The transient response of the inverter circuit based on 
FEBJT. (a) without the external capacitor, (b) with 1pf external 
capacitor. (c) The rise up of the output voltage is zoomed, τr is 
measured 7.79 ps. (d) The fall down of the output voltage is 

zoomed, τf is measured 0.84 ps. 
 

 

Results and Discussion 

The static and dynamic simulation results for the 

inverter logic gate based on FEBJT and the calculated 

performance of the ring oscillator built with FEBJT 

demonstrate the ability to use FEBJT in the design of 

digital circuits. 
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Table 5: The value of transient state parameters 

 

Table 6: Comparison of the Field-effectBJT Reverse Logic Gate 

with other devices [29], [32]-[36] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) 

 

Fig. 8: (a) The designed three-stage ring oscillator circuit based 
on FEBJT. (b) The oscillation of the three-stage circuit shown in 

Fig. 6(a). The oscillation frequency is measured 84GHz. 
 

Table 7: The performance of the designed ring oscillator is 

compared with other technologies [37]-[47] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Conclusion 

A digital circuit was designed using the FEBJT element. 

This circuit is an inverter logic gate. Important features 

and values calculated, such as voltage transient 

characteristic, transient state, output capacitance, output 

resistance, and PDP, indicate that FEBJT is applicable for 

digital applications. Further, it is recommended to 

research other digital basic circuits with the help of this 

device with unique features. 
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Time Amount (s) 

tphl 1.11p 

tplh 2.89p 

tfall 0.84p 

trise 7.79p 

tp 2.01p 

Fig. 7: The output of the proposed inverter gate for four 
different load capacitors. The rise, fall, and propagation delay 
time as capacitor function. As can be seen, the propagation 
delay times decrease when the output capacitor decrease. 
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20 94×10-6 82 3 FEBJJT This 
work 

20 - 4 3 DJ-JNT [37] 

32 - 2.45 3 FDSOI [38] 

20 - 52 3 Dg-JNT [39] 

65 435×10-6 8.33 4 CMOS [40] 

28 3.77×10-3 49 3 FDSOI [41] 

20 46.2×10-3 16 4 CMOS [42] 

20 - 40 3 FINFET [43] 

20 86×10-9 0.6 11 V-TFET [44] 

20 12×10-6 4.14 3 DG-FET [45] 

14 1.5×10-15 - 9 TFET [46] 

18 - 2.9 17 NCFET [47] 

 

Gate 
Length 
(nm) 

PDP (j) (ps) pT Structure Device 

20 17-38×10 2.01 
Field-

effectBJT 
This 
work 

25 18-6.2×10 1.04 S-FED [29] 

20 18-7.0×10 8 FINFET [32] 

17 13-3.0×10 53000 
S-bulk 
Finfet 

[33] 

20 20-3.6×10 710 HTFET [34] 

16-32 21-0.01×10 2.3 FINFET [35] 

20 18-0.04×10 24 CNTFET [36] 
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FEBJT Field-effect Bipolar junction 

transistor 

BJT bipolar junction transistor 

PDP Power Delay Product 

CMOS Complementary Metal Oxide 
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FET Field-effectTransistor 

MOSFET Metal Oxide Semiconductor Field-

effectTransistor 
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Background and Objectives: Residue number system (RNS) is considered as a 
prominent candidate for high-speed arithmetic applications due to its limited carry 
propagation, fault tolerance and parallelism in “Addition”, “Subtraction”, and 
“Multiplication” operations. Whereas, “Comparison”, “Division”, “Scaling”, 
“Overflow Detection” and “Sign Detection” are considered as complicated 
operations in residue number systems, which have also received a surge of 
attention in a multitude of publications.  
Efficient realization of Comparators facilitates other hard-to-implement 
operations and extends the spectrum of RNS applications. Such comparators can 
substitute the straightforward method (i.e. converting the comparison operands 
to binary and comparing them with wide word binary comparators) to compare 
RNS numbers.  
Methods: Dynamic Range Partitioning (DRP) method has shown advantages for 
comparing unsigned RNS numbers in the 3-moduli sets {2𝑛 , 2𝑛 ± 1} and {2𝑛 , 2𝑛 −
1,2𝑛+1 − 1}, in comparison with other methods. In this paper, we employed DRP 
components and designed a unified unit that detects the sign of operands and also 
compares numbers, for the 5-moduli set 𝛾 = {22𝑛, 2𝑛 ± 1, 2𝑛 ± 3}. This unit can 
be used for comparison of signed and also unsigned RNS numbers in the moduli 
set 𝛾. 
Results: Synthesized comparison results reveal 47% (54%) speed-up, 35% (32%) 
less area consumption, 25% (24%) lower power dissipation, and 60% (65%) less 
energy for 𝑛 = 8 (16) in comparison to the straightforward signed comparator.  
Conclusion: According to the results of this study, DRP method for sign detection 
and comparison operations outperforms other methods in different moduli sets 
including 5-moduli set 𝛾 = {22𝑛 , 2𝑛 ± 1, 2𝑛 ± 3}. 
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Introduction 

Nowadays, with the increased versatility of electronic 

products, high-performance computations with low-

power consumption are of vital importance. Residue 

number system has offered the advantage of high-speed 

and low-power addition, subtraction, and multiplication 

operations, and thus it has received much attention for 

high-throughput computations, particularly in digital 

signal processing [1], data transmission [2], cryptography 

[3], steganography [4], and image processing [5].  

Residue Number System (RNS) is a number system 

with 𝑘 integer modulus {𝑚1, 𝑚2, … ,𝑚𝑘}. A number 𝑋 is 

represented as (𝑥1, 𝑥2, … , 𝑥𝑘), where 𝑥𝑖 = |𝑋|𝑚𝑖
 (i.e., the 

remainder of integer division 
𝑋

𝑚𝑖
 ). Cardinality of the 

residue number system is maximized (i.e., 𝑀 = 𝑚1 ×

…×𝑚𝑘), where the moduli are pair-wise prime. In RNS, 

http://jecei.sru.ac.ir/
mailto:z.torabi@sru.ac.ir
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which is an unweighted number system, some arithmetic 

operations such as division, scaling, comparison and 

sign/overflow detection are difficult to implement. 

Whereas, these complicated operations are fundamental 

to develop processors with practical interest. For 

example, comparison, sign and overflow detection are 

essential for some nonlinear procedures, such as median 

and rank-order filtering [6].  

Sign detection is needed in applications dealing with 

positive and negative numbers. In such cases, dynamic 

range (i.e., 𝑀) is partitioned into two parts of [0, ⌊𝑀/2⌋) 

and [⌊𝑀/2⌋,𝑀) in order to represent positive and 

negative numbers, respectively.  The straightforward sign 

detection method in RNS is based on converting the 

operand to binary format and then comparing it with 
𝑀

2
.  

Comparison plays a crucial role in the development of 

division and overflow/sign detection units in RNS, 

therefore an efficient comparison method would be cost-

effective to implement other complicated operations [7]-

[9]. Contrary to the parallelism that residue number 

system offers to the addition and multiplication, no 

parallel RNS comparison scheme can be envisaged via 

independent modular comparator in concurrent residue 

channels. For example, in the moduli set {64,7,9,11,5}, 

44352=(0,0,0,0,2) is greater than 6=(6,6,6,6,1), which is 

not clearly apprehended from their modular 

representations.  

The RNS comparison schemes proposed so far [6], [10]-

[16] can be categorized into a conversion-based method 

[6], [10], [11], [15], parity checking technique [12], [14], 

and mapping function [13], [16]-[23] that will be 

described in second Section. For RNS unsigned number 

comparison in 3-moduli sets, Dynamic Range Partitioning 

(DRP) method [17] yields the best performance [17], [18]. 

However, we have not encountered any DRP-based RNS 

comparator for moduli sets with more than three moduli.  

In many RNS applications, domain of numbers is 

expanded. Utilizing wider moduli and increasing the 

number of moduli, are two different ways to fulfill the 

need for expanded range of numbers, while both of them 

make reverse conversion and complex operations more 

complicated. However, since the conversion process is 

not frequent, the burden of a lengthier reverse 

conversion for moduli sets with more than three moduli 

is bearable [18]. Several moduli sets with four to eight 

moduli have been reported in the literature. For example 

moduli set 𝛾= {22𝑛 , 2𝑛 ± 1, 2𝑛 ± 3} with 6𝑛-bit dynamic 

range whereas its signed/unsigned reverse converter 

have been introduced in [24], [25].  

In this paper, we focus on the realization of a DRP-

based  sign detector and comparator for the moduli set 

𝛾.   To this aim, we convert the 5-residue operands of 𝛾 to 

an equivalent 3-moduli set {22𝑛 , 22𝑛 − 1, 22𝑛 − 9}, 

where the DRP can be applied.  

For evaluation of the proposed comparator, we have not 

found any hardware realization of a comparator for 𝛾, 

thus, we compare our method with the straightforward 

comparators [24], [25] and one of the recent previous 

general comparators [24].  

We also compare the proposed sign detection method 

with the 𝛾-sign-detection unit of [25].  The proposed work 

has considerable merits on the reference works [24], [25], 

in terms of latency, area, and power, presented through 

analytical and synthesized evaluations.  

The rest of the paper is organized as follows. The 

second section reviews briefly different RNS comparison 

and sign detection methods. In the third section, the new 

sign detector and signed/unsigned comparator for 𝛾 are 

proposed, while its implementation scrutiny is discussed 

in the fourth section.  

Evaluations are found in the fifth section and finally in 

the last section we draw our conclusions. 

Background Materials and Related Works  

In this section, we describe the representation of 

signed numbers in RNS, sign identification methods, and 

then review a number of comparison methods briefly. 

In RNS, numbers are defined as positive integers in the 

range between [0, 𝑀−1], but in applications with signed 

numbers, as shown in Fig. 1, dynamic range is divided into 

two parts, positive and negative numbers. The sign of an 

RNS number 𝑋 can be detected by (1).  

Sign(𝑋)  = {
0     𝑖𝑓    0 ≤ 𝑋 < ⌊𝑀/2⌋

1     𝑖𝑓    ⌊𝑀/2⌋ ≤ 𝑋 < 𝑀
    (1) 

Sign(𝑋) usually indicates by the most significant bit 

(MSB) of 𝑋, therefore in fast and low power sign detection 

methods, before complete conversion of the operand to 

binary format via mixed radix representation (MRC) [26] 

or Chinese remainder theorem (CRT) [26], MSB of the 

operand is extracted. 

 In [27] and [28], with the usage of last MRC digit, MSB 

of the operand and consequently sign bit extracted. In 

[25] a sign detection unit and signed reverse converter is 

proposed for 𝛾, based on CRT. 

A wide variety of techniques have been proposed for 

RNS comparison in the literature [6], [9]-[23], some of 

which are summarized in Table 1. Most of the comparison 

methods compare two unsigned numbers and cannot be 

easily extended to compare signed RNS numbers due to 

the complexity of sign detection process.  

In conversion-based methods [6], [9]-[11],  [15], before 

full reverse conversion, comparison takes place. 

Comparing the corresponding MRC digits [26] or New CRT 

coefficients [29] fall into this category.  
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Signed Numbers in Dynamic Range

Unsigned Numbers in Dynamic Range

Fig. 1: Distribution of positive and negative numbers in dynamic range. 

In parity checking technique [12], comparison is based 

on the parity of the operands and their difference. One of 

the major drawbacks of this method is that it is applicable 

only on moduli sets which do not have even moduli, while 

in practice numerous moduli sets comprise at least a 

power-of-two modulo, owing to an efficient arithmetic 

channel realizations. 

In the mapping technique [13], a number is assigned to 

each RNS number in the dynamic range. For comparing 

two numbers 𝑋 and 𝑌, 𝐷(𝑋) and 𝐷(𝑌) are compared, 

such that 𝐷(𝑋) > 𝐷(𝑌) leads to 𝑋 > 𝑌. This method, 

similar to the CRT, is based on a large modulo 𝑆𝑄 

operation, where 𝑆𝑄 = ∑ (𝑀/𝑚𝑖)
𝑛
𝑖=1 . Since direct 

implementation of diagonal function is not efficient for 

comparing two RNS numbers, some modifications for 

diagonal function computation were proposed  [23], [30]. 

In [23], 𝐷(𝑋) is computed in modulo 2𝑢, where 𝑢 =

log(𝑚𝑛 − 1)𝑆𝑄 and 𝑚𝑛 is the largest modulo in the 

moduli set. Although 2𝑢 is smaller than 𝑆𝑄, in comparison 

to other methods, [23] still needs computation in the 

large module  2𝑢. 

Efficient computations of diagonal function results in 

introducing new moduli sets that allow for efficient 

hardware implementation of 𝐷(𝑋). Some algorithms 

were introduced in [30] to generate 3- and 4- moduli sets 

in such a way that 𝑆𝑄 = 2𝑣 and 𝑆𝑄 = 2𝑣 − 1, 

respectively, for some 𝑣. In [31], similar to [30], several 

methods proposed to design moduli sets with 𝑆𝑄 forms 

2𝑛, 2𝑛 − 1 , and 2𝑛+1. 

In [16], [19], for implementing non-modular 

operations including comparison, sign detection, division, 

and scaling, the authors proposed a method to compute 

the interval evaluation of 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑘). Such 

computations are performed in limited precision of 

fractional representation of 𝑋.   

Ambiguity cases arise when 𝑋 is very small or big, in 

such cases MRC digits were used for non-modular 

operations in this method which leads to sequential 

computations.  

In [20], [21], dynamic range [0,𝑀) is divided into 𝑀𝑘 =

𝑚1 ×𝑚2. .× 𝑚𝑘−1 intervals. With a large amount of 

computations, the numerical intervals which contain 𝑋 

and 𝑌 are determined and after that, comparison can be 

done by comparing numerical intervals of 𝑋 and 𝑌.  

Minimum-range monotonic core function is proposed 

in [22] which is a modification of core function [32].  

In this solution, comparison of every two number is 

carried out through comparing their core functions. In 

[22], core function is monotonic and computed in module 

𝑀𝑘. They also show that diagonal function is a special case 

of core function. 

DRP [17], divides the dynamic range of any 3-moduli 

set into 𝑚1 partitions of size 𝑚2 ×𝑚3, where each 

partition is divided into 𝑚2 sections of size 𝑚3. For any 

moduli set {𝑚1, 𝑚2, 𝑚3}, DRP components (i.e. 𝑝1(𝑋) and 

𝑝2(𝑋)), are defined in (2), where 𝑥23 = |𝑋|𝑚2𝑚3
, 𝑥2 =

|𝑋|𝑚2
, 𝑥3 = |𝑋|𝑚3

 and 𝑀1 = 𝑚2 ×𝑚3. 𝑝1(𝑋) and 𝑝2(𝑋) 

are the number of partition and section that are 

computed for an RNS number 𝑋, respectively.  

{ 
𝑝1(𝑋) = ||𝑀1

−1|
𝑚1
(𝑥1 − 𝑥23)|

𝑚1

𝑝2(𝑋) = ||𝑚3
−1|𝑚2

(𝑥2 − 𝑥3)|𝑚2

                                 (2) 

Comparison of two numbers 𝑋 = (𝑥1, 𝑥2, 𝑥3) and 𝑌 =

(𝑦1, 𝑦2, 𝑦3) can be reduced to the comparison of [𝑝1(𝑋), 

𝑝1(𝑌)], [𝑝2(𝑋), 𝑝2(𝑌)], [𝑥3
 , 𝑦3

  ] in three different 

comparators.  

Sign detection and signed number comparison of [6] 

for the moduli set {2𝑛 − 1, 2𝑛+ 𝑥, 2𝑛 + 1} are based on an 

optimized version of the MRC. It performs the comparison 

through utilizing the sign bits of comparison operands and 

their difference. In this method, the sign of RNS numbers 

can be identified by comparing the third MRC digit with 

2𝑛+𝑘−1.  

Proposed Sign Detector and Comparator  
In this section, a new DRP-based method is derived for 

sign detection and comparing two RNS numbers 𝑋 and 𝑌. 

As mentioned earlier, DRP has been utilized in unsigned 

numbers comparison methods [17], [18]. However, in this 

paper, DRP is applied to sign identification (Theorem 1) 

and comparison for the 5-moduli set 𝛾 .  

     The above DRP scheme (2) for 3-moduli RNS 

comparison can be extended to 5-moduli cases. In fact, 

the aforementioned 5-moduli set 𝛾 , can be reduced to 

the 3-moduli set 𝜏 = {22𝑛, 22𝑛 − 1, 22𝑛 − 9}, where the 

conjugate moduli 2𝑛 ± 1 and 2𝑛 ± 3, are combined to 

moduli 22𝑛 − 1 and 22𝑛 − 9 through two simple reverse 

conversion operations.  

 



Z. Torabi et al. 

44  J. Electr. Comput. Eng. Innovations, 11(1): 41-50, 2023 
 

   

Table 1: Comparison of 10 previous RNS comparators 

 

Ref. Category Moduli set 
Signed / Unsigned 

numbers 
Method 

[9] Reverse conversion 
{ 2𝑛 ± 1,2𝑛, 𝑚}, 

𝑚 ∈ {2𝑛+1 ± 1,2𝑛−1 − 1} 
Unsigned New CRT 

[17] Mapping function {2𝑛 ± 1, 2𝑛} Unsigned DRP 

[18] Mapping function {2𝑛 − 1, 2𝑛, 2𝑛+1 −  1} Unsigned DRP 

[10] Reverse conversion {2𝑛 ± 1, 2𝑛} Unsigned MRC-CRT 

[11] Reverse conversion Arbitrary moduli set Unsigned New CRT 

[12] Parity checking Odd moduli set Unsigned Parity checking 

[13], [23] Mapping function Arbitrary moduli set Unsigned Diagonal mapping 

[14] Parity checking {2𝑛 ± 1, 2𝑛+1 ± 1} Unsigned parity checking 

 [16], [19] Mapping function Arbitrary moduli set Unsigned 
floating-point interval 

evaluation, MRC 

[20], [21] Mapping function Arbitrary moduli set Unsigned interval evaluation 

[22] Mapping function Arbitrary moduli set Unsigned Core function 

[6] Reverse conversion {2𝑛 − 1, 2𝑛+ 𝑥 , 2𝑛 + 1} Signed MRC 

[15] Reverse conversion {2𝑛+ 𝑘 , 2𝑛 ± 1, 2𝑛±1 − 1} Signed MRC 

Therefore the 3-moduli DRP method can be applied to 

the new 3-moduli set. Here we compute DRP components 

for the new 3-moduli set 𝜏. Prior to that, the required 

multiplicative inverses are described as 𝛽1, 𝛽2 and 𝛽3.  

Property 1: 𝛽1 = |(2
𝑛 + 3)−1|2𝑛−3 

                      = {

2𝑛−1−1

3
             𝑛 = 2𝑘 + 1

−
2𝑛−1−2

3
                 𝑛 = 2𝑘

 

Property 2: 𝛽2 = |(22𝑛 − 9)−1|22𝑛−1 = −2
2𝑛−3 

Property 3: 𝛽3 = |((2
2𝑛 − 9)(22𝑛 − 1))−1|22𝑛 

              =

{
  
 

  
 
22𝑛+3 + 1

9
                         𝑛 = 3𝑝

22𝑛+1 + 1

9
                𝑛 = 3𝑝 + 1

22𝑛−1 +
22𝑛−1 + 1

9
  𝑛 = 3𝑝 + 2

 

Let 𝑚1 = 2
2𝑛, 𝑚2 = 2

𝑛 − 1,𝑚3 = 2𝑛 + 1,𝑚4 =

2𝑛 − 3,𝑚5 = 2𝑛 + 3 and the corresponding residues of 

an operand 𝑋 for the new moduli set 𝜏 based on CRT and 

New CRT be denoted as (𝑥1, 𝑥23, 𝑥45) where 𝑥1 = |𝑋|22𝑛, 

𝑥23
 = |𝑋|22𝑛−1 = |𝑥3 + (2

𝑛 + 1)2𝑛−1(𝑥2 − 𝑥3)|22n−1  

and 𝑥45 = |𝑋|22𝑛−9 = 𝑥5 + (2
𝑛 + 3) |𝛽1(𝑥4 − 𝑥5)|2𝑛−3.  

In the following Eqns. 3 and 4, we derive 𝑝2(𝑋) and 

𝑝1(𝑋) as DRP components in moduli set 𝜏, based on Eqn. 

set 2, where 𝑥2345 = |𝑋|(22𝑛−9)(22𝑛−1) = 𝑥45 + (2
2𝑛 −

9)|(22𝑛 − 9)−1(𝑥23 − 𝑥45)|22𝑛−1. 

 

𝑝2(𝑋) = |𝛽2(𝑥23 − 𝑥45)|22𝑛−1 

            = |22𝑛−3(−𝑥23 + 𝑥45)|22𝑛−1                       (3) 

𝑝1(𝑋) = |((22𝑛 − 9)(22𝑛 − 1))−1(𝑥1 − 𝑥2345)|22𝑛  

            = |𝛽3(𝑥1 − 𝑥45 + 9𝑝2(𝑋))|22𝑛                (4) 

Theorem 1: 𝑋 in the moduli set 𝛾 is negative if and only if 

MSB(𝑝1(𝑋)) = 1. 

Proof: Based on the DRP method [8], in the moduli set 𝜏 

we have 𝑋 = 𝑝1(𝑋)𝑀1 + 𝑥23 = 𝑝1(𝑋)(2
2𝑛 − 1)(22𝑛 −

9) + 𝑥23 and 𝑝1(𝑋) < 22𝑛. With consideration of 
𝑀

2
=

22𝑛−1(22𝑛 − 1)(22𝑛 − 9), our proof consists of two parts 

as follows:  

a. (MSB(𝑝1(𝑋)) = 1) ⟹ 𝑋 ≥
𝑀

2
 

If 𝑀𝑆𝐵(𝑝1(𝑋)) = 1 ⟹ 𝑝1(𝑋) ≥ 2
2𝑛−1 ⟹ 𝑋 ≥

22𝑛−1(22𝑛 − 1)(22𝑛 − 9) ⟹ 𝑋 is negative.  

b. 𝑋 ≥
𝑀

2
 ⟹ (MSB(𝑝1(𝑋)) = 1) 

let 𝑥23 = 2
2𝑛 − 2 to find the minimum value of 𝑝1(𝑋), 

where 𝑋 is negative. The following condition must hold: 

𝑝1(𝑋)(2
2𝑛 − 1)(22𝑛 − 9) + 22𝑛 − 2

≥ 22𝑛−1(22𝑛 − 1)(22𝑛 − 9) 
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which leads to 𝑝1(𝑋) ≥ 22𝑛−1 and 𝑀𝑆𝐵(𝑝1(𝑋)) = 1. ∎  

Therefore by implementing one of the DRP 

components (i.e., 𝑝1(𝑋)), the sign of an RNS number ( i.e., 

𝑠𝑖𝑔𝑛(𝑋)) in the moduli set 𝛾 is identified. For comparing 

two signed RNS numbers, which belong to the same range 

and both have the same sign (positive or negative), 

comparing them without considering their signs 

determines the result. Therefore, for comparing two RNS 

numbers 𝑋 and 𝑌, first the signs of operands are 

identified. If only one of them is positive, the result of 

comparison is clear, whereas both of them are positive or 

negative, comparison is undertaken via DRP components 

(i.e. 𝑝1(𝑋), 𝑝1(𝑌), 𝑝2(𝑋) and 𝑝2(𝑌)). Comparison can be 

reduced to the comparison of 𝑝1(𝑋) and 𝑝1(𝑌). In the 

case of 𝑝1(𝑋) = 𝑝1(𝑌), 𝑝2(𝑋) and 𝑝2(𝑌) are compared. If 

𝑝1(𝑋) = 𝑝1(𝑌) and 𝑝2(𝑋) = 𝑝2(𝑌), comparison of 𝑥45 

and 𝑦45 yields the final result. Flowchart of the proposed 

comparator is illustrated in Fig. 2. 
 

Sign (X) = Sign (Y)

Sign(X)=0

No

Yes𝒑𝟏(𝑿) > 𝒑𝟏(𝒀) 

𝒑𝟏(𝑿) < 𝒑𝟏(𝒀) 𝑿 > 𝒀 

𝑿 < 𝒀 

𝑿 = 𝒀 

No

Yes

No
Yes

Yes

𝒑𝟐(𝑿) < 𝒑𝟐(𝒀) 

𝒑𝟐(𝑿) > 𝒑𝟐(𝒀) 

No

Yes

No

𝒙𝟒𝟓 < 𝒚𝟒𝟓 

𝒙𝟒𝟓 > 𝒚𝟒𝟓 

Yes
Yes

Yes

No

No

No

Inputs :

Output :

Output :

Output :

𝒀: (𝒚𝟏,𝒚𝟐,𝒚𝟑,𝒚𝟒,𝒚𝟓) 

 

𝑿: (𝒙𝟏,𝒙𝟐,𝒙𝟑,𝒙𝟒,𝒙𝟓) 

 

Fig. 2: Algorithm of the proposed comparator. 

 

Since sign detection is performed with 𝑝1(𝑋), and it is 

also required for comparison, with eliminating first step 

of Fig. 2 (comparing sign(X) and sign (Y)), it can be used 

for unsigned comparison. The overall architecture for 

signed/unsigned comparator is visualized by Fig. 3 where 

𝐸 and 𝐶 show that 𝑋 = 𝑌 and 𝑋 > 𝑌 respectively. 

Example 1. Consider 𝛾 = {256, 15, 17, 13,19} with 𝑛 =

4. Let 𝑋 = 1 = (1,1,1,1,1) and 𝑌 = 1000000 =

(64,10,9,1,11) be two RNS numbers to be compared. The 

equivalents of 𝑋 and 𝑌 in the corresponding moduli set 

𝜏 = {256, 255, 247} are (1,1,1) and (64,145,144) 

respectively. Based on Eqns. 3 and 4, 𝑝1(𝑋) = 𝑝2(𝑋) = 0 

, 𝑝1(𝑌) = 15 and 𝑝2(𝑌) = 223. According to the 

Theorem 1 and Fig. 2, both 𝑋 and 𝑌 are positive and 

𝑝1(𝑌) > 𝑝1(𝑋) so 𝑌 > 𝑋. 

Implementation 

Sign detection and comparator units in the proposed 

work are based on DRP components, therefore, in this 

section, we provide the implementation details of 𝑝1(𝑋) 

and 𝑝2(𝑋) generators. Here with the assumption of 𝑛 =

3𝑝 + 1 and usage of the properties 1-3, we investigate 

implementation-friendly equations for 𝑝1(𝑋) and 𝑝2(𝑋). 

Computation and implementation of DRP components 

with 𝑛 ≠ 3𝑝 + 1 are quite similar. 

𝑝1(𝑋) 

= |
22𝑛+1 + 1

9
(
−(2𝑛 + 3) |

2𝑛−1 − 1

3
(𝑥4 − 𝑥5)|

2𝑛−3

+𝑥1 − 𝑥5 + 9 𝑝2(𝑋))

)|

22𝑛

 

(5) 

𝑝2(𝑋) = |2
2𝑛−3 (

(2𝑛 + 3) |
2𝑛−1 − 1

3
(𝑥4 − 𝑥5)|

2𝑛−3

𝑥5 − 𝑥3 − (2
𝑛 + 1)2𝑛−1(𝑥2 − 𝑥3)

)|

22𝑛−1

 

(6) 

Replacing −𝑥3 = 𝑥3 − 2
𝑛+1 + 1, −𝑥2 = 𝑥2 − 2

𝑛 + 1, 

−𝑥5 = 𝑥5 − 2
𝑛+1 + 1, 𝑈 = |

2𝑛−1−1

3
(𝑥4 − 𝑥5)|

2𝑛−3
=

|∑ 22𝑖
𝑖=
𝑛−3

2
𝑖=0

(𝑥4 + 𝑥5) − 5 ×
2𝑛−1−1

3
|
2𝑛−3

and −𝑈 = 𝑈 −

2𝑛 + 1 in (5) and (6) result (7) and (8), respectively. 

𝑝1(𝑋) = |

22𝑛+1 + 1

9
(𝑥1 + 𝑥5 + (2

𝑛 + 3)𝑈

−2𝑛+2 + 4) + 𝑝2(𝑋)

|

22𝑛

    

𝑝2(X) = |
22𝑛−3𝑥5 + (2

𝑛−3 + 3 × 22𝑛−3) 𝑈 + 2
2𝑛−3𝑥3 +

22𝑛−3 − 2𝑛−2 + (22𝑛−4 + 2𝑛−4)(𝑥3 + 𝑥2)
|
22𝑛−1

 

(8) 

One (𝑛 − 1, 2𝑛 − 3) multi operand modular adder 

(MOMA) [33] followed by an 𝑛-bit modular adder is 

required to generate 𝑈 expression. Based on (8), after 

computation of 𝑈, 𝑝2(𝑋) is obtained with a two-level CSA 

followed by a 2𝑛-bit modular adder. In parallel with 𝑝2(𝑋) 

, 
22𝑛+1+1

9
(𝑥1 + 𝑥5 + (2

𝑛 + 3)𝑈 − 3 × 2𝑛 + 4) is being 

obtained through a (2𝑛 − 4 ,22𝑛) MOMA. The required 

architecture for generation of 𝑝1(𝑋) and 𝑝2(𝑋) is 

depicted in Fig. 4. 

(7) 
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Unsigned Comparator

Binary Comparator Binary ComparatorBinary Comparator

         and                  Generator 

 

Fig. 3: The proposed signed/unsigned 𝜸 −comparator.  

 

Evaluation 

In this section, we present the performance evaluation 

of the proposed design and compare it with previous 

related works.  

The proposed design consists of sign detection module 

and comparator. In the literature, two reverse converters 

[24], [25] and one sign identifier [25] designed for moduli 

set 𝛾.  

In [25], a  𝛾 − signed reverse converter proposed 

wherein the sign of operand is extracted in the middle of 

conversion. In the case of negative sign, the output of 

reverse converter should be added to 2’s complement of 

𝑀. 

In [24] a 𝛾 −reverse converter proposed which is 

based on New CRT [27] and the output is positive number 

in the range [0 𝑀).  

We evaluate the proposed comparator against a 

straightforward comparator which consists of two 

reverse converters for converting the operands to binary 

format and a binary comparator for comparing two 

operands. Moreover, we evaluate unsigned general 

comparators of [16], [19]-[23], which are based on 

mapping function that has recently received attentions in 

literature.   

In addition, we evaluate the proposed sign detection 

method with sign detection module of [25] and 

straightforward sign detection method of [24] (i.e., 

Conversion of operand to binary format and comparing it 

with 
𝑀

2
 ). 

The delay and cost measures of the proposed 

comparator and sign detector are compiled in Tables 2 

and 3, based on the unit gate model [34].  

In our analytical evaluations, the cost and delay of one 

simple 2-input logic gate (e.g., AND, OR, NAND, NOR) are 

considered as 1 unit of cost (#𝐺) and delay (Δ𝐺). For 

example, delay and cost of an 𝑛-bit carry ripple adder is 

assumed to be 2𝑛Δ𝐺  and 7𝑛#𝐺 respectively. The 

comparators of [28], [29] have less delay in return of extra 

cost.  

Between general comparators described in Tables 2 

and 3 (i.e.,  [16], [19]-[23]), the comparators proposed in 

[22] and [27] have reasonable delay and cost.  

So as to find better insight into merits of the proposed 

design, we have synthesized the proposed comparator 

and 𝛾 −comparators of [24], [25], and comparator of [22] 

in case of 𝑛 = 8 and 𝑛 = 16, with the TSMC 90nm CMOS 

standard logic cell library by Synopsys Design Compiler. 

Synthesized results are compiled in Table 4 which approve 

superiority of the proposed comparator in comparison 

with the reference designs, in terms of delay, area, power 

and energy.  

Based on the results of Table 4, the ratios of delay and 

power (𝑛 = 8) of straightforward signed comparator are 

higher than other methods. 
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Sign(X)
 

Fig. 4: 𝑝1(𝑋) and 𝑝2(𝑋) generator and sign detection circuit. 

 

Table 2: Analytical delay comparison 

 

Operation Method 

Adder 

CSA 

Comparator 

Total Delay 𝑛 -

bit 

2𝑛-

bit 

4𝑛-

bit 

6𝑛-

bit 

7𝑛- 

bit 

𝑛-

bit 

2𝑛-

bit 

6𝑛-

bit 

7𝑛- 

bit 

Sign 

Detection 

[24]  3 1   3 log 𝑛 + 1   1  
(32𝑛 + 12 log 𝑛

+ 4)Δ𝐺 

[25] 1 4 1 1  log 𝑛 + 5     
(38𝑛 + 4 log 𝑛

+ 20)Δ𝐺 

proposed 1 2    

log 2𝑛

+ log 𝑛 

+3 

    
(10𝑛 + 8 log 𝑛

+ 16)Δ𝐺 

Comparison 

[24]  3 1   3 log 𝑛 + 1   1  
(32𝑛 + 12 log 𝑛

+ 4)Δ𝐺 

[25] 1 4 1 1  log 𝑛 + 5   1  
(50𝑛 + 4 log 𝑛

+ 20)Δ𝐺 

proposed 1 2    

log 2𝑛

+ log 𝑛 

+3 

 1   
(14𝑛 + 8 log 𝑛

+ 16)Δ𝐺 

[23]     1 log 2𝑛    1 (28𝑛 + 8 log 𝑛)Δ𝐺 

[16], [19] 4 1    12 log 𝑛 1 1   (18𝑛 + 48 log 𝑛)Δ𝐺 

[22]   1   log 𝑛  2   (16𝑛 + 4 log 𝑛)Δ𝐺 

[20], [21]  2    log 𝑛  1   (12𝑛 + 4 log 𝑛)Δ𝐺 
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Table 3: Analytical cost comparison 

 

Operation Method 

Adder  
CSA 

𝑛-bit 

Comparator 

Total Cost 𝑛 

-bit 

2𝑛-

bit 

4𝑛-

bit 

6𝑛-

bit 

7𝑛 

-bit 

𝑛 

-bit 

2𝑛 -

bit 

6𝑛-

bit 

7𝑛 -

bit 

Sign 

Detection 

[24] 1 5 1   8𝑛 + 6   1  
(56𝑛2

+ 273𝑛)#𝐺 

[25] 1 4 1   5𝑛 + 42     
(35𝑛2

+ 141𝑛)#𝐺 

proposed 1 2    5𝑛 + 14     
(35𝑛2

+ 133𝑛)#𝐺 

Comparis

on 

[24] 1 5 1   8𝑛 + 6   3  
(56𝑛2

+ 357𝑛)#𝐺 

[25] 1 4 1 2  5𝑛 + 42   1  
(35𝑛2

+ 267𝑛)#𝐺 

proposed 1 2    5𝑛 + 14  3   
(35𝑛2

+ 175𝑛)#𝐺 

[23]     1 10𝑛    1 (70𝑛2 + 98𝑛)#𝐺 

[16], [19] 4 1 1   10𝑛 4 3   
(70𝑛2

+ 140𝑛)#𝐺 

[22]   1   6𝑛  4   (42𝑛2 + 84𝑛)#𝐺 

[20], [21] 

4(22𝑛

− 1)(22𝑛

− 9)

+ 5 

    

(22𝑛 − 1) 

(22𝑛

− 9)𝑛 

4(22𝑛

− 1)(22𝑛

− 9) 

   
(22𝑛 − 1)(22𝑛

− 9)(14𝑛)#𝐺 

 

Table 4: Synthesis based comparison results 

  

Ratio 
Energy 

(pJ) 
Ratio 

Power 

(𝑚𝑊) 
Ratio 

Area 

(µ𝑚2) 
Ratio 

Delay 

(𝑛𝑠) 
𝑛 Design 

3.31 720.79 2.21 69.74 2.22 84075.61 1.56 10.80 8 [24] 

2.55 556.38 1.33 42.15 1.56 58972.18 1.91 13.20 8 [25] 

6.46 1407.79 3.51 110.85 5.62 212472.50 1.84 12.70 8 [22] 

1.00 217.62 1.00 31.54 1.00 37800.76 1.00 6.90 8 proposed 

1.98 3116.88 1.25 191.22 1.32 189451.71 1.58 16.30 16 [24] 

2.88 4540.68 1.31 200.03 1.47 210462.79 2.20 22.70 16 [25] 

1.67 2640.76 1.16 178.43 2.45 350311.09 1.43 14.8 16 [22] 

1.00 1573.94 1.00 152.81 1.00 142929.73 1.00 10.30 16 proposed 

 

Conclusion 

In residue number systems, one of the most 

complicated operations are sign detection and 

comparison which also play a prominent role in the 

development of division and overflow detection 

components in RNS. The 5-moduli set 𝛾 =  {22𝑛 , 2𝑛 ±

1, 2𝑛 ± 3}, has been shown to have efficient RNS 

arithmetic circuits as well as efficient reverse converter. 

To extend applicability of this moduli set, we provided the 

first efficient signed/unsigned RNS comparator circuit in 

this work.  

In the proposed comparator, with the advantage of 

dynamic range partitioning technique, sign of the 

operands are identified and then comparison performed 

effectively. Synthesis-based results confirmed analytical 
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evaluation and revealed 47% (54%), 35% (32%), 25% 

(24%)  and 60% (65%)  delay, area, power, and energy 

improvements, respectively, for the new signed RNS 

number comparator in comparison with the reference 

design.  

As regards the relevant future work, we plan to apply 

DRP method to other 4- and 5-moduli sets, to improve 

comparison operation and so other complicated 

operations.  
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Background and Objectives: Depth from defocus and defocus deblurring from a 
single image are two challenging problems caused by the finite depth of field in 
conventional cameras. Coded aperture imaging is a branch of computational 
imaging, which is used to overcome these two problems. Up to now, different 
methods have been proposed for improving the results of either defocus 
deblurring or depth estimation. In this paper, an asymmetric coded aperture is 
proposed which improves results of depth estimation and defocus deblurring from 
a single input image. 
Methods: To this aim, a multi-objective optimization function taking into 
consideration both deblurring results and depth discrimination ability is proposed. 
Since aperture throughput affects on image quality, our optimization function is 
defined based on illumination conditions and camera specifications which yields 
an optimized throughput aperture. Because the designed pattern is asymmetric, 
defocused objects on two sides of the focal plane can be distinguished. Depth 
estimation is performed using a new algorithm, which is based on perceptual 
image quality assessment criteria and can discern blurred objects lying in front or 
behind the focal plane. Results: Extensive simulations as well as experiments on a 
variety of real scenes are conducted to compare the performance of our aperture 
with previously proposed ones. 
Conclusion: Our aperture has been designed for indoor illumination setting. 
However, the proposed method can be utilized for designing and evaluating 
appropriate aperture patterns for different imaging conditions. 
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Introduction 

When a scene is captured by a limited depth of field 

camera, objects lying at different depths are registered 

with varying degree of defocus blur. Depth from defocus 

(DFD) is a method that recovers depth information by 

estimating the amount of blur in different areas of a 

captured image. The concept of DFD was first introduced 

in [1], [2] and then various techniques were proposed, 

which are briefly reviewed in Sec. 2. 

Despite the desirable results of DFD techniques in 

conventional apertures, there are some drawbacks 

rooted in the inherent limitation of circular apertures. For 

example, single image DFD methods and even some of 

multiple image DFD methods are unable to distinguish 

between defocused objects placed before and after the 

focal plane. In addition, in single image DFD methods, the 

lower depth of field, which provides enhanced depth 

discrimination ability, is obtained at the cost of losing 

image quality.  In larger blur scales, most of image 

frequencies are lost. It makes the estimation of depth and 

http://jecei.sru.ac.ir/
mailto:masoudi@hsu.ac.ir
http://creativecommons.org/licenses/by/4.0/


M. Masoudifar et al. 

52  J. Electr. Comput. Eng. Innovations, 11(1): 51-64, 2023 
 

deblurring more ambiguous and vulnerable to image-

noise [3]. 

Coded aperture photography is a method used for 

modifying the defocus pattern generated by lens. The 

shape of PSF (Point Spread Function) can be changed by 

using a coded mask on lens. So far, a variety of mask 

patterns have been proposed for improving the results of 

depth estimation [3]-[5] or defocus deblurring [6]-[8]. 

However, there are a few number of techniques for 

extracting both depth and high quality deblurred image 

[9], [10]. These methods use multiple images captured by 

a single aperture [9] or multiple aperture patterns [10]. 

In this paper, we propose an asymmetric single 

pattern, which is used for capturing a single image. This 

image is processed to achieve a depth map and an all-

focus high quality deblurred image. 

To find the proposed optimal aperture pattern, a new 

multi-objective function containing two evaluation 

functions is defined. The first function determines the 

expected value of deblurring error using the correct PSF. 

The second function computes the expected value of 

deblurring error using the incorrect PSFs. Both functions 

are defined in the frequency domain. A non-dominated 

sorting-based multi-objective evolutionary algorithm [11] 

is used to find a Pareto-optimal solution. An optimal 

pattern is chosen in a way that it can also distinguish 

between defocused objects placed before and after the 

focal plane. As a result, an asymmetric pattern is 

proposed which is appropriate for depth estimation and 

deblurring in a single captured image. 

According to [12], [13], illumination conditions and 

camera specification affect the performance of coded 

aperture cameras. Therefore, our objective functions are 

formulated by considering the imaging circumstances. In 

this way, the designed mask acquires a reasonable 

throughput that ensures the acceptable signal-to-noise 

ratio (SNR) of the captured image. 

The proposed mask is compared with circular aperture, 

and a number of state-of-the-art coded aperture 

patterns. The performance comparison includes depth 

estimation accuracy and the quality of deblurring results. 

In accordance with the proposed multi-objective 

function, a depth estimation algorithm is introduced in 

which a blurred image is deblurred by a set of PSF scales. 

Then, a PSF with the best quality deblurring result is 

considered as the correct blurring kernel. The quality of 

deblurred images is measured by an aggregate measure 

of no-reference image quality assessment criteria. 

A.  Key Contributions 

 1) A new multi-objective function is proposed for 

defining a single pattern, which yields the minimum 

deblurring error with correct PSF and the maximum 

deblurring error with incorrect PSFs. 

2) The blurring problem is redefined with respect to 

the aperture throughput and imaging system conditions. 

Hence, in the design of coded aperture, the amount of 

additive noise and image brightness are taken into 

account.  

3) An aggregate no-reference image quality assessment 

measure is used for depth estimation. The quality of 

images deblurred by different PSFs is measured and the 

PSF that yields a deblurred image of the highest quality is 

chosen as the true PSF. 

4) The results of simulation on a dataset show less 

variance in correct depth/kernel estimation across the 

entire range of depths/kernel sizes compared to previous 

aperture patterns. 

B.  Scope and Limitations 

1) The image formation model is assumed to be linear.  

2) An affine noise model is used to describe the 

combined effects of signal-dependent and signal-

independent noise. Signal dependent Poisson noise is 

approximated using a Gaussian noise model. Signal 

independent noise is assumed only read-noise. 

3) The aperture pattern is designed based on the 

assumption that the exposure time and lighting condition 

is fixed. 

4) The proposed aperture pattern and depth estimation 

algorithm can be used for both grey-level and color 

imaging systems. 

The rest of this paper is organized as follows: In Sec. 2, 

related works are briefly reviewed. In Sec. 3, the blurring 

problem is formulated and pattern evaluation functions 

are introduced. Section 4 describes the optimization 

method used to find the optimal pattern. The proposed 

aperture is analyzed in accordance with spectral 

properties and depth sensitivity in Sec. 5. Our depth 

estimation algorithm is presented in Sec.6. Experimental 

results in both synthetic and real scenes are presented in 

Sec. 7. Finally, conclusions are drawn in Sec. 8. 

Previous Works 

The concept of DFD was first introduced in [1], [2] and 

then a variety of techniques were proposed that used a 

single image [14]-[19] or multiple images [20]-[24]. 

Single image DFDs usually estimate the blur scale 

either by assuming some prior information about PSF 

[14], [18], texture [16], color information [17] or by using 

learning methods [19]. However, multiple image DFDs are 

more variant and use various techniques to extract depth 

information. Some methods capture two or more images 

from a single viewpoint under different focus settings or 

various sizes of aperture [1], [2], [22], [24], [25]. Other 

methods use two or more images from different 

viewpoints such as stereo vision with identical focus 

setting [26] or different focal settings [9]. 

As mentioned in Sec.1, DFD with conventional 

apertures suffers from some drawbacks. In the past 
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decades, coded aperture photography has been used to 

resolve these problems. Here, some of the proposed 

apertures and DFD methods are briefly reviewed. 

Hiura et al. [27] use multiple images taken by a single 

aperture pattern from a single viewpoint under different 

focus settings. Zhou et al. [10] propose a pair of aperture 

masks. Two blurred images are taken from a single 

viewpoint with a similar focus setting and two different 

asymmetric aperture patterns. In real applications, a 

programmable aperture is needed to ensure that the 

viewpoint of the two captured images remain unchanged. 

Otherwise, images should be first registered, and then 

depth estimation algorithm be applied. Takeda et al. [9] 

use stereo imaging with a single aperture pattern, yet 

different focal settings to improve the results of depth 

estimation presented in [10]. 

Levin et al. [4] design a single symmetric pattern with 

the aim of increasing the depth discrimination ability. 

Kullback-Leibler divergence between different sizes of 

blur is used to rank aperture patterns. The optimal 

symmetric pattern is achieved through a full-search of all 

binary masks. An efficient deblurring algorithm is also 

used to create high quality deblurred results. Since the 

proposed mask is symmetric, before and after focal plane 

cannot be differentiated. 

Sellent et al. [5] define a function in the spatial domain 

for the aperture pattern evaluation. A parametric 

maximization problem is defined to find a pattern that 

produce the most possible difference among images 

blurred of different PSF scales. By solving this problem, 

non-binary patterns are obtained that can be pruned to 

binary forms. This technique is then used to find 

asymmetric patterns suitable to discriminate the front 

and back of the focal plane [3]. 

Aperture Evaluation 

In this section, first the blurring problem is briefly 

reviewed and then our criteria for evaluating aperture 

patterns are introduced. Based on the proposed criteria, 

a multi-objective function is defined, which is capable to 

compare aperture patterns with varying throughputs.  

A.  Problem Formulation 

Image degradation due to out of focus blurring and 

noise can be modeled by convolution of a PSF or kernel 

function (kd) with the sharp image (fs) and then adding 

noise (ω): 

𝑓 = 𝑘𝑑⨂𝑓𝑠 +  𝜔,       ∑𝑘𝑑
𝑖

𝑖

= 1           (1) 

the subscript d indicates that kernel size is a function of 

depth of scene. The sum of kernel elements (i.e. 𝑘𝑑
𝑖 ) 

equals 1, meaning that the image brightness does not 

change by blurring. 

When we use a binary-coded aperture, the shape and 

throughput of the aperture are determined by this mask. 

As noted in [12], [13]  an aperture pattern must be 

evaluated by consideration of both shape and 

throughput. Therefore, we redefine the well-known 

defocus problem in terms of these factors. 

A binary coded mask with n open cells can be 

considered as a grid of size N×N, where n holes distributed 

over the grid are kept open [5], [12]. The pattern of open 

holes determines the shape of PSF, and their number 

specifies the mask throughput. 

For a simple fronto-parallel object at depth d, 

defocusing is redefined as the convolution of a defocus 

kernel (𝑘𝑑) with a sharp image(𝑓𝑛) that generates spatial 

invariant blur: 

   (2) 

𝑓 = 𝑘𝑑⨂𝑓𝑛 + 𝜔𝑛 , 

   𝜔𝑛 ~𝑁(0, 𝜎𝑛
2),         ∑𝑘𝑑

𝑖

𝑖

= 1 

The subscript n shows that the brightness of sharp 

image (fn) and the amount of added noise (ωn) depend on 

the aperture throughput (n). Due to the additive 

properties of light, in a constant definite exposure time, 

the brightness of sharp image (fn) is increased linearly 

with an increase in the number of open holes. The value 

of ωn also changes with the number of holes. In this study, 

the growth of ωn is investigated by considering the 

number of holes, imaging system’s specifications and 

scene illumination. As mentioned earlier, the sum of 

kernel elements (i.e. 𝑘𝑑
𝑖 ) equals 1, meaning that the 

image brightness does not change by blurring. As we see 

in Sec. 3. B, the added noise is modeled by normal 

distribution, which its variance depends of the aperture 

throughput.  

Equivalently, if the Fourier transforms of each variable 

is shown by its corresponding capital letter, the spatially 

invariant blur in the frequency domain is defined as 

follows: 

  (3)    𝐹 = 𝐾𝑑  . 𝐹𝑛 + 𝛺𝑛   

where the convolution operation in the Fourier domain is 

changed to a simple point-by-point multiplication. The 
subscripts d and n indicate the depth of scene and 

aperture throughput, respectively.  

B.  Noise Model 

The imaging noise can be modeled as the sum of two 

distinct factors: read noise and photon noise [12]. Read 

noise, which is independent of the measured signal, is 

commonly modeled by a zero mean Gaussian random 

variable r with variance 𝜎𝑟
2. Photon noise is a signal 

dependent noise with Poisson distribution. When the 

mean value of photon noise is large enough, it can be 

approximated by a random Gaussian variable with 

variance 𝜎𝑝
2 = 𝐽𝑛[12], [28]. 𝐽𝑛 refers to the mean number 

of photons received by a single pixel in a camera with an 
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n open-hole aperture. 

As noted in [12],  the total noise variance is computed 

as follows: 

   (4)   𝜎𝑛
2 = 𝜎𝑟

2 + 𝜎𝑝
2 = 𝜎𝑟

2 + 𝐽𝑛 = 𝜎𝑟
2 + 𝑛. 𝐽 

In this study, the mean signal value in photoelectrons 

(J) of a single-hole aperture is computed by [12]: 

      (5)   𝐽 =  1015.
1

𝐹#2
. 𝑅. 𝐼. 𝑞. ∆2. 𝑡 

where F#, R, and I refer to camera f-number, average 

scene reflectivity that varies in range 0 to 1, and amount 

of scene illumination ( measured in lux),  respectively. q is 

the quantum efficacy of the image sensor, which 

measures the effectiveness of an imaging device to 

convert incident photons into photoelectrons. ∆ is the 

size of a pixel in an image sensor and t refers to the 

exposure time. In our experiments, the assumption about 

scene and imaging system parameters, which represent 

the typical settings in consumer photography, are as 

follows:  
 

q = 0.5 (typically CMOS sensors) 

R = 0.5,  t  = 10ms, F# = 18 

∆2 = 5.1×5.1μm  (SLR camera, typically  Canon 1100D) 

      I  = 300lux (typically office light level) 
 

In the following section, first our criteria regarding the 

intensity level of images are proposed. Then, the 

proposed formula in terms of photoelectron are 

redefined so that masks with different throughputs can 

be compared. 

C.  Mask Search Criteria 

Suppose an image Fn is blurred with an unknown 

Kernel K1 (3). If it is deblurred with a typical kernel K2 and 

Wiener filter is used for deconvolution, then the total 

error of deblurring (en) is computed as (6): 

𝑒𝑛 = 𝐹𝑛 − 𝐹̂𝑛 = 𝐹𝑛 −  
𝐾2
∗𝐹

|𝐾2|
2 + |𝐶𝑛|

2
 

= 𝐹𝑛 −  
𝐾2
∗(𝐾1𝐹𝑛 + 𝛺𝑛)

|𝐾2|
2 + |𝐶𝑛|

2

= 
𝐹𝑛𝐾2

∗(𝐾2 − 𝐾1)

|𝐾2|
2 + |𝐶𝑛|

2⏟        

𝑒𝑛
(1)

+ 
𝐹𝑛|𝐶𝑛|

2 − 𝐾2
∗𝛺𝑛

|𝐾2|
2 + |𝐶𝑛|

2⏟          

𝑒𝑛
(2)

 

= 𝑒𝑛
(1) + 𝑒𝑛

(2)                                                             

where |𝐶𝑛|
2 is defined as the matrix of expected value for 

noise to signal power ratios (NSR) of natural images. (i.e.  

|𝐶|2 =
𝜎2

A
  where A is the expected power spectrum of 

natural images and σ2 is the variance of additive noise [7].) 

According to (6), the total error consists of two parts: 

    𝑒𝑛
(1)
=
𝐹𝑛𝐾2

∗(𝐾2 − 𝐾1)

|𝐾2|
2 + |𝐶𝑛|

2  error of wrong kernel estimation    (7) 

    𝑒𝑛
(2)
=
𝐹𝑛|𝐶𝑛|

2 − 𝐾2
∗Ωn

|𝐾2|
2 + |𝐶𝑛|

2  deblurring error                                  (8) 

If an accurate PSF is used for deblurring (i.e. K1 = K2), 

then the only term that determines the total error of 

deblurring will be 𝑒𝑛
(2)

 (i.e.  𝑒𝑛
(1)
= 0). On the other hand, 

if a wrong kernel is used as PSF (K1 ≠ K2), both 𝑒𝑛
(1)

 and 

𝑒𝑛
(2)

will generate errors in the deblurring result. As will 

shown in sec. 4.A, the values of 𝑒𝑛
(1)

 are much greater than 

𝑒𝑛
(2)

 (See Fig. 2). Therefore, when K1 ≠ K2, the main 

determinant of the total error will be 𝑒𝑛
(1)

. Hence, 

consistent with our objective, a suitable pattern is defined 

as a pattern that minimizes the norm of 𝑒𝑛
(2)

 and 

maximizes the norm of 𝑒𝑛
(1)

. The norm of  𝑒𝑛
(2)

 is computed 

as follows: 

 

 

     (9) 

‖𝑒𝑛
(1)
‖
2

2
= (

𝐹𝑛𝐾2
∗(𝐾2 − 𝐾1)

|𝐾2|
2 + |𝐶𝑛|

2
)

∗

(
𝐹𝑛𝐾2

∗(𝐾2 − 𝐾1)

|𝐾2|
2 + |𝐶𝑛|

2
)

= |𝐹𝑛|
2|𝐾2|

2
|𝐾2 − 𝐾1|

2

||𝐾2|
2 + |𝐶𝑛|

2|2
 

Since the power spectra of all natural images follow a 

certain distribution, the expectation of ‖𝑒𝑛
(1)
‖
2

2
 can be 

computed with respect to Fn. According to 1/f law of 

natural images [29], the expectation of |Fn|2 is computed 

as 𝐴𝑛(𝜉) =  ∫ |𝐹𝑛(𝜉)|
2

𝐹𝑛
𝑑𝜇(𝐹𝑛) where ξ is the frequency 

and 𝜇(𝐹𝑛) is the measure of sample 𝐹𝑛 in the image space 

[7]. Accordingly, the expectation of ‖𝑒𝑛
(1)
‖
2

2
 is computed 

as (10):  

(10) 

 𝐷𝑛(𝐾2, 𝐾1) =  𝔼𝐹𝑛{‖𝑒𝑛
(1)‖

2

2
 

                   = ∑
𝐴𝑛𝜉|K2|𝜉

2

(|𝐾2|𝜉
2 + |𝐶𝑛|𝜉

2)2
𝜉

|𝐾2 − 𝐾1|𝜉
2 

This measure can be considered as a distance criterion 

between two kernels. It can also help distinguish between 

defocus points lying in front or back of the focal plane. It 

should be noted that the defocus PSF in front of the focal 

plane is the flipped version of the defocus PSF at the back 

of the focal plane (See Fig. 1. a), meaning that these PSFs 

have an identical spectral response but different phase 

properties. Equation (10) includes the term K2-K1, which 

can compute both spectral and phase differences of two 

kernels. Hence, by having an asymmetric aperture, the 

deblurring with the flipped version of a PSF generates 𝑒𝑛
(1)

 

error and helps distinguish sides of the focal plane (See 

Fig. 1. b) 

The expected value of ‖𝑒𝑛
(2)
‖
2

2
 can be computed in a 

similar manner. (Details are found in [7]): 

𝑅𝑛(𝐾1) =  ‖𝑒𝑛
(2)
‖
2

2
=∑

𝜎𝑛
2

|𝐾1|𝜉
2 + |𝐶𝑛|𝜉

2

𝜉

  (11) 

This value has been used by Zhou et al. [7] as a criterion 

to find aperture patterns with least errors in deblurring 

results. However, it has been redefined here to allow 

(6) 
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studying patterns with different throughputs. 

Additionally, we search for a pattern that is suitable for 

both depth estimation and deblurring. 

 

 
(a) 

 

 
(b) 

 
Fig. 1: (a) the defocus PSF in front of the focal plane is the 

flipped version of the defocus PSF at the back of focal plane. 
(b) If an asymmetric pattern is used for imaging, then 

deblurring with the flipped PSF yields more errors in the 
deblurred image (see (10)). 

 

If the camera response function [30] is assumed linear, 

then relations (10) and (11) can be stated in terms of 

photon as follows: 

{
 
 
 

 
 
 𝐷𝑛(𝐾2, 𝐾1) =  ∑

𝐽𝑛
2 . 𝐴1𝜉|K2|𝜉

2

(|𝐾2|𝜉
2 +

𝜎𝑟
2 + 𝐽𝑛
𝐽𝑛
2. 𝐴1𝜉

)2𝜉

|𝐾2 − 𝐾1|𝜉
2   

𝑅𝑛(𝐾1) =  ∑
𝜎𝑟
2 + 𝐽𝑛

|𝐾1|𝜉
2 +

𝜎𝑟
2 + 𝐽𝑛
𝐽𝑛
2. 𝐴1𝜉

𝜉

                                    

 (12) 

where A1 refers to the expected power spectra of natural 

images taken by a single hole aperture. Since we assume 

the aperture has n holes and the camera has a linear 

response function, the number of absorbed 

photoelectrons in an n hole aperture, is n times of a single 

hole aperture (i.e. Jn = n. J). We also assume 𝜎𝑛
2 = 𝜎𝑟

2 + 𝐽𝑛 

based on what was described in Sec.3.B (See (4)). 

The values of Rn and Dn grow with n. So, the range of 

these values is different for apertures with a different 

number of open holes. If we desire to study patterns with 

different throughputs, then Dn and Rn must be 

normalized. Hence, our multi-objective function is 

defined as follows: 

{
 
 

 
 𝑚𝑖𝑛   𝑅(𝐾𝑠1) =

1

𝑛2
. 𝑅𝑛(𝐾𝑠1)                                                   

                                                   , 𝑠1, 𝑠2  ∈ 𝑆 𝑎𝑛𝑑 𝑛 ∈ [1. . 𝑁
2]

𝑚𝑎𝑥  𝐷( 𝐾𝑠1 , 𝐾𝑠2) =   
1

𝑛2
𝐷𝑛(𝐾𝑠1 , 𝐾𝑠2),   𝑠1 ≠ 𝑠2                    

 

  𝑠. 𝑡𝑜:         0 ≤ |𝐾𝑠(𝜉)| ≤ 1 ,    𝑠 ∈ 𝑆                                       (13) 

where S refers to a limited range of blur scales and N is 

the mask resolution. 

Aperture Pattern Design 

In this study, the mask resolution (N) is determined in 

a way that each single hole provides the least possible 

diffraction. According to the formula proposed in [31], a 

7×7 mask is appropriate for an imaging system with an 

aperture-diameter of 20mm and pixel-size of 5.1μm. Based 

on the camera specifications used in our experiments, this 

resolution is selected for our mask, and thus the number 

of open holes (n) will be in the range of [1-49]. 

A.  Optimization 

Multi-objective optimization is usually described in 

terms of minimizing a set of functions. Therefore, we 

rewrite our objective functions as follows: 

min   { 𝑅(𝐾𝑠1) , −𝐷( 𝐾𝑠1 , 𝐾𝑠2)  },     

      𝑓𝑜𝑟  𝑠1, 𝑠2  ∈ [1. .10]  𝑎𝑛𝑑  𝑠1 ≠ 𝑠2 

 

(14) 

These evaluation functions are clear and concise, but 

their solution in the frequency domain is challenging. 

Since we search for a binary pattern with specific 

resolution, the objective function must also be able to 

satisfy some other physical constraints in the spatial 

domain. It is difficult to derive an optimal solution that 

satisfies all constraints in both frequency and spatial 

domains. Therefore, a heuristic search method is used to 

solve the problem. In evaluating each pattern, R and D 

values are computed for 10 different scales of kernels 

(See (14)). Then, the maximum value of R and minimum 

value of D are used to evaluate the pattern.  

The main goal of a multi-objective optimization 

problem is to find the best Pareto optimal set of solutions 

[11]. In this study, NSGA-II [32], which is an appropriate 

method for solving multi-objective optimization 

problems, is used to optimize our objective functions. A 

generation of binary patterns with a population size of 

1500 is created. A pattern is defined by a vector of 49 

binary elements. According to [33], this population size is 

sufficient to converge to a proper solution. Other 

parameters are set by default values adjusted in the 

prepared software. Fig. 2 shows the values of objective 
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functions in the Pareto-front. The values of proposed 

objective functions are also computed for some other 

apertures and then added to the figure. 

 
 

Fig. 2: D values vs. R values of final patterns in the Pareto 
optimal solution (blue), Open circular aperture (black), 

conventional aperture (red), pinhole aperture(magenta), 
patterns proposed in [3] (green) and [4] (cyan). Final selected 

pattern has been highlighted by the blue border. 
 

According to Fig. 2, in the Pareto optimal solution, with 

an increase in the symmetry of patterns, the deblurring 

error (R) and the error of using a wrong scale kernel (D) 

rises. However, it does not mean that any symmetric 

pattern outperforms all other asymmetric patterns in 

terms of discrimination ability (D). For example, objective 

functions were also computed for the pinhole aperture, 

open circular aperture and circular aperture with a 

throughput equal to the selected coded pattern 

(highlighted by the blue border)1 as well as the symmetric 

pattern proposed by Levin et al. [4]. Although these 

patterns are symmetric, the provided D values are not 

essentially greater than all asymmetric patterns. On the 

other hand, R values provided by asymmetric patterns are 

not essentially smaller than any symmetric ones. In fact, 

R and D values depend on several factors such as mask 

throughput and spectral properties. 

As noted earlier, NSGA-II provides a set of solutions. 

Since just one pattern has to be selected, we compute 

𝐷𝑟 = 𝐷(𝐾𝑠1, 𝑟𝑜𝑡(𝐾𝑠1, 180)) for all patterns derived from 

the Pareto optimal solution. In a similar manner, this 

value is computed for asymmetric patterns proposed in 

[3]. Fig. 3 shows the computed values. 

As shown in Fig. 3, with an increase in symmetry, Dr 

declines. Given the significance of criterion Dr, the pattern 

highlighted by the blue border is selected as a sample of 

the derived patterns. 

                                                           
1 In the rest of text, the circular aperture with the same 
throughput of selected coded pattern is called conventional 
aperture. 

 
Fig. 3: D value of wrong scale kernels vs. Dr value of the flipped 
correct scale for the patterns obtained by NSGA-II (blue) and 

asymmetric patterns proposed in [3] (green). 

 

It must be mentioned that the selected pattern is not 

the best option under all conditions. However, since it 

provides appropriate values of D, R and Dr, it is selected 

as the final pattern. Indeed, the final pattern should 

provide a minimum value for the weighted sum of all 

criteria, which each weight representing the importance 

of the associated criterion. This study adopts NSGA-II, 

which does not use the weighted sum for optimization. 

Aperture Pattern Analysis 

In this section, a brief analysis of the proposed pattern 

is presented. The transmission rate (compared to the 

open circular aperture) of our optimized aperture is 

0.265, which is almost equal to the Levin’s pattern [4]. 

Hence, the SNR of images captured by this aperture is 

about 14.4dB2, which is in the range of [10..40], meaning 

that the captured images have an acceptable (not ideal) 

SNR [34]. In the following; the aperture pattern is 

examined with respect to its spectral properties and 

depth sensitivity. 

A.  Spectral analysis 

At the first step, an analogy is drawn between the 

spectral properties of the selected pattern and the 

conventional aperture. It should be noted that both 

apertures have similar throughput so under different 

imaging conditions; the same amount of additive noise is 

added to the captured images. In this situation, the 

spectral properties of apertures determine the results. 

Fig. 4 shows 1D slices of spectral response for each 

aperture at five different blur scales. According to [4], 

2 SNRcapture = 10 log10(𝐽𝑛/𝜎𝑛) 
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when a pattern has various frequency responses in each 

scale, it is more convenient to distinguish blur scales. As 

shown in Fig. 4, in the conventional aperture, the zero 

amplitude obtained from different scales overlaps in 

some frequencies, making it difficult to distinguish 

between blur scales. However, the coded pattern has 

diverse spectral responses in different scales. 

  

 
Fig. 4: The 1D slide of spectral response at 5 different blur 

scales for conventional and coded aperture. 

 

The spectral response of these two apertures is also 

compared at 4 different scales. As shown in Fig. 5, the 

minimum spectral response of our pattern is greater than 

the conventional aperture, especially in larger blur scales. 

Therefore, in the proposed pattern, attenuation of 

frequencies in the captured image is reduced and thus 

deblurring results are improved. 
 

  

  
Fig. 5: 1D slices of Fourier transforms for conventional aperture 

(red) and the proposed pattern (blue) at 4 different scales. 
 

B.  Depth Sensitivity  

Another advantage of the proposed pattern is its high 

sensitivity to the depth variation. It is known that DoF 

declines with an increase in the aperture diameter. In the 

proposed pattern, open holes are located in the margin of 

the mask. Hence, this aperture pattern is more sensitive 

to depth variations than the conventional aperture. To 

examine the depth sensitivity difference in these 

apertures, the blur size is computed in a limited range of 

depth (before and after the focal point) for a typical lens 

(EF 50mm f/1.8 II). 

The  blur size (s) is computed based on thin lens 

formula [35]: 

𝑠 =
𝐷𝑎(𝑣 − 𝑣0)

𝑣0
 ,    𝑣0 =

𝐹𝑢0
𝑢0 − 𝐹

,    𝑣 =
𝐹𝑢

𝑢 − 𝐹
 (15) 

The parameters used in (15) were introduced in Fig.  

1(a).  The aperture diameter (Da) is assumed 20mm and 

8.21mm for coded and conventional patterns respectively. 

As shown in Fig. 6, the proposed pattern is more sensitive 

to depth variation. Therefore, depth estimation is easier 

in images captured by the coded pattern. On the other 

hand, according to Fig. 5, coded mask gives a higher 

spectral response, and is thus expected to obtain better 

results in both deblurring and depth estimation in real 

imaging. 

 

 
 

Fig. 6: Blur size vs. depth for conventional (red) and coded 
(blue) apertures (focus length (u) = 1200mm, v = 50mm). Code 

aperture is more sensitive to depth variation. 

Depth Estimation 

Depth estimation is performed using an algorithm 

described here. The method is based on the proposed 

objective function (13) and can be used for detecting both 

the scale and the orientation of PSF. The main idea is that 

deblurring with inaccurate kernels, whether in scale or 

direction, produces low-quality images while deblurring 

with correct kernel yields high quality images (See Fig. 7). 

For depth estimation, the blurred image is deblurred with 

a limited set of blurring kernels. The quality of each 

deblurred image is measured using an aggregate no-

reference image quality measure. A PSF, which generates 

a deblurred image of the highest quality, is selected as the 

true kernel. As stated earlier, if the aperture pattern is 

asymmetric, this method can be used for detecting both 

size and direction of the PSF (Fig. 1). 

Several no-reference image quality measures have 

been proposed in the literature. In one of the most 

comprehensive studies [36] a weighted sum of 8 different 

criteria is used for evaluating the image quality (Recent 
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studies show that using an aggregate measure of  image 

quality assessment criteria is more precise [8], [36], [37] 

Although this measure can be used for depth estimation, 

it is more complicated than it is necessary. In our 

application, a comparison is drawn between the qualities 

of deblurred versions of the same image.   
 

  

  

 

  
Fig. 7: Deblurring results with different radii of the kernel 

(r=1..5) in imaging with conventional aperture. Deblurring with 
smaller kernels results in blurry images and deblurring with 
larger PSFs yields images with artifacts. The quality of each 
image is evaluated by the no-reference quality assessment 
measure proposed in [36]. A larger Q-value indicates higher 

quality. 
 

In fact, here the quality measure is more of a relative 

measure not a strict one. Therefore, measures of lower 

complexity can be applied for quality assessment. The 

speed of depth estimation algorithm is improved by 

reducing the number of criteria. In this study, the quality 

of deblurred images is evaluated by an aggregated 

measure containing four criteria: Norm-Sparsity-Measure 

[38], Sparsity-Prior [4], Sharpness-Index [39] and Pyramid-

Ring [36], which are well-suited for our application. These 

criteria are sensitive to blur or artifact or both of them. 

The no-reference aggregate image quality measure is 

defined in (16), where higher values indicate greater 

quality. The process of computing this measure has been 

described in our previous work [40]. 

𝑄𝑢𝑎𝑙𝑖𝑡𝑦 = −12.65 ∗ 𝑛𝑜𝑟𝑚𝑆𝑝𝑠 +   
                        0.073 ∗ 𝑠ℎ𝑎𝑟𝑝𝐼𝑛𝑑𝑒𝑥 − 
                        0.289 ∗ 𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦 − 9.86 ∗ 𝑝𝑦𝑟𝑅𝑖𝑛𝑔 

 

 

(16) 

A similar measure has been used in [3] to find only the 

direction of PSF. Sellent et al. [3] use a depth estimation 

algorithm [35]  to determine the scale of PSF. Then, a 

quality assessment measure is used to find the direction 

of PSF. Our proposed method is almost similar to [3], but 

no prepared database is used for PSF estimation here. We 

use the proposed measure to evaluate the quality of 

deblurred images (or patch of images) derived by 

different PSFs. A PSF, which yields a deblurred image with 

the best quality, is chosen as true PSF. This method is used 

for detecting both size and direction of PSF. 

A.  Handling Depth Variations 

In real world scenes, there are depth variations. 

Therefore, each part of an image might be blurred with a 

different kernel. A common method of depth estimation 

in these images involves using fairly small patches in 

which the depth is assumed to be constant. The blur 

kernel is estimated for the patch, and this estimation is 

assigned to its central pixel.  By repeating this stage for all 

pixels of the image, a raw depth map is obtained. Then, a 

coherent map labeling is performed using the raw depth 

map, image derivative information and some smoothness 

priors [4], [17].  

In this study, first two blur scales that generate 

deblurred patches of the highest quality are considered as 

the possible true scales of the central pixel. The 

probability of each scale is computed based on its relative 

quality. Higher quality increases probability and the sum 

of two probability values are equal to 1. At the end of this 

stage, a three-dimensional matrix is obtained. In other 

words, for a H×W image and S possible depths, matrix 

𝐷𝑅𝜖ℝ
𝐻×𝑊×𝑆 includes the raw depth map in which 

DR(h,w,s) represents the probability of depth 𝑠 ∈ 𝑆 in 

pixel (h,w). 

There may be some errors in the depth estimation of 

the raw depth map, especially in depth discontinuities. 

Therefore, in the second step, a coherent blur map is 

obtained by minimizing an energy function defined as 

follows [17]: 

𝑀𝑖𝑛 𝐸(𝐷𝑐) =  ∑𝐷𝑝(𝑠𝑝)

𝑝

+ ∑ 𝜆𝑝,q𝑉(𝑠𝑝 , 𝑠𝑞) 

(𝑝,𝑞)∈𝑁

 (17) 

where p and q refer to image pixels. The first term  𝐷𝑝(𝑠𝑝)  

indicates fidelity to the previous probability blur scale (s) 

estimation at position p. The second term 𝑉(𝑠𝑝 , 𝑠𝑞) is a 

Sharp Image, Q = -8.9466 Blured with r = 3, Q = -12.1615

Deblured with r = 1, Q = -11.8376 Deblured with r = 2, Q = -11.412

Deblured with r = 3, Q = -9.6944

Deblured with r = 4, Q = -10.2133 Deblured with r = 5, Q = -12.503
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smoothness term, which guarantees that neighbor pixels 

of similar gray levels have identical blur scales. Dc denotes 

a solution for coherent data map with minimum energy 

(E).  A coherent map with min(Dc) is estimated by a  

method proposed in [17]. 

To assign a penalty to depth change in Dp, the early 

probabilities of blur scale (𝑝𝑝(𝑠)) are convolved with a 

Gaussian filter (N(0,0.1)) to reach the smoothed 

probabilities (𝑝̂𝑝(𝑠)). Then −log (𝑝̂𝑝(𝑠)) is used as 𝐷𝑝(𝑠). 

(See [17]). This function could also be used for cases in 

which one or more probabilities are assigned to the initial 

blur scale.  

The smoothness term 𝑉(𝑠𝑝 , 𝑠𝑞) examines depth 

discontinuity in neighboring pixels. For each pixel p, depth 

similarity is investigated with its eight surrounding pixels 

with  𝑉(𝑠𝑝 , 𝑠𝑞) = |𝑠𝑝 − 𝑠𝑞|.The relative significance of 

the difference between depths of two adjacent pixels is 

determined by the difference of their gray level (gp and 

gq). Hence, 𝜆𝑝,q is defined as λ𝑝,𝑞 = 𝜆0𝑒
−(
‖𝑔𝑝−𝑔𝑞‖

2

𝜎𝜆
2 )

[17].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In our experiment, parameters are set to λ0=1000 and 

σλ=0.006. Finally, α-expansion is used to minimize the 

energy function [41]. 

Experiment 

The proposed mask and depth estimation method are 

validated in several experiments. The mask is compared 

with circular aperture, conventional aperture and two 

other masks designed for depth estimation [3], [4] (It 

must be mentioned that our study does not include 

aperture patterns proposed for deblurring, which assume 

to have sufficient information about blurring kernel and 

only focus on deblurring results). Among the masks 

proposed by Sellent et al. [3], we choose the 7×7 mask, 

which is the best according to our evaluating criteria (see 

Fig. 2 and 3). Our study contains synthetic and real 

experiments. It is expected that the designed mask 

increases the accuracy of PSF estimation and provides 

desirable deblurring results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

(a) A few number of patches used in the experiments. (b) Average of depth estimation error of blur scales (s = 1:14). 

 

Our mask Sellent et al.[3] Levin et al.[4] Conv. Open Circ. 

     

     

     
 

(c) The average and variance of estimated blur scale (vertical axis) in comparison with ground truth scale (horizontal axis). Red 

diagonal represents the ideal estimation. 

Fig. 8: Results of depth estimation for five apertures at 3 noise levels (σ=0.001, 0.005, 0.01) and 14 blur sizes (s = 1:14). 
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A.  Synthetic Experiments 

    I)  Depth Estimation Accuracy 
In the first experiment, a number of various images are 

blurred uniformly with various blur scales (s=1:14). Then, 

50 patches of these images are randomly selected and 

their depth is estimated by the method described in Sec.6. 

Fig. 8(a) shows some of the selected patches. In each 

scale, the mean and variance of estimated size of PSFs are 

computed over all patches.  

This experiment is repeated for different aperture 

patterns at three levels of noise (σ = 0.001, 0.005, 0.01).  

Based on the results shown in Fig. 8(c), the depth 

estimation accuracy is reduced by increasing noise. 

However, results are satisfactory especially in our mask 

and the mask proposed by Sellent et al. [3]. It must be 

mentioned that since both symmetric and asymmetric 

patterns are studied in this experiment, only one side of 

the focal plane is considered.  

For better comparison of studied aperture patterns, in 

each scale, the norm of difference between the ground 

truth blur scale (𝑠𝑔𝑡) and the estimated blur scale (𝑠𝑒𝑠) is 

computed over all patches (i.e.∑  (𝑠𝑔𝑡
𝑝
− 𝑠𝑒𝑠

𝑝
)
250

𝑝=1 ). Then, 

this value is averaged over all studied blur scales. Fig. 8(b) 

shows the mean square error (MSE) of depth estimation 

for different apertures at three noise levels. It shows that 

under equal circumstances, where all imaging conditions 

(including throughput) are the same, coded pattern has 

greater performance than its corresponding conventional 

aperture.  

The depth estimation experiment is repeated for 

asymmetric patterns with blur sizes in the range of -12:12 

pixel. Since a blur size of 0 is meaningless and ±1 indicates 

a sharp image, 23 different sizes of blur are indeed 

examined. According to Fig. 9, our method provides 

favorable results at σ = (0.001, 0.005) with the depth 

estimation error (MSE) of the proposed aperture being 

less than the pattern in [3].

 

    II)  Deblurring Results 

In the second experiment, deblurring results of 

aperture patterns are examined. For different scales of 

blur, each blurred patch is deblurred with a correct scale 

of PSF. Then, the Root Mean Square Error (RMSE) of the 

difference between original sharp image and its deblurred 

version is computed. The average of RMSE is calculated 

over all patches.  

As shown in Fig. 10, our pattern provides the least 

error, especially in large blur scales, while the 

conventional aperture is the best aperture in lower blur 

scales. 

A sample of deblurring result for Circular Zone Plate 

(CZP) chart is shown in Fig. 11. In all experiments, images 

are deblurred by the sparse deconvolution algorithm 

proposed by Levin et al. [4]. 

 

  

                              (a) Our mask     

  

(b) Mask proposed by Sellent et al. [3]. 

Fig. 9: The average and variance of estimated blur scale 
(vertical axis) compared to ground truth scale (horizontal axis) 
at 2 noise levels (σ=0.001, 0.005) in the depth range of -12:12. 

Red diagonal represents the ideal estimation. 

 

 

 

 

   

Fig. 10: Deblurring error of five apertures at 3 noise levels (σ=0.001, 0.005, and 0.01) for 14 blur sizes (s = 1:14). 
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Focused Image (Ground Truth) Open Circ. 
Conv. 

   

Levin et al.[4] Sellent et al.[3] Our mask 

  
 

 
Fig. 11: Comparison of deblurring results derived from different aperture patterns (blur size = 13, σ=0.005). 

B.  Real Scene 

For real experiments, the proposed pattern is printed 

on a single photomask sheet. It is cut out of the 

photomask sheet and inserted into a camera lens. In our 

experiment, a Canon EOS 1100D camera with an EF 50mm 

f/1.8 II lens is used. The disassembled lens and the one 

assembled with the proposed mask are shown in Fig. 12(a, 

b).  
  

 

 

(a) (b) 

  

(c) 

  

(d) 
 

Fig.12: (a) lens assembled with the proposed mask, (b) 

disassembled lens. (c), (d) calibrated PSFs of evaluated pattern. 

 

A very thin LED is used to calibrate the true PSF. The 

LED is mounted behind a pierced black cardboard to make 

a point light source. Since the position of focal point may 

be changed in each experiment, the camera focus is set to 

a sample point. Then, the camera is moved back and forth 

up to 60cm in 5cm increments and an image is captured 

at each depth. Each image is cropped according to the 

surface in which the point light spreads. Afterward, using 

some threshold values, the residual light is cleared and 

the result is normalized. In some rare cases, there is a 

jump in the PSF scale in consecutive measured PSFs. 

Under these conditions, other PSF scales are generated 

synthetically from the obtained PSFs. In this way, a bank 

of PSFs is generated that covers all possible sizes of PSF in 

the range [-19:+19]. The camera is set to F# = 2 and the 

illumination is set to office room lighting condition (i.e. 

300 lux). Fig. 12(c, d) shows some calibrated PSFs in 

forward and backward points of focus. 

In the first experiment, the focal point is set to the 

farthest point and all objects are placed in front of it. The 

captured images and results are shown in Fig. 13(a). The 

index number in the color-bar shows relative distance to 

the camera so that in each figure, the closer object is 

colored with smaller index. 

Although the results are acceptable, there are some 

errors of depth estimation on the floor of the scene that 

should be corrected by the user or other segmentation 

techniques, which may not be so sensitive to intensity 

similarity. 
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In the second experiment, three objects are placed in 

the back of, over and in front of the focus point.  

Fig. 13(b) shows the captured image along with the 

depth map.  In the third experiment, the focal point is set 

to the nearest object with all other objects being placed 

behind that.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conclusion 

In this paper, a new method of aperture mask 

evaluation was proposed, which could reduce estimation 

error in both depth map and deblurring results. 

Asymmetric apertures make different PSFs in the back 

and front of the focal point. This feature could help 

discriminate blurred objects on two sides of the focal 

plane. The aperture pattern was designed for a specific 

imaging condition. Our future work will be concerned 

with defining an objective function in which the exposure 

time is also considered as an unknown variable of the 

problem and the SNR of captured images determines the 

lower bound of the mask throughput. Our proposed mask 

was intended for indoor illumination setting. 

According to Fig. 13(c) our method can achieve 

acceptable results in this case. 

Each depth-map is slightly corrected and then 

deblurring [4] is performed with the modified depth map. 

Fig. 13(c) shows all-focus images derived from deblurring. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Since aperture evaluation functions were formulated 

by considering the aperture throughput and imaging 

conditions, an exact evaluation of masks with different 

throughput could be done.  Analytical and experimental 

results showed that our proposed mask could estimate an 

appropriate depth map of objects captured in one image 

regardless of the side of the focal plane. This was achieved 

with the help of a new depth estimation algorithm 

proposed in this article. According to the proposed 

algorithm, the deblurring result of correct PSF has the 

highest quality, which helps PSF estimation. Although the 

proposed no-reference quality measure yielded desirable 

results in depth estimation, more studies are required to 

obtain better measures which can reduce depth 

estimation error in both conventional and coded aperture 

imaging. 

 (I) Captured image (II) Depth Map (III) Deblurring Result 

(a) 

  
 

(b) 

  
 

(c) 

  
 

 
Fig. 13: Depth map estimation of depth varying scenes: (a) in front of the focal plane, (b) both sides of the focal plane, (c) at 

the back of the focal plane. 
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Background and Objectives: The Hemispherical Resonator Gyroscope (HRG) is an 

inertial sensor which is a good choice for space missions and inertial navigation 

due to their low noise, low energy consumption, long life, and excellent accuracy 

and sensitivity. It consists of three main parts: the shell, the excitation and 

detection system, and the control circuits. In recent years, with using MEMS 

technology in the construction of HRG, vibrating shells with low volume and low 

price are made. 

Methods: The hemispherical shell is the main part and the beating heart of 

hemispherical resonator gyroscopes and is responsible for sensing. An optimized 

shell is required to implement the excitation and detection system and operate 

the gyroscope properly. In this research, the structure of a spherical shell with an 

environmental base that does not need to release the shell from its environment 

for its excitation and detection system is selected and the relationships governing 

this type of shell to improve the parameters of the glass blowing method will be 

investigated. Also, all sub-processes of this type method of fabrication to optimize 

the glass-blown spherical shell are implemented. 

Results: The process of making spherical shell by glass blowing using the chemical 

foaming process is used to obtain shells with height to radius ratio greater than 1, 

and finally, a glass shell with an etched cavity with a radius of 562 μm and depth 

of 524 μm created by the CNC process, with height to radius ratio of approximately 

1.8 has been achieved. In this method, using direct transfer of calcium carbonate 

to the etched cavity, before anodic bonding, the glass shell volume has been 

increased from 0.602 nL to 1.04 nL. 

Conclusion: The result is that to achieve a glass shell with a height to radius ratio 

of more than 1, in addition to improving the fabrication process, it is necessary to 

transfer the solid foaming agent to the etched cavity. Finally, in the fabrication of 

the glass-blown spherical shell, we have used the chemical foaming process (CFP) 

to obtain shells with a height to radius ratio greater than 1. 
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Introduction 

Coriolis vibration gyroscopes are sensors in which the 

angle of rotation or angular velocity is measured using the 

Coriolis force applied to the vibrating mass [1]. One of the 

types of Coriolis vibration gyroscopes is the vibrating shell 

gyroscopes that vibrate with a hemispherical resonator or 

so-called "wine glass" [2], [3].  

Hemispherical resonator gyroscopes (HRG) are 

considered a suitable choice for space missions and 

inertial navigation due to their low noise, low energy 
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consumption, long life, and excellent accuracy and 

sensitivity [4]. These types of gyroscopes can also be 

made microelectromechanically [5]. 

The structure of a hemispherical resonator gyroscope 

consists of three main parts: the shell, the excitation, and 

detection system, and the control system. The resonator 

shell is the main part and the beating heart of these 

gyroscopes and is responsible for sensing. The resonator 

shell needs a perfectly symmetrical structure for proper 

operation to show desirable characteristics in terms of 

equilibrium, natural frequency difference, vibration-

induced deformation, and damping [6]. 

Due to the diversity of the structure of resonator 

shells, different methods are used to make the shell, 

which can be mainly referred to as two methods of 

silicon-based bulk and surface micromachining and 

surface tension processes [7]. In the construction of the 

shell by micromachining process using several stages of 

photolithography and etching, the resonator shell is 

created in the substrate [8]. 

The fabrication of the shell by surface tension 

processes is also based on the surface tension force at the 

melting point of the materials and is done in the two 

methods of blow torching [9] and glass blowing [10]. 

In 2014, Taheri-Tehrani et al. Reported the 

construction of a hemispherical shell with a diameter of 1 

mm, depth of 250 μm, and thick of 1 μm by 

micromachining process. In this method, the diamond 

shell is fabricated by the chemical vapor deposition (CVD) 

process in cavities created by wet and isotropic etch [11]. 

In 2015, Khalil Najafi et al. Created shells using the 

blow torching process. In this fabrication method, the 

shell with its solid stem is separated from the mold and 

finally released using a type of wax and chemical 

mechanical polishing (CMP) [12]. In 2018, Dingbang Xiao 

et al. Also examined the process of making a shell by 

blowtorching and releasing it with a femtosecond laser to 

improve the cutting quality of the side walls [13], [14]. 

In 2015, Senkal et al. Reported the fabrication of a 

micro-fused silica shell using the glass blowing process 

[15]. 

In 2015, Senkal investigated the fabrication of pyrex 

shells by the glass blowing process. In the mentioned 

thesis, DRIE was used to etch cylindrical cavities with a 

central post to a depth of 250 μm on a 1mm silicon wafer. 

In this reference, to evaluate the structure of the 

hemispherical resonator shell, characteristics such as 

structure symmetry, shell surface roughness, and 

material composition before and after glass blowing have 

been analyzed [10]. 

In 2015, AM Shkel et al. Reported the fabrication of a 

spherical shell by glass blowing and surrounding 

electrodes, in which a pyrex micro-spherical resonator 

with a radius of 500 μm was made by glass blowing 

process and surrounded by four electrodes. In the process 

of fabricating this shell, cylindrical cavities with a radius of 

265 nm and a depth of 800 μm are created by dry etching 

(DRIE) on a 1 mm silicon wafer [16]. 

AM Shkel et al. In 2011 and Binzhen Zhang et al. In 

2016 proposed a method for glass-blown spherical shell 

fabrication with three-dimensional metal electrodes 

created at the same time as the shell [17], [18]. 

In 2018, Jianbing Xie et al. Used a method of 

transferring the solid foaming agent (CaCO3) using a 

precipitation reaction to etched cavities by the DRIE 

process before anodic bonding to achieve larger 

sphericity. The tallest spherical glass shell, created by an 

etched cavity with a radius of 250 μm and a depth of 800 

μm, has a height to radius ratio of 1.58 [19]. 

Jintang Shang et al. In 2011 and 2015 also used TiH2 

foaming agents to fabricate glass bubbles [20], [21]. 

An optimized shell is required to use the shell as a 

sensor and to measure the amount of input rotation to 

the resonator. In fact, to implement the excitation and 

detection system, one must first obtain a shell with the 

desired structural features to design and then implement 

the excitation and detection system according to its 

geometry. In this research, we have selected to 

implement a glass-blown spherical shell with an 

environmental base that does not need to release the 

shell from its surroundings for its excitation and detection 

system. The sub-processes of the glass blowing method 

include etching cavities, anodic banding, thinning and 

polishing, and blowing. We used the CNC process to 

create etched cavities in a silicon substrate. Using this 

method in creating cavities with great depth takes less 

time. After implementing all the sub-processes of this 

type of method of fabrication and improving their 

parameters, the glass shell with a height to radius ratio of 

more than 1, was still not obtained. To achieve a glass 

shell with a desired height to radius ratio (>1), in addition 

to improving the fabrication process, we used the direct 

transfer of the solid foaming agent (calcium carbonate) to 

the etched cavity before the anodic bonding process. 

Finally, we have achieved a spherical shell with a height 

to radius ratio of approximately 1.8 by creating an etched 

cavity with a radius of 562 μm and a depth of 524 μm 

using the CNC process and direct transfer of calcium 

carbonate to the etched cavity.    Although our cavity 

radius was greater, and our cavity depth was less than the 

values used in similar articles, we were able to achieve a 

glass shell very close to the sphere by the chemical 

foaming process.  

Governing Relationships the Spherical Shell with 

Peripheral Base 

To improve the glass blowing process, it is necessary to 

study the governing relationships of the spherical shell. 

The geometrical parameters of the glass-blown spherical 
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shell are shown in Fig. 1 where R0 is the radius of the 

etched cavity, h is the depth of the etched cavity, Rg is the 

radius of the spherical shell and h1 is the height of the 

spherical shell. 

 

Fig. 1: Display of geometric parameters of a spherical shell with 
peripheral base. 

The impact of gravity and the viscous force of the 

softened glass are neglected in the height model, and the 

thickness of the glass shell is considered to be uniform; 

hence, the volume of expanded gas confined obeys the 

ideal gas law. 

Using the geometric parameters shown in Fig. 1, the 

volume of the etched cavity can be obtained from (1) [19]: 

         (1) 𝑉𝐸 = 𝜋𝑅0
2ℎ 

According to Fig. 1, where R0 is the radius of the etched 

cavity, h is the depth of the etched cavity. The volume of 

the glass shell can also be obtained using (2) [19]: 

        (2)  𝑉𝑔 = (
𝑇𝑓

𝑇𝑏
− 1)𝑉𝐸  

where Vg represents the volume of the glass shell, VE 

represents the volume of the etched cylindrical cavity, Tf 

represents the furnace's heating temperature, and Tb 

represents the anodic bonding temperature. Thus, 

considering the volume of the etched cavity and the 

volume of the glass shell, the height of the glass shell as a 

function of the furnace temperature, bonding 

temperature, depth, and radius of the etched cavity can 

be obtained using (3) [19]: 

     (3)   ℎ1 =

[(3𝑉𝑔 + √𝑅0
6𝜋2 + 9𝑉𝑔

2)𝜋2]

2
3

− 𝑅0
2𝜋2

𝜋 [(3𝑉𝑔 + √𝑅0
6𝜋2 + 9𝑉𝑔

2)𝜋2]

1
3

 

The mathematical equation describing the relationship 

between the height of the glass shell (h1) and the radius 

of the glass shell (Rg) is (4) [19]: 

        (4)   𝑅𝑔 =
𝑅0
2 + ℎ1

2

2ℎ1
 

Fabrication of the Glass-Blown Spherical Shell 

The steps of fabricating a glass-blown spherical shell 

have five main sub-processes; include etching cavities, 

transfer the solid foaming agent to the etched cavity, 

anodic banding, thinning and polishing, and blowing. The 

schematic of this type of fabrication is shown in Fig. 2. 

 
Fig. 2: Schematic of the process of fabricating a glass-blown 

spherical shell by chemical foaming process. (a) Paste the lamel 
to silicon and preparing it for the CNC process, (b) Creating a 
cylindrical cavity in a p-type silicon substrate using the CNC 

process, (c) Direct transfer of the solid foaming agent (CaCO3) 
into the etched cavity, (d) Anodic bonding of pyrex layer to 
silicon substrate, (e) Decreasing the thickness of the pyrex 

layer to 200 μm using the thinning and polishing process, (f) 
Putting the sample on a quartz base and transfer it to a furnace 

to form a glass shell. 

The young’s modulus of the substrate has a greater 

effect on the quality factor (Q) of the resonator than its 

density, in other words, the substrate with a higher 

young’s modulus leads to less energy loss. Silicon 

substrate with a higher young’s modulus is a better choice 

than fused silica substrate [22]. Silicon substrate consists 

of two common types n and p [23], for the reason that the 

p-type silicon substrate has a better performance in the 

anodic bonding process than the n-type substrate, it is 

better to use this type of substrate [24]. 

In the cavities etching process, first, a p-type silicon 

substrate with a thickness of 740 μm is selected and a 

cavity with a radius and depth of 550 μm is created on it 

using the CNC process. In creating a cavity with a CNC 

machine, by measures such as changing the tool 

movement program, reducing the tool speed, changing 

the tool, and pasting the lamel on the silicon, it is possible 

to improve the lip and the dimensions of the cavity and 

bring it closer to the ideal (Fig. 2 (a), (b)). The crystalline 

orientation of the silicon substrate does not affect the 

creation of a cavity using CNC [30].  

Then, to increase the height to radius ratio of the glass 

shell, the solid foaming agent is transferred into the 

etched cavity in the silicon (Fig. 2 (c)). Here, for the 

process of adding the foaming agent, calcium carbonate 

(CaCO3) with the thermal decomposition temperature of 

825 °C is used as a foaming agent, which its chemical 
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decomposition is in the furnace heating temperature in 

(5) [25]: 

         (5) 𝐶𝑎𝐶𝑂3(𝑆)
900°∁
→   𝐶𝑎𝑂(𝑆) + 𝐶𝑂2(𝑔) 

This material's thermal decomposition temperature is 

lower than that of the furnace (~900 °C) but greater than 

that of anodic bonding (~400 °C), thus it fits the 

requirements of the following procedure. 

Calcium carbonate (CaCO3) can be transferred into the 

etched cavity inside the silicon substrate in two ways, 

using direct transfer and the precipitation reaction of 

Na2CO3 solution and CaCl2 solution. The chemical 

equation (6) is used to place the foaming agent into the 

etched cavity using a precipitation reaction: 

         (6)     𝑁𝑎2𝐶𝑂3(𝑎𝑞) + 𝐶𝑎𝐶𝑙2(𝑎𝑞) = 𝐶𝑎𝐶𝑂3(𝑆) + 2𝑁𝑎𝐶𝑙 

In the precipitation reaction method, two syringe 

pumps and two microliter syringes with a needle with an 

outer diameter of 190 μm are used to inject solutions into 

the cavity. The outer diameter of the syringe needle is 

smaller than the diameter of the etched cavity. The 

quantity of calcium carbonate in the etched cavity may be 

adjusted by varying the injected volume and 

concentration of the two reaction solutions. The sample 

is put on a hot plate after the micron-injection procedure, 

and the determined amount of calcium carbonate 

(CaCO3) is left in the cavity [19]. 

In this paper, the direct transfer is used to transfer the 

solid foaming agent into the etched cavity in silicon. 

Directly transferring the solid foaming agent is very 

difficult. There are two primary causes for this difficulty: 

one, solid calcium carbonate (particularly powders) would 

cause difficult-to-remove bonding surface contamination, 

and the second, CaCO3 is insoluble in most solvents [19]. 

In the direct transfer of the solid foaming agent, calcium 

carbonate powder is first mixed with DI water to form a 

suspension. Using a microliter syringe with a needle with 

an outer diameter of 300 μm, the suspension is injected 

into the cavity. After DI water evaporates, calcium 

carbonate powder settles to the bottom of the cavity. 

The cleanliness of the silicon surface is very important 

at this step because the powder particles remaining on 

the surface will not cause proper bonding of silicon and 

pyrex and will lead to problems in subsequent processes 

[24]. In this process, the amount of gas emitted by the 

foaming agent may be regulated by adjusting the number 

of moles of calcium carbonate (CaCO3), which is 

equivalent to the number of moles of CO2. 

Next, the silicon wafer with the cavity is anodically 

bonded to a pyrex layer, at a temperature of 400 °C and a 

voltage of 1500 V, and the air and the solid foaming agent 

are trapped inside the etched cavity in the silicon (Fig. 2 

(d)). In the anodic bonding process, the roughness of the 

two surfaces that are placed on top of each other is so 

important that two samples with a surface roughness of 

more than 50 nm in this process, at the higher the applied 

temperature and voltage, are not connected. 

Bond strength is a critical element in the anodic 

bonding process since it is related to bond quality and 

dependability. A good bond is created when the bond 

strength is high. As the bonding temperature increases, 

the bond strength increases [26]. In the fabrication of a 

spherical shell by glass blowing, reducing the bonding 

temperature increases the air pressure trapped inside the 

etched cavity and improves the height to radius ratio of 

the shell. This decrease in bonding temperature may 

create unbonded points near the cavity, which will cause 

problems such as reduced air pressure inside the cavity, 

breaking pyrex during thinning, and asymmetry of the 

shell. 

The use of mechanical tests, such as pressure, pull, 

shear, or bending tests to evaluate the anodic bonding 

process is not desirable because it destroys the specimen 

and makes it impossible to continue the fabrication 

process [24]. In this paper, an optical microscope, which 

is a non-destructive method, has been used to evaluate 

the anodic bonding process. In this method, using the 

color difference, the bonded spots and the unbonded 

spots are determined. A visual evaluation to observe 

unbonded spots is shown in Fig. 3. 
 

 

Fig. 3: Examination of unbonded spots using color differences 
using an optical microscope. 

The thickness of the pyrex layer bonded to the silicon 

substrate with an etched cavity should be something 

around a few hundred micrometers [27], [28]. In this 

paper, a thickness of 200 μm is considered as the desired 

thickness, which can be used to Achieve this desired 

thickness using the thinning and polishing process (Fig. 2 

(e)). 

In this step of the fabrication process, in order to form 

the glass shell, the bonded wafer with the pyrex layer 

facing upwards is placed onto a quartz glass stencil and 

then both together Are transferred into the quartz tube 

furnace (Fig. 2 (f)). The type of furnace used in this step 
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depends on the softening point of the bonded pyrex (820 

°C). To prevent shock to the bonded wafer, it is 

transferred to the center of the furnace in 3.5 minutes. 

While glass can be shaped at a broad range of 

temperatures, empirical tests show that if the furnace 

temperature is less than 800 °C, the glass spheres will take 

a long time to form. Also, because of the poor viscosity at 

higher temperatures, the spheres tend to break if the 

furnace temperature is higher than 950 °C. Therefore, the 

best temperature range for the furnace is between 850 °C 

and 900 °C [29]. 

By placing the bonded wafer at a temperature higher 

than the softening point of pyrex (870 °C) in a furnace, the 

trapped air in the cavity and the gas produced by the 

calcium carbonate expand and increase the pressure 

inside the cavity. However, this increase in pressure 

occurs via the uniform surface pressure distribution 

before driving the high-temperature molten glass 

membrane to reshape into a hollow shell. As the pyrex 

layer softens and the gas is released by the foaming agent 

at the furnace temperature, the thin pyrex layer on top of 

the cavity that has been etched in silicon substrate 

becomes a spherical glass shell. The surface tensile force 

in this method causes high symmetry and minimal 

roughness on the surface of the spherical shell [18]. 

After 20-60 seconds, the formed shells will be removed 

quickly to cool down in the air in order to avoid the 

collapse of the shells. The heating time should be chosen 

carefully because if the heating time is very long, the glass 

shell would deform even break. On the other hand, if the 

heating time is not long enough, the glass would not have 

enough time to become soften and blown into 

hemisphere shape [19]. 

Experimental Characteristics 

In the governing relationships of the spherical shell, 

the radius of the etched cavity (R0), the depth of the 

etched cavity (h), the temperature at which the etched 

cavity was bonded to a glass wafer (Tb), and the heating 

temperature in the furnace (Tf) are considered as inputs 

and the height of the spherical shell (h1) and the radius of 

the spherical shell (Rg) is calculated as output. 

The hollow glass shell that is more similar to a sphere 

could provide more favorable properties of the 

hemispherical resonator gyroscope. The larger the height 

to radius ratio of the glass shell, it is closer to being 

spherical and therefore more desirable. 

The advantages of the high ratio of height to a radius 

of the glass shell can be referred to reducing four-node 

wineglass resonant frequency, which is useful for the 

excitation and detection of the HRG, and larger surface 

area for adjustment higher aspect surrounding capacitive 

electrodes, which can increase the sensitivity of HRG [19]. 

Therefore, two parameters of the height to radius ratio of 

the glass shell (h1/Rg) and the height to diameter ratio of 

the glass shell (h1/2Rg) are also considered as output 

parameters. The effect of changing the radius of the 

etched cavity on the height to radius ratio of the shell is 

shown in Fig. 4. 

 
 

Fig. 4: The effect of changing the radius of the etched cavity on 
the height to radius ratio. 

In the diagram in Fig. 4, the depth of the etched cavity 

(600 μm) and the anodic bonding temperature (400 °C) is 

considered constant, and the radius of the etched cavity 

and the heating temperature in the furnace has been 

changed. As can be seen in Fig. 4, as the radius of the 

etched cavity increases, the height to radius ratio of the 

glass shell decreases, and as the heating temperature in 

the furnace increases, the height to radius ratio of the 

glass shell increases. Also, the effect of changing the 

depth of the etched cavity on the height to radius ratio of 

the shell is shown in Fig. 5. 

 
Fig. 5: The effect of changing the depth of the etched cavity on 

the height to radius ratio. 

In the diagram in Fig. 5, the radius of the etched cavity 

(500 μm) and the anodic bonding temperature (400 °C) 

are considered constant, and the depth of the etched 

cavity and the heating temperature in the furnace has 

been changed. As can be seen in Fig. 5, as the depth of the 

etched cavity and the heating temperature in the furnace 

increase, the height to radius ratio of the glass shell 

increases. The effect of the temperature of anodic 

bonding change on the height to radius ratio of the shell 

is shown in Fig. 6. 
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Fig. 6: The effect of the temperature of anodic bonding change 

on the height to radius ratio. 

In the diagram in Fig. 6, the radius (500 μm) and depth 

(600 μm) of the etched cavity are considered constant, 

and the anodic bonding temperature and the heating 

temperature in the furnace have been changed. As can be 

seen in Fig. 6, as the anodic bonding temperature 

increases, the height to radius ratio of the glass shell 

decreases, and as the heating temperature in the furnace 

increases, the height to radius ratio of the glass shell 

increases. The effect of the heating temperature in the 

furnace change on the height to radius ratio of the shell is 

shown in Fig. 7. 

 
Fig. 7: The effect of the temperature in the furnace change on 

the height to radius ratio. 

In the diagram in Fig. 7, Similar to the diagram in Fig. 6, 

the radius and depth of the etched cavity are considered 

constant, and the heating temperature in the furnace and 

the anodic bonding temperature have been changed. As 

it is known, in the diagram of Fig. 7, with increasing the 

heating temperature in the furnace, the height to radius 

ratio of the glass shell increases, and with increasing the 

anodic bonding temperature, the height to radius ratio of 

the glass shell decreases. 

This result is obtained from the analysis of the above 

diagrams that to achieve the height to radius ratio of the 

glass shell of more than 1, the radius of the etched cavity 

and the anodic bonding temperature should be reduced 

and the depth of the etched cavity and the heating 

temperature in the furnace should be increased. 

The depth and radius of the etched cavity, the 

thickness of the pyrex layer, the anodic bonding 

temperature, the temperature at which the glassblowing 

was executed, and even the cooling process of the 

softened glass shell all play an important role in the final 

shape of the glass shell [10], [19]. 

By performing the sub-processes of fabrication include 

etching cavities, anodic banding, thinning and polishing, 

and blowing, the glass shell is formed. It is difficult to 

obtain a glass shell with a height to radius ratio greater 

than 1 with these sub-processes. To obtain the glass shell 

with a height to radius ratio of more than 1, methods such 

as reducing the radius of the etched cavity and the anodic 

bonding temperature and increasing the depth of the 

etched cavity and the heating temperature in the furnace 

have been performed. These changes applied have been 

effective in increasing the height to radius ratio of the 

glass shell, but the result is far from a spherical shell, and 

the volume of the glass shell is still under restrictions from 

the process parameters. In addition, applying these 

changes has been faced challenges. For example, a thick 

silicon substrate is needed to increase the depth of the 

etched cavity (800-1000 μm). In this paper, to increase 

the depth of the etched cavity, a layer of pyrex with a 

thickness of 2 mm is anodically bonded to the double side 

polished silicon substrate from the back to provide the 

depth of the cavity to be increased. Then, to create an 

etched cavity using the CNC process, the sample is pasted 

on the lam in such a way that the silicon is facing up, and 

a lamel is glued on it to improve the lip. The image and 

schematic of this prepared sample are shown in Fig. 8. 

 

 

Fig. 8: Anodic bonding the pyrex wafer to the double side 
polished silicon substrate to increase the depth of the etched 

cavity. 

Increasing the thickness of the sample causes 

prolongation of time in the fabrication process and 

increases the cost. In addition, it affects subsequent 

processes and makes the anodic bonding and dicing 

processes difficult [19], [29]. One of the problems with 

increasing the thickness is the need to apply a very high 

voltage (2600 V) to perform the anodic bonding process 
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of the upper pyrex layer at low temperatures (400 °C). 

Applying excessive voltage during the anodic bonding 

process increases the likelihood of the sample sparking 

and breaking. Demonstration sample 1 is shown in Fig. 9. 
 

 
 

Fig. 9: Demonstration glass shell created by optimizing the four 
sub-processes of etching cavity, anodic banding, pyrex thinning 

and polishing, and blowing. 

In Fig. 9, the glass shell is created by optimizing the four 

sub-processes of etching cavity, anodic banding, pyrex 

thinning and polishing, and blowing.  

As shown in this figure, the glass shell created is spaced 

from the spherical shell and has a height to radius ratio of 

below 1. 

Results and Discussion 

In this work, to achieve a glass shell with a height to 

radius ratio of more than 1, in addition to improving the 

fabrication sub-processes, transferring the foaming agent 

to the etched cavity has also been used. 

First, two cavities with the same conditions and 

dimensions are created using a CNC process inside a 

silicon substrate and some foaming agent (CaCO3) is 

transferred into one of these cavities.  

Fig. 10 (a) shows a spherical shell blown via an etched

cavity in silicon substrate without a foaming agent and 

Fig. 10 (b) shows a spherical shell blown via an etched 

cavity in a silicon substrate with a quantified foaming 

agent. 
 

 

Fig. 10: (a) Spherical shell blew via an etched cavity in silicon 
substrate without a foaming agent, (b) Spherical shell blew via 

an etched cavity in a silicon substrate with a quantified 
foaming agent. 

As shown in Fig. 10, the height to radius ratio of the 

glass shell that in its fabrication process used the foaming 

agent is greatly improved compared to the glass shell that 

there is only air in the etched cavity. 

The height to radius ratio of the hemispherical shell 

resonators (HSRs), With the addition of foaming agent in 

the etched cavity to a depth of 200 μm may approach 

(even exceed) the shell has been blown by the etched 

cavity to a depth of 800 μm without no addition foaming 

agent [19].  

Fig. 11 shows the optical microscope and scanning 

electron microscope (SEM) images of spherical shells 

created by the chemical foaming process (samples 2 and 

3). 
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Fig. 11: Optical microscope and scanning electron microscope (SEM) images of spherical shells created by the chemical foaming 
process. (a, b) Sample 2. (c, d) Sample 3. 

The experimental parameters and the experimental 

results of the samples in Fig. 11 are reported in Table 1. 

According to the governing relationships of the spherical 

shell, if the foaming agent not used in the fabrication of 

the glass shell of sample 2, ideally it should have reached 

a height of 472 μm and a radius of 550 μm, in which case 

the height to radius ratio of the shell is below 1. Sample 

2, using the foaming agent (CaCO3), the approximate 

height and radius of the glass shell 931 μm and 655 μm 

were achieved, respectively, and the height to radius ratio

of the shell reached 1.42. 

Also, if the foaming agent not used in the fabrication 

of the glass shell of sample 3, ideally it should have 

reached a height and radius of 553 μm and 560 μm, 

respectively, in which case the height to radius ratio of the 

shell is less than 1. Sample 3, using the foaming agent 

(CaCO3), has reached the approximate height and radius 

of the glass shell of 1129 μm and 637 μm, respectively. As 

can be seen, the glass shell of sample 3 is very close to the 

sphere and its height to radius ratio is approximately 1.8. 
 

 

Table 1: The experimental parameters and the experimental results of the glass shell samples 
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3 562.5 524 10 125 400 870 0.33 553 1128.71 0.56 636.25 0.987 1.77 

Conclusion 
In this study, to optimize the glass-blown spherical 

shell, all the sub-processes of this type of fabrication 

method, including etching cavity, anodic banding, pyrex 

thinning and polishing, and blowing, have been carefully 

investigated and implemented in practice. In spherical 

shell optimization, the result is that to achieve a glass shell 

with a height to radius ratio of more than 1, in addition to 
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improving the fabrication sub-processes, it is also 

necessary to transfer the foaming agent to the etched 

cavity. Finally, using the chemical foaming process (CFP) 

and direct transfer of calcium carbonate to the etched 

cavity by the CNC process with a radius of 562 μm and a 

depth of 524 μm, before the anodic bonding process, a 

glass shell with a height to radius ratio of approximately 

1.8 has been obtained. 
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Background and Objectives: This study aims to present a new structure based on 
coaxial waveguide, which can change the bandwidth, return losses, and input 
impedance by changing the plasma parameters of the coaxial waveguide. This 
structure consists of a metal body and a gas tube inside it, which uses a high 
voltage alternating current converter, can change the plasma parameters and, 
consequently the waveguide parameters. The input and output of the waveguide 
are also designed using the indirect capacitive coupling method. 
Methods: In the Field of plasma research and related emerging technologies, 
recently, it has achieved a special place in various industries such as radar and 
Aerospace industries. The creation of telecommunication structures such as 
antennas and Waveguides with plasma, has given features such as adaptability, 
the ability to reconfigure the characteristics of the structure, and improve the 
sensitivity of this type of structure. 
Results: By applying and changing the plasma excitation parameters, a change in 
the bandwidth was observed in the frequency band range of 0.5-4 GHz and a 
maximum of 1.38 GHz. Also, increasing the intensity of the excitation current 
improved the return losses in the resonance frequencies and, on the other hand, 
increased the band ripple. 
Conclusion: According to the results, the change of Plasma parameters depends 
on the change of plasma excitation frequency, and the value of Excitation current 
applied. As the Value of excitation current increases, the matching to the 
resonance frequencies improves, but on the other hand, the passband ripple of 
the plasma waveguide filter increases. As the plasma excitation pulse frequency 
increases, the bandwidth and resonance frequencies change to higher 
frequencies, and the matching to the resonance frequencies improves. But on the 
other hand, the passband ripple increases. This new waveguide filter can be used 
in cognitive/ adaptive telecommunication systems due to the constant change of 
frequency band. 
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Introduction 
With the idea of using Plasma as a substitute for metal in 

telecommunication structures [1], researchers have 

made great efforts make the most of this material with its 

special properties. In recent years, various researches 

have been conducted in the field of plasma structures in 

radio frequencies, including plasma waveguides [2], 

plasma antennas [3]-[4]. and, frequency selective 

Surfaces [5]-[6]. Plasma is a highly ionized gas whose 

number of free electrons is approximately equal to the 

number of its positive ions and is commonly referred to 

as the fourth state of matter [7]. The existence of plasma 
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was first proven by Sirviliam Crooks in 1879. 

Plasma can be generated by a variety of methods, 

some of which include: AC and DC excitation [8]-[9], radio 

frequency (RF) excitation [10], high power pulsed laser 

[11], and high-energy (nuclear) methods [12]. Meanwhile, 

the high plasma ionization capability has made it possible 

to use it as a substitute for metal in microwave conducting 

structures [13]. In metal, free electrons move and radiate 

along the metal conductor, causing electromagnetic fields 

to pass through or radiate. in Plasma, electrons released 

from positive ions formed during the ionization process 

[14]. They pass or radiate electromagnetic fields. The 

difference between metal and plasma RF structures does 

not end here. For example, plasma waveguides, unlike 

metal waveguides, have a reconfiguration property [15] 

and can be changed and controlled by plasma parameters 

such as plasma frequency, collision frequency, and 

plasma density, waveguide parameters from Sentences 

change the frequency bandwidth, Reflection coefficient 

of the passing band, ripple of the passing band and input 

impedance, a new generation of controllable and flexible 

waveguides. Certainly, the nanosecond rate of change of 

plasma parameters is remarkable compared to the speed 

of mechanical change of metal structures and the many 

advantages of Plasma. Waveguides are used in 

telecommunication systems to transmit a wave from the 

generating part to the antenna and vice versa or to 

transmit a wave between different parts of a RF system 

[16]. Waveguides have different dimensions, shapes, and 

types depending on the application and transmission 

wave parameters [17]. 

Due to the dependence of their parameters on their 

physics, waveguides also have different filtering 

capabilities and, consequently, have their frequency 

bandwidth [18]. In some telecommunication systems, 

such as some meteorological and monitoring radars, 

depending on transmitter/receiver system, it is 

sometimes necessary to change the frequency of the 

wave transmitted from the generator and then transmit 

it to the antenna [19]. In this case, the use of broadband 

waveguides will be used. Broadband waveguides have 

their advantages and disadvantages as power limitation, 

ripple bandwidth, and fixed input impedance, and high 

manufacturing costs [20]. 

In the field of adaptive/ cognitive radars, continuous 

and instantaneous frequency band change is very 

important [21]-[22]. Therefore, various filters have been 

designed and manufactured for this purpose.  
Configurable filters are usually microstrip, which is pass 

frequency band controlled by MEMS devices or PIN 

Diode. The most important disadvantage of these 

structures is the low power and step change(Discontinuity 

in change) of bandwidth [23]-[24]. 

The system proposed in this paper is a reconfigurable 

coaxial plasma filter waveguide in terms of the frequency 

band, ripple bandwidth, and input impedance. The 

system follows a coaxial waveguide-based plasma 

structure consisting of a plasma tube, body, capacitive 

couplers, and alternating high voltage excitation circuit. 

The proposed system will be able to change the plasma 

parameters such as plasma frequency and collision 

frequency by changing the output frequency or input 

current of the excitation circuit. By changing the plasma 

parameters, the waveguide parameters can be 

configured and controlled. Weakpoints of the proposed 

structure are sensitivity to temperature stresses, need for 

independent high voltage excitation circuit, and more 

passband ripple than conventional filters. Section 2 deals 

with the theory and parameters of Plasma. Section 3 deals 

with the results of coaxial plasma waveguide simulation, 

and Section 4 describes the laboratory method of coaxial 

plasma waveguide test with the proposed Excitation. 

Section 5 deals with the results of applying Excitation 

current waveforms at variable frequencies to coaxial 

waveguide parameters. Finally, the conclusion will be 

made. 

Theory and Parameters of Plasma 

The fourth state of matter is called Plasma. Plasma is a 

quasi-neutralized ionized gas that has lost all or a 

significant portion of its atoms to one or more electrons 

and become positive ions. This highly ionized gas equals 

the number of free ions in its positive electrons. The 

degree of ionization can vary from 100% (fully ionized 

gases) to low degrees (partially ionized) [25]. Plasma can 

be created by electric and magnetic fields, radiated 

heating, and laser excitation. The electric method itself is 

divided into two sections: alternating current and direct 

current. In the field of plasma antennas, it should always 

be noted that the plasma frequency (𝜔𝑝) is quite different 

from the frequency of the RF Structure (ω) and must be 

distinguished. The plasma frequency is the measure of 

plasma ionization, while the frequency of the plasma 

antenna is the frequency at which the plasma antenna 

transmits and receives. The plasma frequency of a metal 

antenna in the X-ray range of the stabilized 

electromagnetic spectrum means that it has a plasma 

frequency equal to 30 PetaHertz(3 × 1016) up to 30 

ExaHertz(3 × 1019). Still, the plasma frequency of the 

plasma antenna can vary. Plasma, an environment that 

contains free charge, generates natural oscillations due to 

thermal and electrical disturbances. Because of these 

coordinate oscillations, the density of electrons can 

oscillate around the angular frequency (𝜔𝑝) [26]. 

Because the Plasma is a dispersive material, it has its 

own electrical and magnetic properties, which occur at 
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different excitations, each depending on the type of 

Excitation. As mentioned, the plasma environment is 

homogeneous, nonlinear, and dispersive in terms of 

electromagnetic properties. Therefore, its electrical and 

magnetic parameters can vary depending on the 

frequency and other factors, and consequently the 

Plasma is an environment with special properties. Thus, 

the Plasma behaves differently against the 

electromagnetic waves emitted at each specific 

frequency and different degrees of ionization. 

Electromagnetic waves are transmitted, scattered, or 

transmitted by radiation to the Plasma [27]-[28]. 

The relation between the electrons and the electric 

field in the excitation state with alternating current is as 

follows [10]: 

𝐹 = 𝑒𝐸 = 𝑒𝐸0𝑒−𝑗𝜔𝑡 =
𝑑

𝑑𝑡
(𝑚𝑣) (1) 

𝑑

𝑑𝑡
(𝑚𝑣) = 𝑚

𝑑𝑣

𝑑𝑡
+ 𝑚𝑣𝜐𝑐 (2) 

𝑣 = (
𝑒

𝑚
)

1

𝜐𝑐 − 𝑗𝜔
𝐸 (3) 

where F is the electric force, 𝜐𝑐 is the plasma collision 

frequency, 𝑣 is the velocity of the electron under the field 

𝐸, 𝑒 is the electron charge, and m is the mass of the 

electron. These interpretations, plasma inner surface 

current, are defined by (4): 

𝐽 = 𝑛𝑒𝑒𝑣 = (
𝑛𝑒𝑒2

𝑚
)

1

𝜐𝑐 − 𝑗𝜔
𝐸 (4) 

where 𝑛𝑒 is the density of free electrons per cubic meter. 

Plasma discharge power can be written as (5), and Plasma 

electrical permeability is also described by (6): 

𝑃 = 𝐽. 𝐸 = (
𝑛𝑒𝑒2

𝑚
)

𝐸2𝑒−2𝑗𝜔𝑡

𝜐𝑐 − 𝑗𝜔
 (5) 

𝜀𝑟 = 1 −
𝜔𝑝

2

𝜔(𝜔 − 𝑗Υ)
= 1 −

𝜔𝑝
2

𝜔2 + Υ2
−

𝑗Υ

𝜔

𝜔𝑝
2

𝜔2 + Υ2
 (6) 

𝜔𝑝 = (
𝑛𝑒𝑒2

𝑚𝑒𝜀0

)

1

2

 (7) 

𝑓𝑝 =
𝜔𝑝

2𝜋
≈ 9000√𝑛𝑒    (𝐻𝑧) (8) 

𝛾 = 𝛼 + 𝑗𝛽 = 𝑗𝑘0√𝜇𝑟𝜀𝑟 (9) 

where 𝜔𝑝 is the plasma frequency, and Υ is the natural 

collision frequency of the electron. The Plasma in this 
experiment has low temperature and is unbalanced. In 
other words, the temperature of the electrons is higher 
than the temperature of the ions [29]. As a result, the 

plasma frequency is calculated according to (7). By placing 
the values of the charge and mass of the electron on (7), 
(8) will result. According to (6), if the wave frequency 
delivered to the plasma surface is greater than the plasma 
frequency, that is, 𝜔 > 𝜔𝑝, in this case, the propagation 

constant (γ) is imaginary (9), and the Plasma is found for 
the wave as a transparent medium, and the wave from It 
passes. However, if the frequency of the wave delivered 
to the plasma is lower than the plasma frequency, that is 
< 𝜔𝑝 , in this case, the wave propagation constant is real, 

the wave does not pass through the Plasma, and the 
Plasma acts as a metal [27]. 

Simulation of Coaxial Plasma Waveguide Filter 

Initially, to evaluate the proper functioning of the coaxial 

plasma waveguide filter, it was simulated with CST 

software. This software, which is one of the most 

powerful software in the field of antenna and microwave 

simulation, can simulate Dispersive environments with 

special properties such as plasma. The model used in this 

software for plasma simulation is called the Drude model. 

to create the structure of Plasma, this model requires two 

main parameters of Plasma, namely collision frequency, 

and plasma frequency. Fig. 1 and Fig. 2 show the 

simulation scheme of a coaxial plasma waveguide filter.  

 

 

Fig. 1: Capacitive coupler view with connector and cut view of  
coaxial plasma waveguide filter. 

 

 

Fig. 2: Full and transparent view from inside the structure of 
coaxial plasma waveguide filter with details and parameters. 

 
physical parameters of waveguide filter, including 

waveguide length, tube glass radius, Shield radius, 
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coupler width, and capacitive coupler distance from the 

end of the waveguide.It is presented in Table 1. It should 

be noted that the values of these parameters are defined 

based on the actual values of the 9-watt linear fluorescent 

lamp. 

 
Table 1: Physical parameters of simulated plasma waveguide 
filter 
 

parameter of the waveguide Size (mm) 

waveguide length(L) 200 

tube glass radius(𝑟p) 7 

Shield radius (𝑟sh) 20 

coupler width(𝑊c) 10 

capacitive coupler distance from 
the end of the waveguide(𝐿c) 

30 

 
Then, by calculating these two parameters using the 

above relations and in different excitation frequency 

values, the plasma frequency value (𝜔𝑝) is 3.6 × 1011, 

2.6 × 1011, and 1.6 × 1011, and the collision frequency 

(𝜐𝑐) is defined in all three cases 4 × 108. Fig. 3 shows the 

S-parameter for different plasma frequencies. 

 

 

 

Fig. 3: S-parameter of simulated coaxial plasma waveguide 
filter at different plasma frequencies. 

As you can see, the waveguide with plasma frequency 

transmits the wave in the bands 1-2, 2.2-2.8, and 3-3.5 

GHz, which with the change of the plasma frequency (𝜔𝑝), 

the values of the resonance frequencies and the 

bandwidths decrease. On the other hand, by reducing the 

plasma frequency, the matching in the resonance 

frequencies decreases, which can be compensated by 

increasing the collision frequency (𝜐𝑐). 

The simulation results of the matching reduction 

compensation at low plasma frequencies with increasing 

collision frequency (𝜐𝑐) are shown in Fig. 4. In plasma 

frequency 1.6 × 1011, the value of collision frequency is 

increased from 4 × 108 to the value of 1.4 × 109, and the 

results are recorded. As can be seen, the matching to the 

resonance frequencies is improved, but on the other 

hand, the ripple bandwidth is increased, which is not 

desirable. For Coaxial Plasma Waveguide Filter operation 

at higher pass frequencies, It is necessary that Increase 

the plasma frequency(𝜔 < 𝜔𝑝). On the other, the plasma 

frequency will not increase to a certain extent, because it 

depends on the density and material of the gas used, the 

value of excitation voltage and current, and the size of the 

gas tube. By changing the mentioned parameters (in 

order to increase the plasma frequency), the dimensions 

of the structure will increase and the pass frequency band 

of Plasma Waveguide Filter will decrease. Also, in this 

structure, due to its special design (coaxial waveguide) at 

higher frequencies, high-order modes are excited and the 

structure will not be a TEM transmission line [30]. 

In the following, the laboratory equipment and how to 

change the plasma parameters to change and improve 

the plasma coaxial waveguide parameters are discussed. 

 
Fig. 4: S-parameter of coaxial plasma waveguide filter with 

constant plasma frequency and increase of collision frequency 
to compensate for the reduction of matching. 

Implementation of Coaxial Plasma Waveguide 
Filter and Excitation Circuits 

In this section, According to the simulation results, the 

construction and design the coaxial plasma waveguide 

filter and its most important part, the excitation circuit, 

are discussed. To implement the structure of the plasma 

tube, a 9-watt linear fluorescent lamp is used, which has 
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an effective length of 20 cm. Since the designed 

waveguide is of coaxial type and needs a metal body 

(shield), an aluminum tube with a thickness of 0.5 mm and 

a length of 20 cm has been used as a metal body. The 

whole set of excitation circuits is embedded in one box. 

Fig. 5 shows a general schematic of the laboratory 

equipment. 
 

 
Fig. 5: Schematic of laboratory equipment to test plasma 

coaxial waveguide filter. 
 

Fig. 6 shows the view of the plasma coaxial waveguide 

filter. It should be noted, however, that it is not possible 

to measure the parameters of the Drude model, plasma 

frequency, and collision frequency without access to the 

Plasma inside the tube (by Langmuir probe), so the exact 

Value of these parameters varies in different stimuli. And 

so far, there is no clear method for measuring or 

calculating them. Therefore, in the measurements section 

of this article, the exact Value can not be calculated for 

them, and only the waveguide parameters are 

considered. 
 

 

Fig. 6: Real view of plasma coaxial waveguide filter. 

Plasma Excitation Circuits 

Since the change of plasma parameters to change and 

improve the waveguide parameters depends on the 

excitation circuits, the excitation circuit was designed 

with several capabilities [31]. The circuit in Fig. 7 can 

generate pulses from 500 Hz to 40 kHz using an internal 

stable multi-vibrator circuit. But since we want to test the 

excitation current with different waveforms, we have a 

wider frequency and, at the same time, change the 

excitation voltage and current by the function generator. 

Using the key embedded in the surge box, we will be able 

to change the excitation circuit state by applying an 

internal excitation waveform (stable multi-vibrator) to an 

external excitation waveform (function generator). The 

transistor used acts as a buffer to provide more excitation 

current. 

 
Fig. 7: Plasma AC excitation circuit with the ability to apply 

adjustable internal and external excitation waveforms. 
 

The function generator device is used to apply the 

external excitation waveforms and adjust the frequency 

and amplitude of the wave. Depending on the supply 

voltage and the amplitude of the applied waveform, this 

circuit can generate an output voltage of 500 to 20,000 

volts. The output current is also 0.1 to 1 amp, depending 

on the input values. 

Signal Coupler 

Because there is no direct access to the Plasma inside 

the tube to send or receive radio signals, as with 

conventional metal waveguides, we have to use a signal 

coupler. This coupler consists of a conductive copper strip 

with a thickness of 0.1 mm and a width of 1 cm, which is 

wrapped around the two ends of the lamp at a distance 

of 4 cm from the ends of the fluorescent lamp. The SMA 

connector core is connected to this coupler, and its body 

is connected to a metal body (Shield). Fig. 8 shows how 

the capacitive couplers of the signal are positioned 

around the two ends of the fluorescent tube and a view 

of the coaxial waveguide. 
 

 
 

Fig. 8: Connecting the capacitive signal coupler to the 
fluorescent tube. 
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Plasma Coaxial Waveguide Test 

To test the plasma coaxial waveguide with different 

excitation frequencies and its effect on plasma 

parameters and compare it with the simulation results of 

a function generator device manufactured by EZ-Digital 

with model FG-7005C and to Plasma waveguide, S-

parameter was measured using an Agilent network vector 

analyzer (VNA) model E5071C. After applying the 

Excitation to the fluorescent lamp and keeping the input 

current to the module constant, as well as the amplitude 

of the external Excitation waveform, the measurement 

parameter and its results were recorded Fig. 9. 

 

 
 

Fig. 9: Measurement of waveguide filter parameter with VNA. 

Fig. 10 shows an example of parameter measurement 

using a VNA device. In the following, the results obtained 

from measuring and changing the input current and 

excitation frequency are discussed. 

 

 
 

Fig. 10: Example of  𝑆21 parameter measurement with VNA. 
 

Experimental Results and Discussion 

First, AC excitation is investigated. After the 

connections and calibration of the VNA device, by keeping 

the applied wave amplitude constant, the pulse 

frequency was changed, and the effect of the excitation 

pulse frequency on the plasma waveguide parameters 

was measured step by step. The general results can be 

seen in Table 2. 

Due to the ample space of the results in the table, 

some intermediate values have been removed. Then, 

without changing the excitation connections and their 

parameters and by keeping the excitation frequency 

constant at 30 kHz, the excitation input current applied to 

the Plasma Waveguide from 0.45(A) to 1.05(A) with steps 

0.1(A) increased, and the effect of increasing the 

excitation input current on the ripple passband and 

improving the matching at resonance frequencies was 

observed. The general results can be seen in Table 3. 
 

Table 2:  Results of square wave excitation method (pulse) 

Max, Min 
Pass Band 
Ripple (dB) 

Waveguide Pass 
Bandwidth (GHz) 

Excitation 
Current )A( 

Excitation 
Frequency 

)KHz( 

 

(0), (-1.1) 

0.76 – 2.01 = 1.25 

2.19 – 2.71 = 0.52 

2.84 – 3.14 = 0.3 

0.55 5.00 

(0), (-1.2) 

0.8 – 2.1 = 1.3 

2.2 – 2.75 = 0.55 

2.9 – 3.18 = 0.28 

0.52 10.00 

(0), (-2.1) 

0.9 – 2.22 = 1.32 

2.36 – 2.94 = 0.58 

3.13 – 3.41 =0.28 

0.50 15.00 

(0), (-3.1) 

0.95 – 2.29 = 1.34 

2.4 – 3 = 0.6 

3.2 – 3.46 =0.26 

0.48 20.00 

(0), (-4.4) 

0.97 – 2.32 = 1.35 

2.44 – 3.05 = 0.61 

3.25 – 3.50 = 0.25 

0.45 25.00 

(0), (-5.9) 

1 – 2.38 = 1.38 

2.5 – 3.11 = 0.61 

3.3 – 3.55 = 0.25 

0.44 30.00 

The results were the same with the 
30 kHz excitation frequency. 

0.43 35.00 

 

Table 3: Results of increasing the excitation current on the 
passband ripple and improving the Matching at the resonance 
frequencies 
 

Max, Min 
Reflection 
Losses (dB) 

Min, Max Pass 
Band Ripple 

(dB) 

Excitation 
Current 

)A( 

Excitation 
Frequency 

)KHz( 

(-2.98), (-34.9) (0), (-5.75) 0.45 30.00 

(-3.0), (-35.5) (-0.21), (-6.10) 0.55 30.00 

(3.40), (-36.8) (-0.43), (-6.50) 0.65 30.00 

(-3.98), (-37.1) (-0.71), (-7.10) 0.75 30.00 

(-4.30), (-38.3) (-1.20), (-7.69) 0.85 30.00 

(-4.60), (-39.1) (-1.51), (-8.11) 0.95 30.00 

(-4.80), (-39.8) (-1.94), (-8.65) 1.05 30.00 

 

In  excitation  alternating  current  with  a  square  wave  
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(pulse), excitation frequencies below 5 kHz cause the 

transistor temperature to rise and heat loss to be high. 

According to the measured values in Table 2, the 

maximum Value of Excitation current frequency was 

measured to be about 30 kHz. From this frequency 

onwards, no change was observed in the passband ripple 

and the bandwidth frequency range. Increasing the 

excitation input current, as recorded in Table 3, improved 

the matching of the resonance frequencies and, on the 

other hand, increased the passband ripple, which is not 

desirable. In the diagram of Fig. 11, we can see the trend 

of changes in the passband ripple in opposition to the 

excitation input current. 

It should be noted that the excitation current and 

frequency are actually the plasma excitation current and 

frequency and is different from the Excitation of the input 

and output signal ports of the waveguide. 

 

 

Fig. 11: Pass Band Ripple - Plasma Excitation Current. 

In the diagram of Fig. 12, you can see an example of 

the parameters measured at different excitation 

frequencies. In Fig. 13, the excitation frequency is 

stabilized at 30 kHz, and the plasma excitation input 

current is increased. 
 

 
Fig. 12:  𝑆21 Parameter measured with different excitation 

frequencies 

 
 

Fig. 13:  𝑆21 Parameter measurement at 30 kHz with increasing 

plasma excitation input current. 

Fig. 14 shows the degree of conformity of the  𝑆21 

parameter in both simulated and measured modes. In the 

simulated mode the rate  𝜔p is equal to its maximum rate 

of 3.6 × 1011 Rad/s, and in the measured mode, the 

plasma excitation frequency is assumed to be equal to its 

maximum Value of 30 kHz. The maximum value is when 

the value has not changed significantly in the simulated or 

measured results. 

 

 

Fig. 14: The degree of conformity of the  𝑆21 parameter in both 

simulated and measured modes. 

As can be seen from the parameter diagram of Fig. 12, 

with increasing the frequency of the plasma excitation 

pulse, the plasma frequency increases. Consequently, the 

frequency range of the Passband and its resonance 

frequencies also increase. Also, by increasing the 

excitation Frequency and transmission Passband of the 

waveguide filter, the passband ripple and matching at the 

resonance frequencies also increase. In other words, at 

lower frequency ranges, the waveguide filter passband 

will have fewer ripples. It should be noted, however, that 

low-frequency plasma excitation pulses cause several 

resonance frequencies to be lost. According to the  𝑆21 

parameter diagram of Fig. 13, with increasing the plasma 
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excitation input current, the Matching to the resonance 

frequencies is improved. Still, on the other hand, the 

passband ripple is also increased, which will not be 

desirable. 

As shown in Fig. 14, the simulation results slightly 

disagree with the practical results. The reasons for this 

can be 1- The new type of excitation used and the 

different frequencies of plasma Excitation, 2- Inability to 

measure plasma parameters in natural state, and 3-  an 

ideal the simulation environment. On the other hand, as 

mentioned earlier, Plasma is a complex environment 

(nonlinear and Dispersive), and it isn’t easy to match the 

simulation and Experimental results. For example, the 

ripples in the S21 parameter measured in Fig. 12 and Fig. 

13 are due to the alternation of the plasma excitation 

signal, which is practically impossible to create such a 

thing using the Drude model in the simulation software. 

Conclusion 

During the article, the complete steps of designing a  

coaxial plasma waveguide filter with the ability to adjust 

the frequency range of the passband were followed, 

which are: simulation with CST software, implementation 

of plasma waveguide, excitation circuits, coupling design, 

and finally plasma coaxial waveguide test, the results of 

which were presented. The main focus of this paper was 

to reconfigure waveguide characteristics using altering 

and controlling plasma parameters through AC excitation. 

As mentioned, Plasma has two main parameters called 

collision frequency and plasma frequency. By changing 

them, the properties of plasma material and, 

consequently, without changing the physical structure, 

the parameters of plasma waveguide change. 

According to the results, the change of these two 

parameters depends on the change of plasma excitation 

current frequency, and the value of excitation current 

applied. As the value of Excitation current increases, the 

matching to the resonance frequencies improves, but on 

the other hand, the passband ripple of the plasma 

waveguide filter increases. As the plasma excitation pulse 

frequency increases, the bandwidth and resonance 

frequencies change to higher frequencies, and the 

Matching to the resonance frequencies improves. But on 

the other hand, the passband ripple increases. This new 

type of waveguide filter can be used in cognitive/ 

adaptive telecommunication systems due to the constant 

change of frequency band. 
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Abbreviations  

𝜔𝑝 Plasma frequency 

𝜐𝑐 Plasma collision frequency 

ω Waveguide frequency 

F Electric force 

𝑣 Electron velocity 

𝑒 electron charge 

m Mass of the electron 

𝑛𝑒 density of free electrons 

𝐽 plasma inner surface current 

𝑃 Plasma discharge power 

𝛶 Electron natural collision frequency  

𝛾 Propagation constant 

L Waveguide length 

𝑟𝑝 Tube glass radius 

𝑟𝑠ℎ  Shield radius 

𝑊𝑐  Coupler width 

𝐿𝑐  Capacitive coupler distance from 

the end of the waveguide 
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Background and Objectives: Big data is a combination of structured, semi-
structured and unstructured data collected by organizations that must be stored 
and used for decision-making. Businesses that deal with the business intelligence 
system, as well as their data sources, have a major challenge in exploiting Big 
Data. The current architecture of business intelligence systems is not capable of 
incorporating and exploiting Big Data. In this paper, an architecture is developed 
to respond to this challenge. 
Methods: This paper focuses on the promotion of business intelligence to create 
an ability to exploit Big Data in business intelligence. In this regard, a new 
architecture is proposed to integrate both Business Intelligence and Big Data 
architectures. To evaluate the proposed architecture, we investigated business 
intelligence architecture and Big Data architecture. Then, we developed a 
Unified Modeling Language diagram for the proposed architecture. In addition, 
using the Colored Petri-Net, the proposed architecture is evaluated in a case 
study.  
Results: The results show that our architectural system has a higher efficiency in 
performing all steps, average time, and maximum time compared to business 
intelligence architecture. 
Conclusion: The proposed architecture can help companies and organizations 
gain more value from their data sources and better support managers and 
organizations in their decision-making. 
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Introduction

Today, the use of Business Intelligence (BI) systems to 

support decision-makers at different levels of decision-

making in companies and organizations is an essential 

requirement ([1], [2]). As the inputs to these systems are 

becoming more and more valuable, the results of these 

systems will improve the support of managers in decision-

making. With the advent of a new phenomenon called Big 

Data, all IT issues such as intelligent business systems 

have been affected. Companies and organizations with 

business intelligence systems that also have data sources 

of big data type found themselves in trouble [3]. In this 

paper, the business intelligence architecture will be 

developed to solve this problem. The most important 

issue is the problems caused by the entry of Big Data into 

the business intelligence system because BI systems with 

their current architecture are not able to use Big Data. As 

a result, this paper focuses on the promotion and 

development of business intelligence to create the ability 

to exploit Big Data. This paper begins with highlighting the 

concepts of software architecture. We then focus on the 

way Big Data architecture is examined in terms of how to 

store, load, manage, and analyze data. Thereafter, 

concepts related to the BI are explored. Our new model 

derives from the architecture of intelligent architecture 

https://dx.doi.org/10.22061/jecei.2022.8565.529
http://jecei.sru.ac.ir/
mailto:Reza2005nejad@gmail.com
http://creativecommons.org/licenses/by/4.0/


M. Behbahani Nejad et al. 

 

86  J. Electr. Comput. Eng. Innovations, 11(1): 85-102, 2023 
 

and business intelligence architecture. Based on the 

evaluation indicators that are extracted from the review 

studies [4], the business intelligence architecture and the 

new model are compared and weaknesses are identified 

to determine which architecture has the most valuable 

value for a company or organization. The proposed 

architecture is evaluated with the assistance of Unified 

modeling language and Colored Petri-Nets (CPNs).  

This paper focuses on the lack of support for the 

architecture of business intelligence systems from Big 

Data as one of the most important information resources 

of companies and organizations. The collision of two 

categories of business intelligence systems and Big Data 

together causes some problems in business intelligence 

systems. One of these problems is the impossibility of 

analytic, storage, and loading Big Data in the business 

intelligence system. This will make IT systems unable to 

value Big Data, and so much of the information resources 

of companies and organizations that have Big Data cannot 

be exploited by business intelligence systems. In this 

paper, we have tried to provide a solution to this issue by 

presenting a new model for BI business architecture. 

The purpose of this research is to solve the problem of 

business intelligence systems in dealing with Big Data. For 

this purpose, a new model is presented in which the 

architecture of business intelligence and Big Data has 

become integrated. The rest of this paper is organized as 

follows. Section 2 presents background and related 

works. Section 3 presents the proposed architecture. 

Section 4 provides an evaluation of the proposed 

architecture with a case study. Section 5 is considered for 

the summary and conclusion.  

Background and Related Works  

In this section, the software architecture, business 

intelligence architecture, and Big Data architecture are 

briefly examined. 

Software Architecture 

Garlan and Shaw [3] define the software architecture 

as "a collection of computational components or simply 

components together with a description of the 

interactions between these components the connectors”. 

In 2000, IEEE defined architecture as the fundamental 

organization of a system embodied in its components, 

their relationships to each other, the environment, and 

the principles guiding its design and evolution [5]. 

Software architecture is any system where software 

contributes essential influences to the design, 

construction, deployment, and evolution of the system as 

a whole ([6], [7]). 

Software Architecture Style 

According to a definition by Clements [8], “An 

architectural style is a dedication of components and 

communications among them with each other along with 

a set of rules and limitations about how to use them” .In 

another definition, according to Taylor [9] "An 

architectural style is a named collection of architectural 

design decisions that (a) are applicable in a given 

development context, (b) constrain architectural design 

decisions that are specific to a particular system within 

that context, and (c) elicit beneficial qualities in each 

resulting system." 

If the category of Garlan and Shaw's [3] is considered 

with architectural styles, then there are generally five 

types of architectural style: Dataflow style, Data-driven 

style, styles based on the promotion, Independent-

component styles, and Virtual machine styles. These 

architectural styles are described more in detail below. 

The first architectural style is Dataflow [7]. In this style, 

the architecture of the system determines how its data is 

exchanged between different components. In other 

words, the way data flows in the system plays a decisive 

role in the behavior of the system. The flow of data in 

these systems is very similar to the implementation of the 

logic of programming languages. Usually, data-flow 

systems can be a good option for modeling any kind of 

workflow. In these systems, the presence of at least two 

elements that flows between them is required. The 

processing is mainly performed in them, meaning that the 

output of an input element(s) will be in the data flow 

direction. The main subcategories of Dataflow styles 

include Pipe and Filter styles. The Filter includes several 

elements that are responsible for processing input data 

and converting them to output data. The Pipe establishes 

communication between filters, transfer data, and 

information. There are some rules and restrictions. For 

example, the type of pipes, their capacity, how they 

combine filters, and so on is considered as the 

rules and constraints. 

The second architectural style is Data centered [7]. 

Today, most organizations around the world have a 

strong dependence on their data. Maintaining a 

company's data is vital to the extent that large companies 

are willing to spend millions of dollars to secure and 

maintain their data. In an environment that is so 

important to data preservation, the emergence of 

software-based software architectures based on 

Persistent Data is not surprising. With this strong 

motivation, a lightweight architecture emerges as a 

repository that provides the basis for sharing information 

among the components, individuals, and organs of data 

sharing. The main components of the tank style are: (a) 

The central data repository, which is, in fact, a large data 

structure that is shared between processes and various 

departments; (b) processing elements that are potentially 

independent of each other. This means that with the help 

of the central repository, data can satisfy all their 

communication needs and do not need to communicate 



A Novel Architecture Based on Business Intelligence Approach to Exploit Big Data 

J. Electr. Comput. Eng. Innovations, 11(1): 85-102, 2023                                                                              87 
 

directly with each other. The third architectural style is 

Call/Return [7]. It is a style of software architecture that 

includes a variety of styles as well as the layered 

architecture. Systems that follow the layered style are 

inherently hierarchical. In a layered system, different 

layers provide transparency for the users. 

The fourth architectural style is Service-oriented 

architecture [7]. It has been developed in recent years, 

known as service-oriented architecture (SOA). This style 

can somehow be expanded into a layer style or 

component-based style. The SOA is a model for 

developing software systems. Given the growth of 

information systems, organizations need to respond 

quickly to new business needs. While existing software 

architectures have provided some relief, evolutionary 

service architecture is a step-by-step service that helps 

organizations manage complex challenges [10].  

The SOA is a matured component-based architecture, 

object-oriented design, and distributed systems.  The SOA 

is a style of software design in which services are provided 

to the other components by application components, 

through a communication protocol over a network. The 

basic principles of the SOA are independent of vendors, 

products, and technologies [11]. The SOA enables 

application functionality to be provided as a set of 

services, as well as the creation of applications that make 

use of software services. The services are loosely coupled 

because they use standards-based interfaces that can be 

invoked, published, and discovered. In the SOA, the 

services are focused on providing a schema and message-

based interaction with an application through interfaces 

that have application scope, rather than component-

based or object-based. The SOA service should not be 

treated as a component-based service provider.  

The SOA style can package business processes into 

interoperable services, using a range of protocols and 

data formats to communicate information. In the SOA, 

the clients and other services can access local services 

running on the same tier, or access remote services over 

a connecting network [11]. The looseness of the 

connection between the components of the software 

leads to their reusability, and the software is based on the 

service. In the SOA, services are divided into three 

categories: Service Request, Service Provider, and 

Registry Service. 

Architectural Evaluation 

For many years, analysts, engineers, and scientists 

have developed and used models to deal with complex 

systems. A model approximates the features of a real 

system it can also be used to evaluate systems that are 

not feasible in terms of method and economy before 

designing a system, regardless of design or initial output. 

As a result, existing information mismatches between 

different models can be overcome by reducing the high 

semantic distance between high-level needs and low-

level architectural products. 

Modeling outputs with reflecting some characteristics 

of the quality attributes give architects and designers of 

complex systems the power to visualize the entire system. 

Architecture is the first step in software development that 

can be traced to quality requirements. Qualitative 

attributes are considered at all stages of design and 

implementation and, if supported by architecture, be 

more easily detectable. 

Models demonstrate runtime behavior by displaying 

architectural characteristics that can be used to evaluate 

many of the quality attributes, including performance and 

reliability. An executable model of software architecture 

is an implementation of the system, in which features are 

displayed, that includes non-narrative needs. 

Applied architecture is created in the early stages of 

software development to reduce the risks associated with 

performance, operational capability, reliability, and so on. 

Having operational models in the initial phases provides 

the ability to evaluate the dynamic behavior of the system 

in different situations and to solve the existing problems. 

The real-time requirements with systematic needs and 

acquisition of the proper conditions for optimizing a 

system are the main issues that can be achieved by using 

executive models. Typically, modeling tools are used to 

create an implementation model.  

There are various modeling tools available to display 

application architecture. The most important of these 

modeling tools are Petri Networks, queuing networks, 

simulation models, and process algebra. In addition, some 

of the languages that describe the architecture can also 

display a running architecture.  

Architecture has a very important role in the software 

production process. Because the architect is the one who 

deals with all the stock-owners, they become a very 

influential person in the process. Designing an 
appropriate architecture due to the vagueness of the 

architectural specification is a very difficult task. With an 

architectural execution model, many architectural steps 

can be completed with high accuracy because the 

execution model at this level lowers the errors, recognizes 

Easier needs, better analyzing and evaluating of the 

system, and simplifies the presentation of the 
architecture. 

Unified Modeling Language 

The Unified Modeling Language is a Semi-formal and 

standard language for easy description of software 

architecture that is used to address the requirements of 

software engineering expertise. The main purpose of UML 

is to use its high descriptive power to model software 

architecture. The methods used in UML can handle only 

certain issues. Evaluation of software systems is not 

possible because UML is not a convenient approach for 
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evaluation. Therefore, to evaluate software systems, it is 

necessary to convert the actual model to the formal 

model. 

The main problem with UML is in determining how to 

evaluate and analyze the system architecture using the 

documentation before the production of software. 

Presenting an effective method to evaluate and analyze 

the efficiency based on the software architecture may 

contribute to driving a software project successfully 

forward ([12], [13]). Since the UML-based system is not 

applicable, the system's behavior verification is delayed 

until its implementation; hence, the Colored Petri-Net 

(CPN) is used as an applicable model of software 

architecture. It is in particular well-suited for modeling 

systems in which communication, synchronization, and 

resource sharing are important. By transforming the 

actual model into a formal model, the possibility of 

evaluating the software architecture's performance on 

the official model is provided.  

Qualitative features are the same non-obligatory 

system requirements that are largely determined by an 

architectural style. Performance, reliability, security, 

availability, usability, modifiability, portability, and testing 

capabilities are the most qualitative features to evaluate 

any software architecture. 

Performance is the main quality attribute of software 

that demonstrates how well the software works 

concerning time-dependent issues [14]. Software 

performance is the process of predicting and evaluating 

whether the software satisfies performance goals defined 

by the users. The early identification of unsatisfactory 

performance of Software Architecture (SA) can greatly 

reduce the cost of design change. This is because 

correcting a design flaw is more expensive the later the 

change is applied during the software development 

process [14].  

Because the performance is around timing, events 

(interrupts, messages, requests from users, or the 

passage of time) occur and the system must respond to 

them. There are a variety of characterizations of event 

arrival and the response, but the performance is 

essentially concerned with how long it takes the system 

to respond when an event occurs [7]. Performance 

appraisal at the early levels of software development 

reduces costs, risks development, and so on. Therefore, 

performance has a very important role to play in the 

success of software systems and an evaluation of the 

efficiency of the entire software development process 

should be considered. 

Template-based software architecture is described 

with three different diagrams, including class diagrams, 

use case diagrams, and sequence diagrams. These 

diagrams should describe the behavior and architecture 

of software architecture. CRC (Class, Responsibilities, and 

Collaborators) graphs show the static structure of 

software architecture as a software component and the 

relationship between them. The use case diagram also 

specifies the services provided by the software system 

and describes the order of the behavior of the system.  

The Object Management Group (OMG) introduced 

several UML extensions [15]. This group defined the SPT 

profile for scheduling, performance, and time 

specification. The performance sub-key, similar to other 

profiles, uses stereotypes and labeled values to support 

the expansion process. Each profile contains several 

stereotypes. Labeled values are attributes of stereotypes 

in the profile and are linked to the model's key element 

as explanations.  

Evaluation of the performance of the software 

architecture using the characteristic sub-heading of 

efficiency and time is an approach proposed to build 

software systems so that the qualitative objectives are 

visible. The proposed approach builds on the UML 

Performance Sub-Platform for the proper modeling and 

evaluation of software performance throughout the 

software development process.  

The use case diagram models the user's use of the 

system and is suitable for evaluating the system's 

performance. Because a set of use cases is used for the 

performance evaluation process, it is necessary to create 

a performance model for each use case of the software.  

The sequence diagram describes the communication 

pattern established by the samples. The role of the 

samples in the order of the diagram is to accomplish a 

specific objective, namely interaction. From the point of 

view of efficiency, certain elements and structures are 

used to model the system load in the sequence diagram. 

Any message in the graph can be attached to a condition 

that expresses the probability that the message will be 

sent. In contrast, a component diagram maintains the role 

of service centers and their characteristics in terms of 

efficiency goals. 

Petri Networks 

The theory of Petri Networks was introduced by Carl 

Petrie [16]. The use of Petri's network to evaluate the 

software architecture and create an executive model due 

to its simplicity and high availability is very much 

considered. Petri Networks are displayed graphically, and 

they provide a mathematical framework for Analysis, 

Validation, and Performance evaluation. The focus of 

Petri's networks is on synchronization, coherence, and 

asynchronous operation.   

These networks are powered by the power of systems 

behavioral modeling and are used as a tool for describing 

architecture.  

The Colored Petri-Net has been introduced as a model 

developed from Petri Networks [16]. The Color Petri-Net 

uses the capabilities of simple Petri Networks and 
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programming languages. As shown in Fig. 1, data values 

in these networks are carried by the beads. Using the 

timestamp for a nut, it's easy to calculate the time of 

activation and the transfer of the nut to the destination 

location. Suppose that the goal is to evaluate the 

performance that is running from time to time – in which 

case it would be enough to refer to the timestamps and 

calculate the architectural efficiency that is associated 

with it.  

 

 
 

Fig. 1: A Colored Petri-Net with a timestamp for a bead [16]. 
 

Various tools support Colored Petri-Nets, including the 

CPN Tools software provided by the University of Aarhus, 

Denmark.  

The first version of this software was released in 

October 2001 that is used for editing, simulating, and 

analyzing this kind of Petri-Nets. 

Business Intelligence 

Business Intelligence (BI) is the art of gaining a business 

advantage from data [17]. It is a technology-driven 

process for analyzing data and delivering actionable 

information that is used by managers, analysts, and 

executives to make informed business decisions. Fig. 2 

shows a high-level business intelligence architecture that 

is used in practice.  

This Fig. 3 shows that BI architecture consists of four 

components [18]. The first component is the data 

warehouse. It is a large repository of well-organized 

historical data. The second component is Business 

analytics, which are the tools that allow the 

transformation of data into information and knowledge. 

The third component is Business performance 

management (BPM) which allows monitoring, measuring, 

and comparing key performance indicators. The fourth 

component is the User interface (e.g., dashboards) that 

allows access and easy manipulation of other BI 

components [4]. 

The main business intelligence architecture is in the 

form of a service, as shown in Fig. 3. In this figure, there 

are three components for services, namely, Analytical and 

Reporting services, Data Management Services, and 

Integration Services.  

The data sources can be relational Databases, Files 

sources, and other sources. 

 

 
Fig. 2: A High-Level Architecture of BI [18]. 

 

 
Fig. 3: Business Intelligence Architecture [4]. 

Big Data 

Big Data is an abstract concept [19]. So far, there are 

many definitions of Big Data. In 2001, Doug Lenny of the 

Gartner Institute introduced a 3V model for defining Big 

Data [20]: "Data that is growing at a very high rate, has 

plenty of volumes so that it occupies a large amount of 

disk space…In addition, they are very diverse, that is, they 

consist of different structures of data". In other 

definitions, more features of metadata were provided, 

including data value, the complexity of data, the accuracy 

of data, and, based on these features, 4V, 5V, and even 

7V models were also presented. 

Apache most influential company in the field of Big 

Data. It introduced the main feature of a dataset that can 

be referred to as Big Data, which makes it impossible to 

store, manage, and process those data using common 

computational methods, and the rest of the Big Data 

Features Sub-attributes [19]. Apache defined Big Data as 

follows: “Big Data is referred to as a set of data that 

cannot be stored, managed, or processed by conventional 

computing methods.” And in the forthcoming article, this 

definition is the basis of work. 

Apache's definition of Big Data seems to be closer to 

reality [20]. According to this definition, data that has 3V 

attributes is Big Data, and data that does not have 3V 

attributes, but is not commonly analyzed, is Big Data. If 
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Gartner's definition of Big Data is to be accepted, it is 

suggested to refer to data that does not have 3V 

attributes but cannot be stored and analyzed in the usual 

way, called "Semi-Big Data" or Semi Big Data (Table 1). 

 
Table 1: Examining the types of data in terms of 3V features, and 
analyzing and storing in routine ways 
 

3V 
features 

Ability to analyze and 
store commonly used 

Data types 

0 0 Semi-Big Data 

0 1 Structured data 

1 0 Big Data 

1 1 
Such a situation is 
not possible 

 
In Table 1, routine methods are referred to as methods 

that can be used to analyze and store structured data. The 

term semi-Big Data can be defined as follows: A dataset 

that has one or more attributes of Big Data features (V3 

or V4 or V5 or ...) but can be stored, analyzed, managed, 

and controlled. They do not exist in the usual way at the 

expected time.  

It is also recommended that the Semi-Big Data and Big 

Data be called "NODATA". "NODATA" stands for "NOT 

ONLY DATA", or it could be an abbreviation for "NOT 

ONLY STRUCTURE DATA".  "NODATA" data type is usually 

stored in NOSQL databases. The words NODATA and 

NOSQL are similar in appearance. The term "NODATA" 

can be defined as a set of data that cannot be stored, 

analyzed, managed, and controlled by commonly used 

computing methods. However, "NODATA Technology" 

refers to technologies that can store and provide analysis, 

management, and control of NODATA.NODATA is a term 

that includes Big Data and Semi-Big Data. 

Database Big Data 

Since over 80% of the world's data is unstructured, 

relational databases are unable to store and manage such 

data [22]. To store this data, unmatched databases should 

be used. In general, there are four types of non-

marketable databases classified according to columns, 

documents, key values, and graphs. 

Hadoop 
Apache is the most widely used company in the field of 

Big Data [19]. The company has been supporting and 

supporting the largest Big Data project called Hadoop, 

which has been published in an open-source. The 

extension of Hadoop has made a library of Big Data-

related projects that includes a large number of sub-

projects. The most important projects in the library are 

the distributed header file system project, which is 

responsible for data storage, loading, and management, 

and the mapping/reduction project, which is responsible 

for data super-data analysis, as well as the company's 

creation and development of a number of the non-

relational databases that are used to store data, are very 

useful. Spark is another undergraduate sub-project on the 

top layer of Map-Reduce that extends the Map Reduce 

model. 

The Hadoop can be likened to an operating system 

designed to handle and manage a large amount of data 

on different machines [23]. The best example for 

understanding the function of Hadoop is the difference 

between his software, Amway and Hadoop. He 

transforms a physical server into multiple virtual servers 

and converts a remote server into a virtual server. 

Advantages of using Hadoop for business analytics 

include scalability, inexpensiveness, swift-paced, 

versatile, and no failures. Its use cases include 

advertisements, financial services, healthcare, gaming, 

and the web. Many companies all over the world use 

Hadoop for business analysis. Some of the largest 

corporations include Amazon web services, Cloudera, 

IBM, MapR technologies, and Microsoft [24]. The most 

important Big Data-related technologies are cloud 

computing, data centers, internet objects, and Hadoops 

[25]. 

Many national governments such as the U.S. also paid 

great attention to big data. In March 2012, the Obama 

Administration announced a 200-million-dollar 

investment to launch the “Big Data Research and 

Development Plan,” which was the second major 

scientific and technological development initiative after 

the “Information Highway” initiative [26]. 

Big Data Architecture 

A picture of the high-level Big Data architecture is 

shown in Fig. 4. 

 

 
 

Fig. 4: High-level Big Data architecture [18]. 
 

The history of Big Data architecture projects is well 

represented in Table 2. In this table, the companies that 

worked on Business Intelligence architecture and the 

major activity of each company are highlighted in its right 

column. 
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Table 2: History of Projects Related to the Big Data Architecture 
([27], [28]) 
 

Company 
(initial year) 

Major Activity 

Seisint (2000) 

Developed a C++-based distributed file-
sharing framework for data storage and 
query. The system stores and distributes 
structured, semi-structured, 
and unstructured data across multiple 
servers 

Google (2003) 

The genesis of Hadoop was the "Google 
File System" paper that was published in 
October 2003.  This research spawned 
another one from Google – "Map Reduce: 
Simplified Data Processing on Large 
Clusters" in December 2004. 

Yahoo (2006) 

Development started on the Apache 
Nutch search engine project but was 
moved to the new Hadoop subproject in 
January 2006. 

Hadoop is born in Nutch. 

Hadoop 0.1.0 was released in April 2006. 

Choice Point 
(2008) 

Created parallel processing platforms 

LexisNexis 
(2011) 

Acquired Seisint Inc. in 2004. 
Acquired Inc. and their high-speed 
parallel processing platform in 2008. The 
two platforms were merged into HPCC (or 
High-Performance Computing Cluster) 
Systems in 2011. 

 
Among the architectures provided for Big Data, the 

header has become more successful due to open source 

and its support by experts.  

In Fig. 5, the architecture of the Big Data architecture 

is briefly outlined. 

 

 
 

Fig. 5: General Framework for Big Data Architecture [29]. 
The left side of Fig. 6 depicts the mapping/reduction 

processes symbolically, while its right side depicts the 

mapping/reduction function to another type. 

                                                      
1TDWI (The Data Warehousing Institute) Research provides research and 
advice for business intelligence and data warehousing professionals 
worldwide. 

 
 

Fig. 6: Mapping and Reduction Processes [24] (Left-Side) and 
Mapping / Decrement Task View [28] (right-Side). 

 

Integration of Architectures 

In this part, the aim of integration, requirement of 

integration with examples of architectures is presented. 

The Purpose of the Integration 

TDWI1 first proposed the integration of business 

intelligence and Big Data architectures in 2013. TDWI 

assumes that Hadoop usage will become mainstream in 

the coming years [29]. Hadoop has proved its usefulness 

with the toughest challenges in BI today, namely big data, 

advanced analytics, and multi-structured data. 

The current business intelligence systems cannot 

support Big Data, and they have shortcomings, including 

the lack of performance and high costs. In a survey, the 

desire of companies and organizations to use the various 

features of the distributed file system of Hadoop was 

investigated. The results show that 78% of companies and 

organizations participating in this survey tend to use the 

distributed file system of Hadoop as a complement to the 

database management system. The data is especially 

useful for advanced analysis [29]. 

Big Data architecture often uses exploratory analysis, 

data mining, statistical analysis, sophisticated SQL 

queries, and more to analyze Big Data. The main 

advantage of Big Data architecture is that of intelligent 

business intelligence, scalability, and data diversity.  

To improve the decisions process, every organization 

needs to use an active and integrated intelligence 

structure. For achieving such structure, collecting, storing 

for preparing data, analyzing, converting the result to 

useful information have a highly important role. For doing 

the analytical process, we should use a suitable 

environment that includes a warehouse, intellectual 

process, and a link. In the data storage, internal and 

external sources along with plenty of data must be stored. 

This data storage can be separated based on marts and 

then saved in a warehouse, according to the activities of 

the company or organization. Recently, some big data 

should be added ([1], [30], [31]). An organization 
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integrates a distributed system of header files and a 

database management system that can use all the data to 

increase business value and reduce the cost of data 

management. In other words, the purpose of integrating 

business intelligence systems and Big Data architecture is 

to increase the value of the business in the organization 

or company, to create competitive advantage, reduce 

costs and productivity, and also use the value of all data, 

not just the use of value from part of the data. 

The Needs for Integration 

Utilizing shared architecture can lead to more accurate 

decisions in the organization and can prevent future 

failures in the system. The integration of Big Data 

architecture and the BI architecture allows us to exploit 

more data because it creates the opportunity for more 

data to be analyzed and ends with better results than 

when it comes to Big Data architecture. The important 

results from the integration of Big Data and business 

intelligence systems are as follows [29]: 

• Improving business processes and procedures as well 

as achieving business goals in the target organization 

(the target organization could be a company, 

industry, education, a financial system, or a global 

system). 

• Reducing scattered data and using smaller but more 

valuable data. 

• Enabling more accurate decisions. 

• Forecasting the future to prevent system failure. 

Although there are many tools for big data 

architecture for implementation, when we want to 

integrate or merge data architecture and business 

intelligence systems, we must select the best tools for 

doing so and then combine them with architecture layers 

of business intelligence systems. This merging can lead to 

improving business plans which help to meet the goals of 

organizations. 

We can make a comparison of HDFS with DBMS.HDFS 

system has a distributed file system without database 

management, but they have several capabilities of DBMS 

too. These capabilities such as titling and accidental 

access to intelligence support of SQL language improve 

optimizing and searching. Of course, the performance of 

several capabilities of HDFS is better than DBMS 

capabilities such as management of a large amount of 

data according to file and management of unstructured 

data. In BI systems, we can use DBMS for administrating 

storing of data and big data for the distributed file system 

HDFS, which accompany other tools like HBase, Impala 

operates like DBMS. 

One of the weaknesses of the database management 

system is the inability to store Big Data. This includes the 

weaknesses of the distribution system because the file 

header is less accurate than the database management 

system. Thus, the best tool for storing the Big Data of the 

distributed system with a header file as well as structured 

data is the database management system, specifically for 

storing data types, which are not replaced for each other. 

If we use the tools in the Big Data architecture as a 

complement to the database management system, the 

performance of the database management system will 

also be better. It is due to the database management 

system working hard on some parts, especially if the data 

is unstructured or semi-structured, but the system with 

the distributed header file also works well on such parts. 

Obviously, if the source of database management is 

focused on structured data and all of the mentioned 

resources exempt, the performance and efficiency will be 

improved.  Many organizations already have data that the 

database management system in the organization's 

business intelligence systems cannot process, including 

public relations recordings, organization XML supply 

documents, sensor log files, machinery, and other 

unstructured data that may exist in the organization. The 

Big Data architecture can easily store and process these 

data.  

The integration can lead to improved business 

processes and improved business plans to meet the goals 

of the organization. Because of the cost of the source in 

database management, capabilities of HDFS system, and 

free sources present with open code and cheap, we can 

reduce the costs utilizing the sources of HDFS and free 

sources of database management. In other words, since 

HDFS can be used as supplementary work for the 

database, we can take advantage of HDFS in computing 

and database management. With these advantages, data 

in HDFS is not processed. Instead, data in database 

management is processed and prepared for suitable 

usage. HDFS system supports comparability and multi-

structured database. Processing data in database 

management makes high precision and it can increase the 

organizational facilities. HDFS system can store many 

kinds of data, including unstructured data and structured 

data with ETL operations. Storing and managing 

structured data in database management have better 

performance. The management and storing unstructured 

data in HDFS are better and has lower costs. 

 HDFS with supporting tools such as Hbase, can help to 

store and manage the data efficiently. In order to the 

monitoring of intelligence and reporting, we can apply 

usable linkages in business intelligence systems or the 

other designed tools in big database architecture. The 

differences between visualizing information or 

intelligence in big data and business intelligence systems 

are that tools directly have relations with data, but in 

business intelligence systems is not so. With the 

integration of HDFS and database management, we can 

create new and joint opportunities and it leads to increase 
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the capability of business intelligence systems, such as 

rating the data, Archive data source, Management 

unstructured data, Management of file-based, Increasing 

the power of processors, Management, store of data. 

Integration of Big Data Architecture with other 

Architectures 

In recent years, cloud computing has been integrated 

with other architectures such as BI architecture, DSS 

architecture, and SCM architecture. In 2013, the 

integrated Chan architecture was presented. Chan's 

integrated architecture is due to the integration of 

business intelligence architecture and Big Data 

architecture (See Fig. 6). In 2014, Samson and colleagues 

integrated the Big Data architecture with the BI 

architecture[32]. In Fig. 6, both architectures are 

presented without evaluation and have structural bugs. 

Table 3 depicts how Chan architecture and Samson 

architecture are compared in terms of their strengths and 

weaknesses. 

 
Table 3: A comparison of architectures derived from the 
integration of business intelligence architecture and Big Data 
architecture, to provide a conceptual model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Comparing Architectures  

We compared the architecture of Chan and Samson 

architecture with the proposed architecture. Table 3 

shows the results of this comparison in terms of strengths 

and weaknesses. 

Building a new architecture uses a systematic 

approach, that is, the architecture has an input and 

output. The first layer can be considered for the data 

source, the second layer for data storage and 

management, the third layer for the data analysis and 

intelligence, and the fourth layer for visualization tools 

and applications. It can be said that the first and second 

layers are the infrastructure layer, the third layer is the 

computational layer and the fourth layer is the 

application layer. Fig. 8 shows the proposed architecture. 

The performance of each layer is based on the name 

chosen for it.  

In this architecture, each layer has several sub-layers, 

and each substrate can be included components. The 

multiplicity of components of each sub layer allows for 

the creation of multiple and different models based on 

the proposed architecture. In each model, one or more 

components of the sub-layer were used. Selecting one or 

more components of each sub-layer component is based 

on the need specified in the model.  

A kind of architecture is proposed by Chan that applies 

to the business intelligence system [33]. The typical 

characteristics of this architecture are how to use them 

for real-time systems. The most problem of Chan 

architecture is the lack of assessment so there are some 

difficulties in the structure. One of these difficulties is in 

using tools or analyzing way (Map/Reduce) that portioned 

into two parts, one in the analytical sections and the other 

beside the HDFS. It is not structurally correct that use two 

parts with a name (Map / Reduce) with a fixed concept. 

Instead, we could name it in one place and refer it 

elsewhere. Samson architecture focuses on storing data 

through a system file with big database architecture. So it 

leads to facilitate comparability, whereas the traditional 

ways have not this capability. The most important 

capability mentioned for this architecture is a parallel 

processing warehouse with a big database so that it can 

provide more analyzes than those in the Map/Reduce of 

the Hadoop. It is made through direct accessing to data 

along with indirect access to data that is expected in this 

architecture. Samson and Chan have not presented any 

valuation on their architectures. From the points of view 

in structure or form of storing source, analyzing data, 

visualizing intelligence clearly has done. Big data 

architecture integrates with other ones in the article [34]. 

Moreover, big data architecture with a support system of 

decisions can be integrated. In this architecture, by 

identifying steps of the Simon model, integration of big 

database architecture is completed with the support of 

the system of design. Integration of the architecture of big 

databases with the architecture of the supply chain is 

done and is presented in the article [35]. 

Researcher 
(year) 

Strengths Weaknesses 

Chan 
(2013) [33] 

- Suitable for Real-Time 
Systems 

Failure to 
Structural, 

Lack of 
evaluation 

Samson et 
al. (2014) 

[32] 

- Scalability 

-Parallel processing of data 
warehouse with HDFS 

- Analysis beyond the map 
/ reduce 

Failure to 
Structural, 

Lack of 
evaluation 

This 
research 
(2022) 

-Presentation of a 
conceptual model at 
different levels and in 
different styles 

- Suitable for real-time 
systems and other systems 

- High scalability 

- Parallel processing of 
data warehouse and big 
data warehouse 

- Provide analyzes beyond 
Map / Reduce 

- Without structural forms 

- Architectural valuation of 
different methods 

Evaluation is 
time-

consuming 
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Proposed Architecture 

The proposed architecture is a four-layered 

architecture that integrates Big Data and business 

intelligence architectures. This integration is illustrated in 

Fig. 7 of the template. 

The first layer is a data source layer that has two 

substrates: The Big Data Sources sub-layer and the BI 

Sources sub-layer. Each of these sub-layers can be 

included in many data sources. The Big Data Sources sub-

layer can consist of raw data streams, data flow, 

unstructured data, semi-structured data, multi-

structured data, streaming events, images and videos, 

audio files, social media, text files, XML documents, 

webpage data, blogs, emails, Docs and PDFs, log server, 

marketing events, sensor data, GPS data, scientific 

research, machine logs, graph files, NOSQL files (Base, 

Mongo DB, Couch DB and sec). The BI Sources sub-layer 

contains structured data, operational systems data, 

RDBMS files (SQLServer, Oracle, Microsoft Access, MySQL 

and sec), software’s structured data (CRM, SCM, ERP, and 

sec).  

The second layer is the data storage and management 

layer, which can be considered as an infrastructure layer. 

This layer consists of two sub-layers: one is the Big Data 

warehouse sub-layer and the other is the Data warehouse  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

sub-layer. Each of these substrates can include the 

components shown below. The Big Data Warehouse sub-

layer includes HDFS, NOSQL (HBase, Mongo DB, and sec), 

Hive, Impala, Kudu, and RDD. The Data Warehouse sub-

layer includes Data Marts, RDBMS, MPP (Massively 

Parallel Processing). It should be noted that the Big Data 

warehouse is a new concept similar to the concept of 

storage, with the difference that the storage warehouse 

is a reservoir of data in which the data are simply copied 

and there are no categories for the data. In some scientific 

sources, such a concept has been named "data lake" [36], 

which is referred to here as the storage bin. 

The third layer is the Data Intelligence, Analytics, and 

Process Layer, which can be considered as the 

computation layer. This layer contains two sub-layers, 

one underlying Big Data Analytics sub-layer, and another 

BI Analytics sub-layer. Each of these substrates can 

include the following components: The Big Data Analytics 

sub-layer includes MAP Reduce, Real-Time Analytics, Pig, 

and Spark. The BI Analytics sub-layer includes OLAP. 

The fourth layer is the Data Presentation Tools and 

Applications Layer. This layer also has two sub-layers, one 

underlying the Big Data Presentation Tools and 

Applications sub-layer, and the other underneath the BI 

Presentation Tools and Applications sub-layer. Each of 

these sub-layers has the components listed below: 

Fig. 7: The overall four-layered architecture of the proposed architecture with the system approach. 

Fig. 8: A new four-layer architecture, derived from the integration of Big Data architecture and business intelligence architecture. 
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The Big Data Presentation Tools and Applications sub-

layer includes On-line APPs, Big Data tools (visualization, 

reporting, predictive, data mining, queries, machine 

learning), real-time APPs, and near real-time APPs. The BI 

Presentation Tools and Applications sub-layer includes 

dashboards, off-line APPs, developer environments, BI 

tools (visualization, reporting, predictive, data mining, 

queries, machine learning), custom APPs, and enterprise 

APPs. 

Proposed Architectural Style 

The proposed architectural style of different views is 

similar to some architectural styles but does not follow a 

particular style. It is the combination of several different 

styles and can be considered as an independent style. 

The proposed architecture can be compared to data 

stream styles in similarity. One of a variety of data stream 

styles is pipe styles and filters. In the proposed 

architecture, the BI Analytic and Data Warehouse 

sections act as filters, because data is entered there, and 

after processing and modification, it becomes a series of 

information and then exits. Data changes in BI Analytic 

can be done using OLAP, and in the Data Warehouse, this 

change is done by the ETL process. On the other hand, the 

connection between these two parts can be considered 

as a pipe, which is responsible for transmitting data and 

information from one part to another. 

In the similarity of proposed architecture with data-

driven styles, one of a variety of data-driven styles is the 

repository style. The proposed architecture in this regard 

is similar to the architecture in the Data Warehouse and 

Big Data Warehouse sections of the data container. 

As a Big Data repository, Big Data Warehouse shares 

its data between BI and Big Data Analytics. One of the 

components of data-driven styles is the processing 

elements that are potentially independent of each other. 

In the proposed architecture, BI Analytics and Big Data 

Analytics are process elements that are potentially 

independent and interconnected with the Big Data 

Warehouse database. 

The proposed architecture can be compared to the 

layered style. One of a variety of styles based on overlays 

is a layered style. In layered style, the layers are 

hierarchically placed together and the lower layer 

provides a higher level of service, in other words, the 

upper layer of the client and the lower layer of the server. 

To display layered layout architecture, layers with 

headings (infrastructure layer, computing layer, and 

application layer) can be utilized. The proposed 

architecture in the form of a layered style can be shown 

in Fig. 9. As we can see, the first layer is an infrastructure 

layer that includes data sources and data management 

and storage. The second layer is the computation layer, 

which includes intelligence, data analysis, and data 

processing. In the third layer, the application layer 

includes visualization tools and application software. 

The proposed architecture can also be compared with 

the service-oriented architectures. The proposed 

architecture is process-oriented, but it can be developed 

as a service-oriented architecture. In this case, the various 

components of the architecture will be linked together 

with a loose connection. This kind of connection will lead 

to the creation of a vibrant and dynamic system that can 

be considered as a competitive advantage for real-world 

businesses in today's marketplace. 

In the proposed architecture, if data sources are in a 

cloud environment, the Data Sources layer, as well as the 

Data Storage and Management layers, can be provided as 

a service, called Infrastructure as a Service. 

If we imagine the proposed four-layer architectures in 

the style of service-oriented architectures, it can be 

considered as three-layer architecture according to Fig.  

10. As we can see, the infrastructure service includes data 

storage and management. 

 

 
 

Fig. 9: Layered style architectural design. 

 
In this figure, the computing service provides 

intelligence, analysis, and data processing. The 

application service provides visualization tools and 

applications. These three layers are explained below: 

• The Infrastructure as a Service (Iaas) includes Big Data 

Warehouse as a Service and Data Warehouse as a 

Service. It extracts data from data sources that are 

commonly found in the cloud. It also has the task of 

storing and managing extracted data.  

Data Sources

Infrastractior Layer   

Data Storage and 

Management 

Computing Layer   

Data Intelligence, 

Analytic and Process 

Application Layer   

Data Presentation Tools 

and APPs  
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• The Computing as a Service (CaaS) includes Big Data 

Analytics as a Service and BI Analytics as a Service. It 

does the task of computing, analyzing data, 

intelligence, and processing data.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the proposed architecture, the sub-layer subsystem, 

various components, and tools are named, all of those 

components and tools are developed in a service-

oriented architecture, can be provided as a service. For 

example, in the Big Data Presentation Tools and APPS sub-

layer subdirectory, the Data Mining tool is provided, this 

tool can be provided in the service architecture offered as 

Data Mining as a Service. 

Evaluation with a Case Study 

Before the implementation of the architecture, the 

colored Petri-Nets and the tools written for it could be 

used to evaluate the architecture and convert the actual 

architecture into a formal architecture, as well as provide 

an executable version of the architecture. Although this 

method has so far been less widely used in evaluating 

information systems, due to their high capabilities, it can 

be a reliable method for evaluating information systems 

and their architecture. 

In this paper, we will focus on the proposed 

architecture. First, we will examine its strengths and 

weaknesses. Afterward, using an architecture simulation 

with the UML, it is then evaluated in a case study by Petri 

Networks. 

Evaluation by Comparison of Weaknesses and 
Strengths 

From different perspectives, one can study the 

weaknesses and strengths of an information system from 

an organizational, managerial, and Technology (technical) 

standpoint. Here, the strengths and weaknesses of 

Business intelligence, Big Data, and proposed 

architectures will be examined from a technological 

perspective. 

The strengths and weaknesses of BI from the 

perspective of technology are as follows: 

 

• The Application as a Service (AaaS) includes Big Data 

Presentation Tools and Applications as a Service and 

BI Presentation Tools and Applications as a Service. It 

does the task of visualizing and displaying 

information. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Strengths of BI architecture include: improving 

decision making [37], standards support [38], 

generalization and adaptation [4], personalization 

[38], reduced costs [39], faster reporting, and more 

accuracy [37]. 

• Weaknesses of the BI Architecture include failure to 

support Big Data, failure to provide advanced analysis 

[41], lack of support for multi-structured data [29], 

and strong support for semi-structured and 

unstructured data [22]. 

The strengths and weaknesses of Big Data from the 

perspective of technology are as follow: 

• Strengths of Big Data architecture include: analysis of 

Big Data ([29], [40]), high scalability ([24], [29]) , 

support for exploratory analysis [29] reducing 

miscellaneous data to reduce data volumes [40], 

providing more detailed for decisions-making by 

analyzing the Data, prevention of future system 

failure [40], acts as a good complement to the data 

warehouse, support for multicast data and low-cost 

hardware [29], low-cost Software ([21], [29])  and the 

storing and processing of data types (structured, 

semi-structured, and unstructured) ([24], [29]). 

• Weaknesses of Big Data architecture include Lack of 

full SQL support, Low ability to query and access 

information in Real-Time, Evolving management tools 

([29], [42]). 

By integrating business intelligence and Big Data 

architectures into the proposed architecture, all of the 

weaknesses of the BI architecture are covered by the 

strengths of Big Data architecture, as well as the 

weaknesses of Big Data architecture being covered by the 

strengths of the business intelligence architecture. Thus, 

the outcomes from the integration of both business 

intelligence and Big Data architectures are revealed.  

Fig. 10: Service-oriented architectural style architecture. 
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The strengths and weaknesses of the Proposed 

Architecture are as follows: 

• Strengths of the proposed architecture include 

strengths of the Big Data architecture and strengths 

of the business intelligence architecture. 

• Weaknesses of the proposed architecture include 

related to a possible problem in implementation, 

which can be measured after evaluation and 

experience collected. 

It can be concluded that these two architectures can 
be a good complement to each other. Thus, if these two 

architectures can be integrated together, they will remain 
protected and the interaction of the two architectures 

would not give rise to new flaws.  
In this case, with regard to the strengths of the 

proposed architecture, we can deduce that the strengths 
of the proposed architecture are almost equal to the sum 
of the strengths of business intelligence and Big Data 

architectures.  

Concerning the weaknesses of the proposed 

architecture, we can also deduce that the proposed 

architectural  weaknesses  are  equal  in   addressing   the 

weaknesses of business intelligence architecture and the 

weaknesses of Big Data architecture. Because the 

weaknesses of one are the other strengths, the resulting 

weaknesses of the proposed architecture will be zero and 

there will be no weaknesses for the proposed 

architecture.  

A weak point is that it cannot be resolved by 

integration, including the lack of implement the proposed 

architecture or the weakness created by the integration.  

Evaluation by Simulation with Unified Modeling 
Language 

A similar approach is integrated into the language of 

modeling.  

Although this language is not able to provide an 

executable model of architecture with various charts, it 

can provide a quasi-official model of software 

architecture. Here, the system is supposed to be based on 

the architecture of the proposed system, and then work 

like this system will be implemented using the Unified 

modeling language. The schema of the simulated system 

is shown in Fig. 11.  

 
 

 
 

 
 

 
 
 

 
Now, with the help of the use case diagrams, 

components, and sequences, we can the colored Petri-
Net drew the architecture-based system and perform a 

simulation. In the simulation, we use the Colored Petri-
Net in which a case study is required. 

The Case Study  

To evaluate the proposed architecture, we use a case 

study. The main goal, here, is to compare the proposed 

architecture with the traditional architecture used for 

business intelligence. With the traditional architecture of 

business intelligence in terms of quality performance 

attributes, performance is considered to be the most 

important quality attribute of software architecture.  

The performance measurement means measuring the 

time needed to perform the processes of a software 

system. The less time this system uses, the more efficient 

the system. Comparing two architectures, the most 

important component of the analogy that shows the 

superiority of one architecture to another architecture is 

the quality attribute of efficiency. Of course, in a complete 

comparison of the two architectures, all the quality 

attributes and requirements for both architectures must 

be compared to fully demonstrate the superiority of the 

architecture to the other architecture. But one of the 

most important of these attributes is the efficiency 

attribute;   the   other   attributes   and   requirements   are 

Fig. 11: The proposed architectural diagram of the proposed architecture. 
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either not measurable at this stage or their significance is 

less effective than the quality attribute.  

In this scenario-based case study, the traditional 

architecture of business intelligence with the proposed 

architecture is compared. First, the colored Petri-net of 

the simulated system is drawn that based on the business 

intelligence architecture. Also, the colored Petri-Net of 

the simulated system is drawn based on the proposed 

architecture. Thus, hundreds of simulated simulations are 

executed using hundreds of simulated petty networks, 

and then the average runtimes of the two systems are 

compared to determine which system is more efficient. 

 

Fig. 12 shows the Petri-Nets of the business 

intelligence system based on the typical BI architecture 

after implementation.  

The time values shown in the Finish section are the 

sum of the times from the beginning of the data entered 

into the system to the display of the final report to the 

user. 

Fig. 13 shows the Petri-Net system based on the 

proposed architecture after implementation. The time 

values shown in the Finish section are the sum of the 

times from the beginning of the data entry to the end of 

the final report to the user.

Fig. 12: Pure Color Networks of the BI System based on the architecture of the post-implementation. 
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Fig. 13: Colored Petri-Net dish the proposed architecture-based architecture after implementation. 
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Table 4 illustrates the results obtained from the 

implementation of the color scheme of the Pure Color 

Network of the Business Intelligence Based Architecture 

and the proposed architecture. To compare the 

performance, usually, the metric of the count steps and 

time are used ([43], [44]). As we can see, the average 

runtime scenario in the business intelligence system is 

based on the common architecture of 378 and the 

average runtime scenario in the proposed architecture is 

53. Also, other values, including the maximum time and 

total time of the proposed architecture are lower than 

that ofBI Architecture. Because of these lower values, the 

proposed system has more performance compared with 

the system-based system, based on the common 

architecture of business intelligence.  

 
Table 4: Comparison of the results from the implementation of 
the Colored Petri-Nets (Time in Second) 

 
It is concluded that the system based on the proposed 

architecture is more efficient and can produce more 

valuable output data at a lower cost. 

Results and Discussion 

In this paper, we integrated the business intelligence 

architecture and Big Data architecture to address the 

problems of business intelligence systems in dealing with 

Big Data, resulting in a new architecture. By comparing 

the proposed architecture and the BI-architecture, the 

weaknesses of the business intelligence architecture were 

identified. Moreover, these weaknesses were resolved by 

integrating with the Big Data architecture.  Also, in this 

paper, the evaluation of the business intelligence 

architecture as one of the complex architectures of 

information systems was carried out using the Colored 

Petri-Nets method. This proposed architecture allows 

companies and obtain more value from their data sources 

and receives stronger support from corporate executives 

and organizations in making executive decisions. 

The most important result that can be drawn from this 

research is that we have an integrated the perspective. 

We promoted business intelligence systems and Big Data 

technologies to help managers create new opportunities 

in solving specific problems. This integration creates new 

opportunities for solving the problems of business 

intelligence and Big Data systems, which will greatly help 

to the managers and stakeholders of these systems. 

Since the proposed architecture may have some side 

effects on the efficiency resources required, further 

research must be done. In addition, it is suggested that 

this proposed architecture be used in designing complex 

intelligence systems such as Business Intelligence Systems 

Decision support, resource management systems, supply 

chain management systems, and customer relationship 

management systems. 
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AaaS Application as a Service   

BI Business Intelligence 

BPM Business Performance Management  

CaaS Computing as a Service  

CPN Colored Petri Net  

CRC Class, Responsibilities, Collaborators 

Iaas Infrastructure as a Service 

NOSQL Not Only SQL 

OMG Object Management Group  

SA Software Architecture  

SOA Service-based architecture 

UML Unified Modeling Language 
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Background and Objectives: Cylindrical scanning technique is a well-established 
indirect measurement method to characterize a wide range of antenna patterns 
such as fan-beam antennas and phased array antennas with versatile radiation 
patterns. 
Methods: Cylindrical scanning technique which is based on the nearfield-to-far-
field transformation based on cylindrical mode coefficients (CMCs), cannot predict 
the antenna radiation pattern with a very narrow beamwidth in the azimuth plane 
accurately, because a remarkable error occurs during the calculation of the 
derivative of high-order Hankel functions in the CMCs extraction. We aim to 
address this issue and introduce a simple yet rigorous technique namely the 
sequential sampling method (SSM) in conjunction with the two-dimensional Fast 
Fourier Transform (2D-FFT) to efficiently calculate the far-field radiation pattern 
of a super-directive antenna with a very narrow beamwidth in the azimuth plane. 
Briefly, the SSM offers several sequences of progressive azimuth angles and the 
corresponding order of Hankel functions in such a way that CMCs fully span 360 
degrees of azimuth angles (𝝋) in the cylindrical coordinate system in each 
sequence. Afterward, by putting the far-field obtained by these sequences 
together, the final radiation pattern will have a high angular resolution. This 
technique can also be applied to determine the necessary criteria in the data 
acquisition step which should be satisfied to precisely measure the radiation 
pattern of super-directive antennas. These criteria are the maximum acceptable 
sampling resolution and the minimum value of the required azimuth angle (𝜑) in 
the data acquisition step if the far-field pattern is merely desired on the front side 
of the antenna.  
Results: For verifications, the far-field radiation pattern of an electrically large slot 
array antenna including 81×15 slots is calculated at 8.75 GHz by the proposed 
technique and the results are compared with the array theory. The results show 
that the azimuth pattern can accurately be measured as small as 0.1° resolution 
by the SSM. 
Conclusion: By comparing the results obtained by the proposed method and the 
traditional cylindrical scanning method, it can be inferred that the far-field pattern 
of an antenna with narrow beamwidth in the azimuth plane can easily be 
characterized by a cylindrical scanning system without any huge computational 
burden. 
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Introduction 
Nowadays, there are several methods to measure 

antenna radiation patterns [1]. These methods are 

divided into two categories, namely direct and indirect. In 

the direct method, the far-field pattern is measured 

without any intermediate step. Depending on the 
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electrical size of antenna, the measurement can be 

performed either in an indoor anechoic chamber or in 

free space. For a wide range of antennas, it is not possible 

to measure the far-field radiation pattern directly. The 

main reason is the large electrical size of these antennas 

and the corresponding far zone region. For example, the 

size of antennas in phased array radars is approximately 

several wavelengths.  

Therefore, the far-field region of these radiators will be 

more than several hundred meters. In this condition, 

setting up the far-field measurement system is a very 

complex and costly process. Therefore, measured results 

may not be valid due to several inevitable errors that may 

occur during the data acquisition. To overcome this 

drawback, indirect measurement methods have been 

introduced. In the indirect methods, some post-

processing algorithms must be performed to determine 

the electromagnetic radiation pattern with high accuracy 

[2]. These post-processing algorithms are configured 

based on the kind of data acquisition. According to the 

geometric shape where the data are acquired, three well-

established techniques, including planar, cylindrical, and 

spherical near-field measurements are introduced. 

Although, several other techniques such as data sampling 

over arbitrary geometries or curvatures are also reported 

in the literature [3]. These techniques are applied for 

special purposes.  

Each of the aforementioned near-field methods is 

useful for testing a particular antenna. For example, the 

planar near-field method is useful for testing high 

directive antennas with a nontrivial front-to-back ratio of 

the pattern. When it is necessary to evaluate the radiation 

behavior of the antenna on the backside, the cylindrical 

near-field (CNF) system is a very useful solution. In most 

cases, the radiation pattern of array antennas with large 

size in the elevation plane and medium size in the azimuth 

plane can easily be measured by cylindrical scanning 

systems [2]. Conversely, the spherical near-field systems 

are useful to characterize medium and low-gain antennas 

with omnidirectional and isotropic-like patterns.  

In the cylindrical scanning system, which is the case in 

this paper, the near-field data of the antenna under test 

(AUT), including amplitude and phase of electric fields, 

are acquired over a right circular cylinder or a cone-shape 

area via a simple probe. In practice, the acquisition 

process is performed by employing some measurement 

equipment and optical instruments (such as a laser 

tracker [1]) if high accuracy is needed. In the 

computational step as a post-processing task, the near-

field to far-field transformation is performed to 

characterize the antenna pattern [4]-[8]. There are two 

main techniques including 2D-FFT and the matrix method 

to describe the far-field pattern from near-field 

information. The first one is fast, very efficient, and 

almost accurate [7], however, the near-field data should 

be acquired in a uniform grid. Meanwhile, the latter can 

be implemented for nonuniform sampling, and therefore 

it is a very suitable solution for considering probe position 

error during the data acquisition [8], [9]. The main 

disadvantage of the matrix method is the high 

computational cost of post-processing, which is 

unsuitable for pattern measurement of electrically large 

size antennas. Both techniques benefit from the 

description of electromagnetic fields outside the antenna 

by orthogonal basis functions namely cylindrical waves. If 

the sampling grid is regular, 2D-FFT can be efficiently 

applied to calculate the unknown coefficients of basis 

functions or CMCs. Afterward, the far-field pattern can 

easily be described by the 1D-FFT routine. Meanwhile, if 

the sampling grid is nonuniform, the derivation of the far-

field pattern can be performed using the matrix 

operations [9] or interpolating the irregular NF data into 

regular [10], [11].  As pioneers in the field, AMETEK NSI-

MI is the world leader in near-field measurements and 

produce a full range of standard and customized 

measurement system for certain applications [12]. NSI-MI 

says that the cylindrical near-field measurement system is 

useful to measure broad beams in the azimuth plane such 

as fan beams. In other words, the beamwidth of the 

azimuth pattern is a restricted factor for using the CNF 

system.  

The basic theory behind the CNF systems expresses 

that the process of the far-field reconstruction pattern 

with an angular resolution of less than 0.5° in the azimuth 

plane involves describing near-field data with very high-

order cylindrical basis functions [1]. In this fashion, the 

calculation of high-order CMCs corresponding to 

orthogonal basis functions may be associated with some 

errors. For example, the authors in [13] used a nearly 

huge grid including 512 samples on the 𝜑-axis and 156 

samples on the z-axis to accurately measure the far-field 

pattern of a very large L-band radar antenna. In this 

measurement, the maximum cylindrical mode function is 

in order of 256 which leads to the azimuth angular 

resolution of 0.7°. If the smaller resolution in the azimuth 

plane is necessary, the higher order of CMCs and Hankel 

function is required.  

In this paper, a simple yet rigorous approach based on 

the SSM in conjunction with 2D-FFT is introduced to 

efficiently calculate the far-field radiation pattern with a 

very narrow beamwidth in the azimuth plane. The SSM 

offers several sequences of progressive azimuth angles 

along with the corresponding order of Hankel functions 

so that CMCs fully span 360 degrees for azimuth angles 

(𝜑) in each sequence. Afterward, by putting the far-field 

patterns obtained by these sequences together, the final 

radiation pattern will have a high angular resolution. We 

show that if these sampled sequences are arranged 
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together, the final resolution of the measured pattern in 

the azimuth plane would be as small as 0.1°. As an 

advantage of the proposed method, the monopulse 

antenna with a difference beam pattern in the azimuth 

plane can be rigorously measured with the accuracy of 

null position detection smaller than 0.1°.  

To verify the concept, a 25×81 slot array antenna is 

considered as the AUT and the near-field data over a 

conceptual cylinder around the antenna is calculated via 

an ideal isotropic probe. The AUT is considered in the YZ 

plane such that the 81 elements are aligned on the y-axis. 

By modeling the radiation behavior of each slot by a finite-

length magnetic dipole, a comprehensive mathematical 

framework is implemented to determine the radiation 

behavior of the entire slots in the array environment with 

every excitation distribution for slots provided that 

negligible mutual coupling exists between the slots. The 

proposed model enables the calculation of 

electromagnetic waves in both near-field and far-field 

regions. Therefore, the obtained results by the proposed 

model can also be employed to evaluate the near-field to 

far-field transformation algorithm developed by the SSM. 

Analytical Model for Data Acquisition  

The proposed model makes it possible to describe the 

radiated field of any slot or microstrip array in an arbitrary 

geometrical arrangement, flat or conformal, provided 

that the radiative behavior of the co-polarization (Co-Pol) 

and cross-polarization (Cross-Pol) components of the 

antenna can be modeled analytically. In addition, the 

model will be able to evaluate the radiated field in any 

desired area such as flat plane, cylinder, spherical, or even 

other conformal geometries such as cone. Therefore, one 

can employ it to verify the spherical scanning system as 

well. Note that this analytical method neglects the mutual 

coupling between the radiating elements in the array 

environment, hence, the model is valid while the coupling 

among the elements is negligible [14]. It is worth noting 

that the CADFEKO 2021 software is also able to calculate 

near-field waves around the antenna on a flat, cylindrical, 

spherical, and even cone areas. Therefore, it can be 

employed for data acquisition as well.  

A.  Theoretical Formulation  

The radiation behavior of a single slot and microstrip 

patch can roughly be modeled by a magnetic and electric 

dipole, respectively. This model is also valid when these 

elements are arranged in an array configuration provided 

that the mutual coupling between elements is negligible. 

Therefore, the calculation process of electric and 

magnetic fields surrounding the dipole array with any 

arrangement leads to establishing a comprehensive 

analytical model for evaluating the radiation pattern of 

slot and microstrip array antennas. First, the 

mathematical formulation is introduced for the model, 

afterward, the model is verified by a case study simulated 

in the CST software.  

According to the array theory, the electric field at any 

observation point in the free space can be described as 

the superposition of electric fields radiated from all 

elements. It is well-known that the electric field radiated 

by an electric and magnetic dipole which are aligned in 

the z-direction are as follows [15]: 

𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐 𝐷𝑖𝑝𝑜𝑙𝑒: 𝐸𝜃 = 𝐺𝜃 . 𝐼                        (1) 

𝑀𝑎𝑔𝑛𝑒𝑡𝑖𝑐 𝐷𝑖𝑝𝑜𝑙𝑒: 𝐸𝜑 = 𝐺𝜑 . 𝐼                        (2) 

where, 𝐺𝜃 is simply defined as below. 

𝐺𝜃 = −𝑗𝜂
𝑒

−𝑗𝑘0𝑟𝑓

2𝜋𝑟𝑓
[
𝑐𝑜𝑠(

𝑘0𝑑𝑓

2
𝑐𝑜𝑠𝜃𝑓)−𝑐𝑜𝑠(

𝑘0𝑑𝑓

2
)

𝑠𝑖𝑛𝜃𝑓
]           (3) 

Similarly, 𝐺𝜑 = −𝐺𝜃 𝜂⁄ . In (3), 𝑘0 is the free space 

wavenumber, 𝑑𝑓 is the dipole length which is greater than 

𝜆 10⁄ , (𝜆 is the wavelength). The parameter 𝜂 is the 

characteristic impedance in the free space and finally 𝜃𝑓 

is the angular parameter defined in the spherical local 

coordinate system. 

Equations (1) up to (3) are defined at the local 

coordinate system associated with each dipole element, 

i.e., (𝑥𝑓 , 𝑦𝑓 , 𝑧𝑓) (See Fig. 1). To express the radiated field 

of the element in the global coordinate system, i.e., 

(𝑥𝑔 , 𝑦𝑔 , 𝑧𝑔), one can employ the coordinate 

transformation technique presented in [16], and 

decompose the excitation current component of each 

dipole element into three components, 𝐼𝑥 , 𝐼𝑦 , 𝐼𝑧. Finally, 

regarding dipole directions, the electric field associated 

with each element is determined in every observation 

point in the global rectangular coordinate system. This 

scenario can be applied to every radiating element 

(including magnetic and electric dipole elements). 
  
 

 
 

Fig. 1: General dipole array configuration along with the local 
and global coordinate system. 

Using the superposition principle, the electric field 

radiated by all elements can be obtained at any arbitrary 

observation point.  

Therefore, the general form of (1) can be represented 

in the matrix form as follows: 
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[

[𝐸𝑥]𝑁𝑠×1

[𝐸𝑦]
𝑁𝑠×1

[𝐸𝑧]𝑁𝑠×1

] =

[
 
 
 
 
[𝐺𝑥𝑥]𝑁𝑠×𝑁𝑑

[𝐺𝑥𝑦]
𝑁𝑠×𝑁𝑑

[𝐺𝑥𝑧]𝑁𝑠×𝑁𝑑

[𝐺𝑦𝑥]𝑁𝑠×𝑁𝑑
[𝐺𝑦𝑦]

𝑁𝑠×𝑁𝑑
[𝐺𝑦𝑧]𝑁𝑠×𝑁𝑑

[𝐺𝑧𝑥]𝑁𝑠×𝑁𝑑
[𝐺𝑧𝑦]

𝑁𝑠×𝑁𝑑
[𝐺𝑧𝑧]𝑁𝑠×𝑁𝑑 ]

 
 
 
 

[

[𝐼𝑥]𝑁𝑑×1

[𝐼𝑦]
𝑁𝑑×1

[𝐼𝑧]𝑁𝑑×1

]   (4) 

The conversion blocks, [𝐺𝑖𝑗]𝑁𝑠×𝑁𝑑
, in (4) are defined to 

convert the dipole current in the ‘j’ direction to the 

electric field component along the ‘i’ direction. For 

example, if a specific dipole is aligned to the x-direction, 

all entries of conversion blocks, [𝐺𝑖𝑗]𝑁𝑠×𝑁𝑑
, associated 

with that element are zero except the ones with 
[𝐺𝑖𝑥]𝑁𝑠×𝑁𝑑

 indices. The parameters 𝑁𝑑  and 𝑁𝑠 are the 

number of dipoles and observation points, respectively. 

The derivation scenario of [G] blocks is summarized as 

follows: 

• Determine 𝑥𝑔,𝑁𝐹 , 𝑦𝑔,𝑁𝐹  and 𝑧𝑔,𝑁𝐹 according to the 

near-field sampling area. (For example, cylinder in 

this case) 

• Determine 𝑟𝑔, 𝜃𝑔  and 𝜙𝑔 in the spherical coordinate 

system as follows: 

(𝜃𝑔,𝜙𝑔) = (𝑡𝑎𝑛−1 (
√𝑥𝑔

2 + 𝑦𝑔
2

𝑧𝑔

) , 𝑡𝑎𝑛−1 (
𝑦𝑔

𝑥𝑔

)) 

𝑟𝑔 = √𝑥𝑔
2 + 𝑦𝑔

2 + 𝑦𝑔
2 

• Decompose each dipole to three dipoles along the x, 

y, and z-directions. 

• Following [16] and determining the type of transfer 

matrix, namely ℜ, for these three decomposed 

components which are defined for each dipole. For 

example: ℜXZX, ℜ𝑍𝑋𝑍, ℜ𝑍𝑌𝑍  or ℜ𝑋𝑌𝑍, where the 

[ℜ𝑖𝑗𝑘] denotes the rotation matrix around 𝑘, 𝑗, and 𝑖 

axes, respectively. This process should be done 

element by element in the array. It is worth noting 

that the dipole direction is the only determinative 

factor to use what form of [ℜ𝑖𝑗𝑘] needs to describe 

the electromagnetic behavior of dipole. The matrix, 

[ℜ𝑖𝑗𝑘], can be determined by multiplying three 

rotation matrices which are constructed from three 

decomposed components of the excitation current 

vector along the x-, y-, and z-directions. These three 

rotation matrices are defined based on the Euler 

angles 𝛼, 𝛽, 𝛾. In the following, two forms of [ℜ𝑖𝑗𝑘] 

are described based on the Euler angles [16]: 

        ℜ = ℜXZX(α, β, γ)

= [
cosγ sinγ 0
−sinγ cosγ 0
0 0 1

] [

1 0 0
0 cosβ sinβ
0 −sinβ cosβ

] 

[
cosα sinα 0
−sinα cosα 0
0 0 1

] 

ℜ = ℜZYZ(α, β, γ)

= [
cosγ sinγ 0
−sinγ cosγ 0
0 0 1

] [
cosβ 0 sinβ
0 1 0
−sinβ 0 cosβ

] 

[
cosα sinα 0
−sinα cosα 0
0 0 1

] 

Accordingly, as shown in (4), three components of 𝐺 

are required to fully characterize the 

electromagnetic behavior of the dipole aligned in an 

arbitrary direction.  

•  Transfer the near-field points in the global 

coordinate system (𝑥𝑔,𝑝, 𝑦𝑔,𝑝 and 𝑧𝑔,𝑝) to the local 

coordinate system associated with the mnth element 

as follows: 

xf,p = ℜ11(xg,p − xe,m) + ℜ12(yg,p − ye,m) + ℜ13(zg,p − ze,m)

yf,p = ℜ21(xg,p − xe,m) + ℜ22(yg,p − ye,m) + ℜ23(zg,p − ze,m)

zf,p = ℜ31(xg,p − xe,m) + ℜ32(yg,p − ye,m) + ℜ33(zg,p − ze,m)

 

where 𝑝 denotes the number of observation points 

in the near-field region and m is the element 

numbers in the array environment. In addition, the 

subscript 𝑔 and 𝑓 denote the local and global 

coordinate systems, respectively.  

• Determine 𝑟𝑓,𝑝, 𝜃𝑓,𝑝  and 𝜙𝑓,𝑝 in the spherical 

coordinate system from xf,p , yf,p and zf,p. 

• Calculate 𝐺𝑓,𝜃 and 𝐺𝑓,𝑝
𝜙

 for magnetic dipole are as 

follows [15]:  

𝐺𝑓,𝑝
𝜃 = −𝑗𝜂

𝑒
−𝑗𝑘0𝑟f,p

2𝜋𝑟f,p
[
𝑐𝑜𝑠(

𝑘0𝑑f,p

2
𝑐𝑜𝑠𝜃f,p)−𝑐𝑜𝑠(

𝑘0𝑑f,p

2
)

𝑠𝑖𝑛𝜃f,p
], 

𝐺𝑓,𝑝
𝜙

= 0  

• Calculate 𝐺𝑓,𝑝
𝑥 , 𝐺𝑓,𝑝

𝑦
 and 𝐺𝑓,𝑝

𝑧  from 𝐺𝑓,𝑝
𝜃  and 𝐺𝑓,𝑝

𝜙
 

components determined in the previous step. 

• Transform 𝐺𝑓,𝑝
𝑥 , 𝐺𝑓,𝑝

𝑦
 and 𝐺𝑓,𝑝

𝑧  to the global coordinate 

system 𝐺𝑔,𝑝
𝑥 , 𝐺𝑔,𝑝

𝑦
 and 𝐺𝑔,𝑝

𝑧 , as follows: 

𝐺𝑔,𝑝
𝑥 = ℚ11𝐺𝑓,𝑝

𝑥 + ℚ12𝐺𝑓,𝑝
𝑦

+ ℚ13𝐺𝑓,𝑝
𝑧

𝐺𝑔,𝑝
𝑦

= ℚ21𝐺𝑓,𝑝
𝑥 + ℚ22𝐺𝑓,𝑝

𝑦
+ ℚ23𝐺𝑓,𝑝

𝑧

𝐺𝑔,𝑝
𝑧 = ℚ31𝐺𝑓,𝑝

𝑥 + ℚ32𝐺𝑓,𝑝
𝑦

+ ℚ33𝐺𝑓,𝑝
𝑧

 

where [ℚ]=[ℜ]−1. 

Following the above guideline, all entries of coefficient 

matrix ([𝑮]) represented in (4) are determined whose 

dimension is 3𝑁𝑠 × 3𝑁𝑑 . The factor 3 observed in the 

matrix dimension returns to the three decomposed 

components of each dipole in the array antenna. 

B.  Verification of the Analytical Model for Data 
Acquisition 

As an example, the radiation behavior of the array 

shown in Fig. 2(a) is characterized by the proposed model. 

50 elements of magnetic dipoles are placed together in 

the YZ plane with 𝜃 angles shown in Fig. 2(b) The 𝜃 angles 

are defined relative to the z-axis. The working frequency 

and dipole spacing are considered to be 8.75GHz and 
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24mm, respectively. The current magnitudes of the 

dipoles are set in the form of Taylor distribution with a 

side-lode level (SLL) of -40dB and 𝑛̅ = 4 [15]. The 

progressive phases of the dipoles are set to zero, hence, 

the main beam of the pattern is aligned at 𝜃 = 90°. Fig. 3 

shows the [G] tensor defined in (4) as well as the far-field 

co-pol and cross-pol of the pattern at 𝜃 = 90°. It is worth 

noting that an interesting application of this analytical 

model is to solve the inverse problem and extract the 

dipole currents from known E-field distribution around 

the array (which can be obtained by planar near-field 

measurement). As such, the array calibration can also be 

performed by this method. That is, by sampling the near-

field around the antenna and finding the amplitude and 

phase of excitation current of the elements, it is possible 

to compare the real state of every element in the array 

configuration with their ideal states, and then, 

appropriate modifications can be adopted for faulty 

elements. 
 

 
(a) 

 
(b) 

Fig. 2: (a) Dipole array configuration. (b) The values of 𝜃 angles 
relative to the z-axis for determining the element directions. 

To further verify the proposed method, a 50-element 

slot array antenna with slot angles defined in Fig. 2(b) is 

simulated by the time-domain solver in the CST software, 

and the electric field data is extracted on a line at x=10 

cm. In addition, the far-field pattern of the antenna is 

simulated and recorded in 𝜑 = 0° plane for comparision 

with the results obtained by the theoretical model. The 

theoretical model is established by arranging 50 elements 

of magnetic dipoles together in such a way that the dipole 

directions are exactly aligned to the slot directions and 

dipole center positions coincide with slot centers. Dipole 

currents can be obtained by solving the inverse problem, 

𝐼 ̅ = 𝐺̅̅−1𝐸̅𝑁𝐹 , where 𝐸̅𝑁𝐹  is the near-field data extracted 

from the CST software. In the next step, the far-field 

pattern of the antenna is calculated by the theoretical 

model. This is simply accomplished by considering the 

observation points (𝑟𝑔 , 𝜃𝑔  and 𝜙𝑔) in the far zone on the 

𝜑 = 0° plane.  
 

 
(a) 

 
(b) 

 
(c) 

Fig. 3: (a) Amplitude and (b) phase of [G] tensor for antenna 
configuration shown in Fig. 2. (c) Calculated far-field radiation 

pattern on the 𝜙 = 0° plane. 

Fig. 4 shows the simulation setup in the CST software 

to extract 𝐸̅𝑁𝐹  and the far-field pattern. The comparison 
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of the far-field pattern obtained by the CST software and 

the theoretical model is presented in Fig. 5. The results 

show that the proposed model enables to fully 

characterize the slot array antenna pattern. Therefore, 

the analytical model for data acquisition is prepared to 

extract the near-field data on a cylinder, which is a crucial 

step for setting up a CNF system. 

Fundamentals of CNF Measurement Technique 

The electromagnetic waves around an arbitrary 

antenna can be described by a set of CMCs as follows [1]: 

  
Fig. 4: Characterization of slot array radiation pattern by 

sampling nearfield data over the line at x=10 cm.  

 
Fig. 5: The comparison between the far-field pattern of the slot 
array extracted from the theoretical model and the full-wave 

simulation. 

𝐸𝑧
𝑁𝐹(𝜑, 𝑧) =

∑ ∫ 𝑏𝑛(𝑘𝑧)
𝑘𝜌

2

𝑘0
𝐻𝑛

(2)
(𝑘𝜌𝑎)𝑒𝑗𝑛𝜑𝑒−𝑗𝑘𝑧𝑧+∞

−∞
𝑑𝑘𝑧

𝑀
𝑛=−𝑀          (5) 

𝐸𝜑
𝑁𝐹(𝜑, 𝑧) = ∑ ∫ {𝑏𝑛(𝑘𝑧)

𝑛𝑘𝑧

𝑎𝑘0
𝐻𝑛

(2)
(𝑘𝜌𝑎) −

+∞

−∞
𝑀
𝑛=−𝑀

𝑎𝑛(𝑘𝑧)
𝜕𝐻𝑛

(2)
(𝑘𝜌𝑟)

𝜕𝑟
|
𝑟=𝑎

} 𝑒𝑗𝑛𝜑𝑒−𝑗𝑘𝑧𝑧 𝑑𝑘𝑧                  (6) 

In (5) and (6), n is the mode index and 𝑀 is the 

maximum number of modes that should be defined based 

on the accuracy of the calculations in the 𝜑 direction. The 

parameter 𝑎 is the scanner cylinder radius. According to 

[1], 𝑀 = 𝑘0𝑟𝑡 + 𝑀0 where 𝑟𝑡 is the minimum radius of a 

conceptual cylinder encompassed the AUT and 𝑀0 is 

chosen larger than 10 corresponding to the required 

accuracy. For example, the pattern measurement of a 

large antenna with small beamwidth in the 𝜑 direction, 

requires a large number of CMCs for the far-field 

calculations. 

As stated in [1], since the maximum separation among 

the sampling data in the 𝜑 direction is forced by Δφ ≤
𝜋

𝑀
, 

we do not have freedom for choosing number of modes 

and data sampling steps in the 𝜑 direction, 

simultaneously. Therefore, to measure the patterns with 

narrow beamwidth in the azimuth plane, first, it should be 

selected the desired 𝜑 steps and, then determined the 

maximum mode number. The radial wavenumber, 𝑘𝜌, in 

(5) and (6) is equal to √𝑘0
2 − 𝑘𝑧

2, where 𝑘𝑧 = −
𝜋

Δ𝑧𝑠𝑐𝑎𝑛
+

2𝑚π

𝑛𝑘𝑧   Δ𝑧𝑠𝑐𝑎𝑛
 and 𝑚 = [0, 𝑛𝑘𝑧

− 1]. The parameter  𝑛𝑘𝑧
 is the 

number of points in the spectral domain along the z-axis 

which is in the form of 2𝑞(𝑞 > 9). The coefficients 𝑎𝑛(𝑘𝑧) 

and 𝑏𝑛(𝑘𝑧) in (5) and(6) are CMCs which can easily be 

obtained by some mathematical manipulations [1]: 

 𝑏𝑛(𝑘𝑧) =
𝑘0

𝑘𝜌
2𝐻𝑛

(2)
(𝑘𝜌𝑎)

ℰ𝑣(𝑛, 𝑘𝑧)                            (7) 

𝑎𝑛(𝑘𝑧) =
1

𝜕𝐻𝑛
(2)

(𝑘𝜌𝑟)

𝜕𝑟
|

𝑟=𝑎

[𝑏𝑛(𝑘𝑧)
𝑛𝑘𝑧

𝑎𝑘0
𝐻𝑛

(2)
(𝑘𝜌𝑎) −

ℰ𝐻(𝑛, 𝑘𝑧)]                    (8) 

Equations (7) and (8) show that CMCs are obtained in 

matrix form, that is [𝑎𝑛]𝑛𝑘𝑧×𝑛 and [𝑏𝑛]𝑛𝑘𝑧×𝑛. The 

quantities, ℰ𝑣(𝑛, 𝑘𝑧), and  ℰ𝐻(𝑛, 𝑘𝑧) are the spectral 

components of the tangential near-field data on the 

sampling cylinder as follows [1]: 

ℰ𝑣|𝐻(𝑛, 𝑘𝑧) =
1

4𝜋2 ∫ ∫ 𝐸𝑧|𝜑
𝑁𝐹 (𝜑, 𝑧)

+∞

−∞

+∞

−∞
𝑒−𝑗𝑛𝜑𝑒𝑗𝑘𝑧𝑧𝑑𝜑𝑑𝑘𝑧 =

1

4𝜋2 𝑓𝑓𝑡𝑠ℎ𝑖𝑓𝑡 (𝐹𝐹𝑇2(𝐸𝑧|𝜑
𝑁𝐹 (𝜑, 𝑧), 𝑛𝑘𝑧

, 𝑛))                  (9) 

Finally, the far-field components of electric fields can 

be described based on CMSs as follows [1]: 

𝐸𝜃
𝐹𝐹(𝜃, 𝜑) = 

−2𝑗𝑘0𝑠𝑖𝑛𝜃
𝑒−𝑗𝑘0𝑅

𝑅
∑ 𝑗𝑛𝑏𝑛(𝑘0𝑐𝑜𝑠𝜃)𝑒𝑗𝑛𝜑𝑁

𝑛=−𝑁 =

−2𝑗𝑘0√1 −
𝑘𝑧

2

𝑘0
2

𝑒−𝑗𝑘0𝑅

𝑅
ℂ[𝑓𝑓𝑡(𝑏𝑛(𝑘0𝑐𝑜𝑠𝜃)𝑒𝑗𝑛𝜑)]        (10a) 

𝐸𝜑
𝐹𝐹(𝜃, 𝜑) = 

−2𝑗𝑘0𝑠𝑖𝑛𝜃
𝑒−𝑗𝑘0𝑅

𝑅
∑ 𝑗𝑛𝑎𝑛(𝑘0𝑐𝑜𝑠𝜃)𝑒𝑗𝑛𝜑𝑁

𝑛=−𝑁 =

−2𝑗𝑘0√1 −
𝑘𝑧

2

𝑘0
2

𝑒−𝑗𝑘0𝑅

𝑅
ℂ[𝑓𝑓𝑡(𝑎𝑛(𝑘0𝑐𝑜𝑠𝜃)𝑒𝑗𝑛𝜑)]        (10b) 

In the above equations, the operator FFT2 is the two-

dimensional Fast Fourier transform which can be 

efficiently evaluated by MATLAB software with a 

computational burden of 𝑁(𝑙𝑜𝑔𝑁). Similarly, the 

operator "𝑓𝑓𝑡𝑠ℎ𝑖𝑓𝑡" is employed to shift the zero-

frequency component to the center of the spectrum in 

MATLAB.  

The operator ℂ in (10b) returns the Fourier transform 

of each row of 𝑎𝑛 matrix. As can be seen in (9), and (10) 

both near-field data extraction and the far-field pattern 

reconstruction processes can be performed by the Fast 

Fourier technique, (the two-dimensional form for the 

near-field data extraction and the one-dimensional form 

for the far-field calculation).  



Pattern Measurement of Large Antenna by Sequential Sampling Method in Cylindrical Near-Field Test 

J. Electr. Comput. Eng. Innovations, 11(1): 103-118, 2023                                                                        109 
 

Sequential Sampling Method 

A.  Basic Concept 

During the computation of CMCs in the CNF system, it 

is necessary to keep in mind that the choice of the 

sampling steps along the 𝜑 direction or, equivalently, the 

choice of mode numbers should be done in such a way 

that the cylindrical basis functions span a full cycle of 

360°, without any overlap or gap among the samples [1]. 

The discussion presented in the previous section shows 

that when the sampling process in the 𝜑 direction is done 

with very small steps, e.g., 0.1°, it means that the 

parameter 𝑛 in (5) and (6) should be selected in the 

interval [−1800, 1800]. This guarantees a full span of 

360° in the azimuth plane by the steps of 0.1°. In other 

words, the derivative of Hankel-function type two should 

be calculated for mode numbers up to 1800. Our 

investigations show that the MATLAB software can return 

the values of the derivative of Hankel-function type two 

by a maximum mode number of 500 with negligible error. 

This mode number corresponds to the sampling step of 

0.36° in the 𝜑 direction. This bottleneck restricts the 

capability of the CNF system. That is why the CNF system 

is almost applied to measure specific antennas with 

relatively wide beamwidth in the 𝜑 direction. If needed, 

the interpolation technique is used in classical 

approaches to obtain better results in the 𝜑 direction [1], 

[17]-[19]. However, in most cases, the interpolation is 

unable to accurately predict the antenna pattern at some 

angles where sharp variations occur in the beam such as 

the null position in the monopulse patterns. 

Closer examination of (5) up to (10) makes clear the 

fact that the far-field pattern obtained by the CNF 

measurement system in the 𝜑 direction is in discrete 

summation form of electric fields, that is, the measured 

far-field pattern is calculated at those points that are 

sampled in the 𝜑 direction. For example, if the near-field 

data are recorded in the 𝜑 direction by 0.2° steps, the 

final measured pattern has a resolution of 0.2°. This is in 

contrast to the measured pattern in the z-direction (or 

elevation plane). In fact, the accuracy of the pattern in the 

z-direction can be enhanced by simply padding the near-

field data in the z-direction. (See (9)). According to this 

fact, the far-field pattern in the 𝜑 direction can be 

reconstructed by a repetitive routine in which the high-

resolution pattern is constructed part by part. To do this, 

we offer the sequences of sampling points in the 𝜑 

direction to obtain the fine resolution yet keep the 

accuracy of the computation (by limiting the mode 

numbers to 500 or smaller). To better explain the 

proposed method, let us assume that the required 

accuracy of the measured pattern in the 𝜑 direction is 

0.1°. (b) 

Fig. 6 depicts the proper sequences of the 𝜑 angles 

where the near-field to-far-field transformation should be 

performed for each sequence to obtain 𝑃𝑖 . By putting the 

𝑃𝑖  patterns together, the resulted pattern has a fine 

resolution as desired (i.e., 0.1°). As can be seen in Fig. 6, 

the data acquisition process should be accomplished with 

the desired resolution to provide the required data for 

each sequence. In the next step, the number of 

sequences, 𝑁𝑠𝑒𝑞 , should be determined based on Δ𝜑𝑠𝑒𝑞 . 

In this regard, it can be expressed the number of 

sequences as follows: 

𝑁𝑠𝑒𝑞 =
Δ𝜑𝑠𝑒𝑞

Δ𝜑𝐷𝑎𝑡𝑎 𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛
=

0.5

0.1
= 5                             (11) 

Acquisition 

data 

0 0.1 0.2 0.3 0.4 0.5 …. 

300 … 359.7 359.8 359.9 

M_Total 1800 

(a) 

Sequsence 

Number 

Phi angles to calculate 𝑖𝑡ℎ pattern relating to 

the 𝑖𝑡ℎ sequence 

Step 1 

0 0.5 1 1.5 2 … 359.5 

Maximum Mode Number: 𝑀𝑠𝑒𝑞1 = 360 

Calculated Far-field Patter= 𝑃1 

Step 2 

0.1 0.6 1.1 1.6 2.1 … 359.6 

Maximum Mode Number: 𝑀𝑠𝑒𝑞2 = 360 

Calculated Far-field Patter= 𝑃2 

Step 3 

0.2 0.7 1.2 1.7 2.2 … 359.7 

Maximum Mode Number: 𝑀𝑠𝑒𝑞3 = 360 

Calculated Far-field Patter= 𝑃3 

Step 4 

0.3 0.8 1.3 1.8 2.3 … 359.8 

Maximum Mode Number: 𝑀𝑠𝑒𝑞4 = 360 

Calculated Far-field Patter= 𝑃4 

Step 5 

0.4 0.9 1.4 1.9 2.4 … 359.9 

Maximum Mode Number: 𝑀𝑠𝑒𝑞5 = 360 

Calculated Far-field Patter= 𝑃5 

(b) 

Fig. 6: (a) The 𝜑 angle values needed for the data acquisition 
process by the SSM. (b) Proper 𝜑 angle sequences to limit the 

maximum mode numbers to 360 which leads to the calculation 

of  𝑃𝑖 pattern with a high accuracy in MATLAB. 

B.  Verification of the SSM for Sum Pattern 

To confirm the advantage of the SSM, a slot-array 

antenna including 25 rows and 81 columns is considered 

as the AUT (See Fig. 7). As shown in Fig. 7, the elements 

are located on the YZ plane. Since all 81 elements are in 
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the Y-axis direction, the antenna beamwidth in the 

azimuth plane will be narrow (about 1.4°), and hence, this 

is a good case to benchmark the SSM advantage. The 

working frequency is considered 8.75 GHz with the 

corresponding wavelength around 34 mm. The distance 

between each of the 81 elements in each row is 21.5mm. 

The width of each slot is equal to 2 mm. The separation 

among rows is 15 mm.  

Therefore, the antenna dimension is 1.72 m × 0.36 m. 

The angle of slots with respect to the z-axis is determined 

by following the design method presented in [14]. 

Discussion about the slot array design method goes 

beyond the scope of the present paper.  

Note that in a practical cylindrical scanner, the data 

acquisition process can be performed by rotating the AUT 

through a rotary positioner and moving a standard probe 

along the z-axis. The CNF configuration including the 

sampling points in the near-field region, where the 

tangential electric fields should be recorded, is shown in 

Fig. 7. The near-field components of the electric fields on 

the cylinder can be theoretically calculated by following 

the procedure outlined in the previous section. The radius 

of the scanning cylinder is considered to be 1.15m to 

avoid any physical contact between the antenna and 

probe during the data acquisition.  

Fig. 8 shows the tangential electric field components of 

the slot array at 8.75 GHz which are depicted on the 

sampling cylinder. The height of the cylinder is considered 

as 2m to cover an acceptable angular range for the 

pattern in the elevation plane. As can be seen in Fig. 8, the 

peak values of the near-field components occur at the 

boresight direction, therefore, it is expected that the main 

beam of the far-field pattern is aligned in the boresight 

direction.  

 

 

Fig. 7: Cylindrical sampling configuration developed in MATLAB. 

According to the antenna dimensions, the maximum 

mode number is 𝑀 ≈ 186 assuming 𝑀0 = 10, which 

leads to Δ𝜑 < 0.96°. Near-field-to-far-field 

transformation by the use of the sampling data with the 

step of Δ𝜑 = 0.9° is accomplished in the azimuth plane. 

The results are shown in Fig. 9a. It can be observed that 

the measured pattern cannot follow the overall behavior 

of the desired pattern, especially in sidelobe regions and 

so the results are not satisfactory. If Δ𝜑 = 0.5°, 0.1° 

corresponding to 𝑀 = 360, 1800, the measured patterns 

obtained by the CNF system are shown in Fig. 9(b) and Fig. 

9(c), respectively.  

The reduction of the sampling step should naturally 

increase the accuracy of antenna pattern measurement, 

but this has not happened. This problem is solved by 

properly using the SSM. 

 

 

(a) 

 

(b) 

Fig. 8: Tangential electric field components of the slot array at 
8.75 GHz. The sampling step in the 𝜑 and z directions are 0.1° 
and 1 mm, respectively. Note that the sampling step in the z-
direction should satisfy the Nyquist theorem that is smaller 

than half of the wavelength.  

The results obtained by employing the SSM are shown 

in Fig. 10 which confirm the usefulness of applying the 

SSM in the CNF measurement system. Note that the far-

field patterns represented in Fig. 9 and Fig. 10 with the 

label ‘array theory’ are calculated by the same algorithm 

developed for near-field data acquisition. The difference 

is that (𝑥𝑔, 𝑦𝑔 , 𝑧𝑔) are defined in far-field region similar to 

that presented in Fig. 3.  
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(a) 

 
(b) 

 
(c) 

Fig. 9: The comparison between the far-field results obtained 
by the ideal array theory and the CNF system without using the 

SSM. The parameter Δ𝜑 is considered as (a) 0.9° (b) 0.5° (c) 
0.1°. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 10: The comparison between the far-field results obtained 
by the ideal array theory and the CNF system by using the SSM. 

Δ𝜑𝐷𝑎𝑡𝑎 𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛 = 0.1°, Δ𝜑𝑠𝑒𝑞 = 0.5, and 𝑁𝑠𝑒𝑞 = 5. (a) |𝐸𝜑| 

at 𝜃 = 90°. (b) closer view of |𝐸𝜑| at 𝜃 = 90°. (c) |𝐸𝜃| at 𝜃 =

90° (d) |𝐸𝜑| at 𝜑 = 0° (e) |𝐸𝜃| at 𝜑 = 0°. 

C.  Verification of the SSM by Measuring the Difference 
Pattern 

It is well-known that monopulse antennas are widely 

used in radar systems for tracking purposes. Depending 

on the design goal, a deference pattern can be made in 

both azimuth and elevation planes. Detecting the null 

position in deference pattern and slope value of the beam 

around the null position, which all have a direct effect on 

the angle tracking error, are the main challenges in the 

pattern measurement of these antennas. For example, if 

the aperture size of a radar antenna is large in the azimuth 

plane (similar to that presented in Fig. 7) and the antenna 

is designed to radiate an azimuth difference pattern, the 

resulted monopulse pattern will be formed in the azimuth 

plane with a narrow beamwidth. In this fashion, antenna 

pattern measurement in the azimuth plane is difficult 

with the CNF system. This is why a large number of CMCs 

is required to accurately describe the far-field pattern. 

Therefore, as mentioned before, the measurement 
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results experience considerable errors if the conventional 

cylindrical scanning method is used.  

In this subsection, an azimuth difference pattern with 

narrow beamwidth is generated by properly exciting the 

array elements described in section B. Afterward, the far-

field radiation pattern is calculated with and without 

using the SSM in the CNF system to further highlight the 

advantage of the SSM to calculate the difference pattern 

with high accuracy, especially around the null position. In 

doing so, Taylor and Bayliss distributions in the elevation 

and azimuth planes are considered respectively as the 

desired excitation functions. For both Taylor and Bayliss 

functions, 𝑛̅ and sidelobe levels are considered 4 and -40 

dB, respectively. Fig. 11 shows the normalized excitation 

current distribution of the array to generate a difference 

pattern in the azimuth plane. Near-field components 

including 𝐸𝑧 and 𝐸𝜙  are sampled on a cylinder with the 

radius and height equal to 1.15m and 2m, respectively as 

shown in Fig. 12. It can be observed that 𝐸𝜙  component 

has a null in the front side of the antenna which leads to 

the generation of a null in the far zone. Also, 𝐸𝜙  is a 

stronger field than 𝐸𝑧 on the cylinder indicating that the 

major contribution of the far-field pattern is provided by 

𝐸𝜙. 

 

 

Fig. 11: Excitation current distribution of the array with the 
configuration shown in Fig. 7.  

 

 

(a) 

 
(b) 

Fig. 12: Near-field components of the electric field on the 
scanning cylinder. 

As the sampling step varies from 0.9° to 0.1°, the 

observations are similar to those presented for the sum 

pattern in Fig. 9. To conserve space, the far-field results 

have not been presented in this subsection. A proper 

explanation that can be given in this regard is that when 

Δ𝜑 is considered as 0.9°, it can be inferred that the near-

field-to-far-field transformation cannot predict the 

radiation pattern accurately. When the sampling step is 

reduced from 0.9° to 0.5°, the resulted pattern will be 

more accurate; but as the sampling step decrease from 

0.5° to 0.1°, a considerable error is observed in the 

results. The reason behind this fact comes from the 

inaccuracy of calculating the CMCs during the 

transformation of the near-field data to the far-field 

pattern as the number of modes increases. Furthermore, 

the error due to the use of more CMCs in the far-field 

calculation process is much greater than the error due to 

the use of large step sizes in data acquisition. 

Note that this error affects the angle tracking error 

because the slope and position of the null in the 

difference pattern suffer some errors. Our investigations 

show that this error enhances when the beam is scanned. 

To prove this claim, a scanned beam is generated by the 

array and the far-field pattern of the antenna is calculated 

by two techniques, i.e., array theory and the classical CNF 

method. To do this, a given progressive phase is applied 

to the rows and columns of the array to scan the beam in 

the elevation and azimuth planes by 20° and 15°, 

respectively. It is found that the pattern in the side-lobe 

region along with the null position of the main beam and 

slope of the beam around the null include some errors 

which are more than the errors in broadside radiation.  

In light of the above discussion, the need for an 

accurate method to calculate the difference pattern for 

all beam directions is inevitable. The classical CNF suffers 

from inaccuracy and the SSM technique can significantly 

enhance the measurement accuracy. Fig. 13 shows the 

far-field pattern of the antenna by the use of the SSM. In 
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the SSM, Δ𝜑𝐷𝑎𝑡𝑎 𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛 = 0.1° and Δ𝜑𝑠𝑒𝑞 = 0.5, 

𝑁𝑠𝑒𝑞 = 5 are considered. In this design, the null position 

is considered at the broadside. It is observed that both co-

pol and cross-pol patterns are calculated properly when 

compared with the ideal results.  

 

 

(a) 

 

(b) 

 

(c) 

 
 (d) 

 

(e) 

Fig. 13: The comparison between the far-field results of the 
difference pattern obtained by ideal array theory and the CNF 

system by using the SSM. Δ𝜑𝐷𝑎𝑡𝑎 𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛 = 0.1° and 

Δ𝜑𝑠𝑒𝑞 = 0.5, 𝑁𝑠𝑒𝑞 = 5. (a) |𝐸𝜑| at 𝜃 = 90°. (b) closer view of 

|𝐸𝜑| at 𝜃 = 90°.  (c) |𝐸𝜃| at 𝜃 = 90° (d) |𝐸𝜑| at 𝜑 = −1° (e) 

|𝐸𝜃| at 𝜑 = −1°. 

Reducing Data Acquisition and Single-Cut 
Measurement Criteria in CNF system with the SSM 

Reducing the data acquisition process is of interest in 

many mass production scenarios in which many identical 

antennas need to be measured. This work is performed 

by eliminating unnecessary data in the near-field region. 

For example, if the position and slope of the null in a 

monopulse pattern are required, there is no need to 

completely sample all of the near-field data in the three-

dimensional space. 

Equivalently, the shape of the main beam and first 

sidelobe levels are related to the near-field data on the 

front side of the antenna. This issue is also valid for 

necessary components of the electric field (𝐸𝑧 or 𝐸𝜑 or 

both of them) which should be sampled based on the 

required information about the pattern. (I) Reducing the 

sampling area to a sector with a given central angle, (II) 

single-cut measurement, (III) and choosing the necessary 

components of the electric field as desired, all 

significantly accelerate the pattern measurement 

process. Furthermore, in the factory calibration process 

of electrically large scanned-beam active phased array 

antennas, the fast and single-cut measurement would be 

helpful to find the possible errors in the antenna 

configuration very quickly. The CNF system in conjunction 

with the SSM is a good candidate to accomplish this task 

with acceptable accuracy. The CNF system in its simplest 

form can be employed as a single-cut measurement 

technique which is named the zero-height CNF system. 

The near-field-to-far-field transformation is done over a 

zero-height ring enclosing the AUT. In this section, several 

scenarios including sector sampling and single-cut 

sampling are investigated by the CNF system in 

conjunction with the SSM to determine the required 

criteria for reducing the unnecessary near-field data.  
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A.  CNF and SSM based on Sector Sampling Area 

The combination of the CNF and SSM as a powerful 

solution to characterize the antenna radiation pattern can 

be employed to determine the amount of near-field data 

required to fully describe the radiation field in the front of 

the antenna with minimal error. Fig. 14 shows the sector 

sampling scenario for pattern measurement of antenna 

described in the previous section. The results are 

presented in Fig. 15 up to Fig. 17 for various values of 𝛼 

angle (𝛼=50° and 𝛼=120°). 
 

 
Fig. 14: Sector sampling area subtended by 𝛼 angle. 

It can be observed from Fig. 15 up to Fig. 17 that as far 

as the far-field on the front side of the antenna is 

concerned, one can extract the near-field data on a sector 

area with the subtended angle of 𝛼=120° around the peak 

value of the beam in the azimuth pattern. This fact is also 

valid for other types of antennas with narrow beamwidth 

in the azimuth plane and it is possible to find the 

minimum value of 𝛼 angle to characterize the beam in 

front side of the antenna by the CNF system and SSM. 

Note that, if the SSM is not used to calculate the fields, 

the results will not be valid at all and we cannot determine 

the desired subtended angle, 𝛼, associated with the 

sampling sector area to accurately calculate the far-field 

patterns. 

 

 
(a) 

 
(b) 

Fig. 15: Co-pol components of the pattern obtained by the 
sector sampling scenario with 𝛼=120° in (a) azimuth (b) 

elevation planes. 

 

(a) 

 
(b) 

Fig. 16: Co-pol component results of a scanned beam pattern 
obtained by sector sampling scenario with 𝛼=50° in (a) azimuth 

(b) elevation planes. The beam is scanned to 𝜑 = 20°. 

 
(a)  
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(b)  

Fig. 17: Co-pol components of a scanned beam obtained by 
sector sampling scenario with 𝛼=120° in (a) azimuth (b) 

elevation planes. The beam is scanned to 𝜑 = 20°. 

The results show that if we sampled a sector area 

around the main beam with the subtended angle equal to 

120°, the calculated radiation pattern in the front side of 

the AUT has a good agreement with the ideal pattern. This 

argument can be made for other AUT with different 

beamwidth and beam directions and optimal subtended 

angle related to the sampling sector would be obtained 

based on the desired accuracy.  

B.  CNF and SSM based on Single-Cut Data Acquisition 

As a special case of three-dimensional cylindrical 

scanning measurement, single-cut measurement (SCM) 

along the z and 𝜑 directions are an interesting solution to 

characterize the antenna patterns [20]. In general, the 

SCM drastically reduces the testing time; however, this 

technique is not useful for any type of antenna. For 

example, the authors in [23] exploited the SCM technique 

to characterize a large size one-dimensional array 

antenna (based station antenna as a practical case), in 

which the pattern is wide in the azimuth plane and 

directional in the elevation plane. In this fashion, the 

testing time can further be decreased by using multi-

probe measurement, because the measurement is done 

only in one dimension [24]-[30].  

Generally, the SCM can be implemented by the CNF 

system in two different states: (I) linear moving of the 

probe along the z-direction and (II) moving the probe in 

the 𝜑- direction. The latter state is well-known as a zero-

height CNF measurement. In classical CNF, it is difficult to 

apply the SCM scenario in the 𝜑- direction due to the 

limitation of the CNF system in the measurement of the 

patterns with narrow beamwidth in the azimuth plane, 

hence, in this state the antenna should necessarily be 

rotated by 90° to accomplish the sampling process over a 

single zero-height ring enclosing the antenna. In the vast 

majority of cases, it is impossible to rotate the antenna 

because of mechanical limitations. The SSM can be 

effectively used to overcome this drawback. To 

implement the SCM, it is enough to apply a one-

dimensional fast Fourier transform (1D-FFT) in the Near-

field-to-far-field transformation process. Fig. 18 shows 

two possible SCM scenarios developed by the CNF system 

and the SSM. By sampling the near-field data along the z-

axis, the pattern will be calculated in the elevation plane. 

Similarly, sampling over the ring enclosing the antenna 

leads to calculating the pattern in the azimuth plane.  
 

 

(a) 
 

 

(b) 

Fig. 18: Two scenarios of the SCM developed by CNF and the 
SSM. 

 

 

(a) 
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(b) 

Fig. 19: The far-field pattern resulted from the SCM by scanning 
the near-field data over the straight line shown in Fig. 18(a). 

 
(a) 

 
(b) 

Fig. 20: Far-field pattern resulted from the SSM by scanning the 
near-field data over the ring shown in Fig. 18 (b). 

The far-field results are presented in Fig. 19 and Fig. 20. 

It can be observed that if the near-field data are recorded 

over the zero-height ring, the azimuth pattern can 

effectively be estimated by the CNF and SSM. In addition, 

if the near-field data are recorded along the z-axis, the 

elevation pattern will be estimated with acceptable 

accuracy.  

Comparison and Discission 

To complete the discussion, a comparison is 

accomplished between the CNF measurement system 

developed in this work and the previously reported works 

which is presented in Table 1. As can be seen, the authors 

in [13] tested a very large L-band radar antenna by a CNF 

system. The AUT in [13] has a sum pattern (with half-

power beamwidth less than 2°) in the horizontal cut and 

a difference pattern in the elevation cut. To measure the 

sum pattern in the azimuth plane and characterize the 

main beam direction with the acceptable error, 512 

samples are selected in the 𝜑-direction. Apparently, if the 

deference pattern was in the azimuth plane, much more 

points would have to be taken. in the azimuth plane in 

[13]. Two other works listed in Table 1, that is [21] and 

[22], are related to the measurement of antennas with a 

wide-angle beam in the azimuth plane. As shown in Table 

1 , the sampling steps in [21] and [22] are selected to be 

6° and 2.5°, respectively which are much larger than the 

sampling step used in [13] because of wider beamwidth.  

A closer examination of the achievements presented in 

[22] verifies the fact that higher-order Henkel functions 

are required for data acquisition if the azimuth 

beamwidth is small. This ultimately leads to smaller 

sampling steps. The authors in [22] measured a horn 

antenna wide wide-angle beam as the first practical case 

with CNF system by applying the Hankel function with the 

order up to 44 leading to  = 4°. In the second case, a 

dish antenna was utilized as the AUT and the azimuth 

pattern was measured by applying the Hankel function 

with the order up to 72 leading to  =2.5° as depicted in 

Table 1. 
 
Table 1: The comparison between the results proposed in this 
work and the previously published works. H: height, W: width, 
D: depth. N.R stands for not reported.  

Parameter [13] [21] [22] This work 

AUT 
L-Band 

Radar ANT 
2- port 

ANT 
Dish ANT Slot array 

Antenna 
dimension 

(mm) 

large 

(N.R) 

H:2254 
W: 259 D: 

99 

Diameter = 
0.34 cm 

H: 360     
W: 1720 

Total Scan 
Length 

7.5 m 2.7 m 990 mm 2 m 

Distance probe 
to AUT 

5m~7m 90 cm 20 cm, 40 cm 115 cm 

Sampling step 0.7° 6° 2.5° <0.2° 

Sampling 
Length 

10 cm 10 cm 15 mm 10 mm 

HPBW in the 
azimuth 

N. R 65° ~10° 1.4° 

Sidelobe 
region 

estimation 
capability in 
the azimuth 

plane 

Very good weak 
Relatively good 

up to ±20° 
excellent 

Estimation 
error of the 

beam direction 
in the azimuth 

plane 

≈ 0.1° 
Up to 
1.19° 

N. R <0.02° 
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Another comparison is done for SCM which is given in 
Table 2. It can be seen that a pattern with a half-power 
beamwidth as small as 1.4° can be measured by the 
proposed method with excellent compatibility with the 
theoretical results. This is done by using the small 
sampling step, 0.2°, thanks to the use of the SSM. 
Meanwhile, the measurements developed in [20], [23] 
used the sampling steps equal to 1° to characterize the 
radiation patterns with broader beamwidths in the 
azimuth plane. Although, our investigations show that 
almost SCM systems are used to characterize sum 
patterns and therefore, proper evaluation and 
comparison (such as angle tracking error) cannot be done 
between the presented work and similar ones reported in 
the literature.  

 

Table 2: The comparison between the results proposed in this 
work for SCM and the previously published works. H: height, W: 
width, D: depth. N.R stands for not reported. 

Parameter [20] [23] This work 

AUT LPDA Sector ANT Slot array 

Antenna 
dimension (mm) 

N. R H: 834 mm H: 360     W: 1720 

Distance probe to 
AUT 

91cm 10 cm 115 cm 

Sampling step 1° 1° <0.2° 

HPBW in the 
azimuth 

N. R >50° 1.4° 

Sidelobe region 
estimation 

capability in the 
azimuth plane 

weak 
Relatively good 

up to ±60° 
excellent 

Estimation error of 
the beam direction 

in the azimuth 
plane 

N. R N. R <0.02° 

Conclusion 

In this paper, a novel method named the SSM is 

introduced to circumvent the serious limitation of the 

CNF measurement system and characterize the antenna 

pattern with narrow beamwidth in the azimuth plane. The 

presented method is based on artfully selecting the 𝜑 

angle sequences and calculating the associated patterns 

in a repetitive routine. To verify the SSM, a 

comprehensive analytical model based on coordinate 

transformation with Euler angles is presented, which is 

useful to characterize the radiation pattern of every array 

antenna consisting of slot or microstrip patch elements.  
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Background and Objectives: In general, traditional salt farmers determine the 

time to harvest salt by visiting and monitoring their salt ponds. Therefore, to assist 

salt farmers in determining the right time to harvest salt and determine the quality 

of the harvested salt, a wireless-based electronic device is needed that can 

monitor the salt content and viscosity of the brine.  

Methods: An electronic device that is made to measure salt content (salinity) with 

a conductivity sensor and to measure fluid viscosity using a data processing 

method from sensor readings which is first converted to digital data with a 

program on the microcontroller. To find out whether the brine is ready to be 

harvested or not, the data obtained in the form of conductivity and stress are 

converted into percentages of NaCl and degrees of Baume. Then the data is sent 

to the ESP8266 Wifi module to be stored in a database and displayed on the Web.  

Results: The results of the data obtained are based on testing in salt ponds for 

young water but it has been quite a long time the results have approached old 

water of around 64% and 14o Be. The results of the old water test that had just 

been moved to the last reservoir were close to harvest time of around 94% and 

21oBe. If it has reached 25o Be then it is enough to be moved to the crystallization 

site. To determine the harvest period based on two parameters, namely the salt 

content and the viscosity of the liquid is 86-90% and the viscosity of the liquid is 

20-24o Be. If you have reached both of these parameters, the salt can be harvested 

in about 7-10 days to make the water crystallize.  

Conclusion: Equipment Indicators for determining salt harvest time based on 

salinity and liquid viscosity using a microcontroller that has been made have been 

successfully used to determine salt harvest time properly. The salt quality of this 

indicator tool is the salt content including the K-3 quality or the lowest quality of 

the 3 existing qualities. 
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Introduction 

Advances in technology encourage humans to create 

equipment that can help humans simplify their work, 

making them more efficient and practical. In the industrial 

world, the process of making salt is produced using two 

methods of evaporation by sunlight in salt ponds and by 

boiling techniques. Salt is a very important commodity for 

people's lives, salt can not only be used as a consumption 

material but salt can also be categorized in industrial 

materials. This is stated in the Regulation of the Minister 

of Industry of the Republic of Indonesia Number: 88/M-

IND/PER/10/2014 on the scope of salt it is stated that salt 

is the production of the Chlor Alkali chemical industry 

http://jecei.sru.ac.ir/
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group which consists of consumption salt and industrial 

salt [1]. Based on the quality of salt production 

requirements, there are several methods of purifying in 

order to fulfilled the requirements, included chemical and 

physical method. The purification process of salt is done 

using a washing technique and evaporation 

(recrystallization). Washing technique is done with a 

nearly saturated brine while evaporation 

(recrystallization) process [25]. Salt is widely used in 

various products and it is estimated that around 14,000 

products use salt as an additive [2]. This need has not 

been followed by an adequate quantity and quality of 

national salt production. In general, people's salt is 

grouped into three types [4], namely: 

1.  K-1 is the best quality that meets the requirements for 

industrial and consumption materials with the 

following composition: NaCl : 97.46 %,  CaCl2 : 0.723 

%, CaSO4 : 0.409 %, MgSO4 : 0.04%, H2O : 0.63%, and 

Impurities : 0.65%.  

2.  K-2 is a quality below K-1, this type of salt must be 

reduced in levels of various substances in order to 

meet the standards as industrial raw materials. This 

salt content ranges from 90-94%. 

3.  K-3 is the lowest quality salt for people's production. 

Usually the levels are between 88-90%, sometimes 

mixed with soil, so the color is slightly brownish. 

Currently, the controlling, monitoring, and reporting 

systems have developed rapidly and are wireless-based. 

Usually this wireless is used in an area or location where 

the user is always on the move, or at that location there 

is no wired network for data distribution [15]. In addition, 

wireless communication is experiencing a fairly rapid 

development and is widely used as an interface on 

electronic devices or computers as a means of remote 

control [17]. Based on these developments, the world of 

agriculture must also keep up with the latest 

technological developments. However, to have a 

monitoring system requires a large cost. In addition, salt 

farmers always have to go to the pond and heat up to see 

the condition of the salt water. The impact of the 

production system using the evaporation method with 

sunlight, many have experienced crop failures. Because 

the manufacture of salt by the method of evaporation of 

sea water by utilizing sunlight energy is influenced by 

several factors including the rate of evaporation is related 

to the amount of salt obtained and seawater 

concentration, related to the amount of dissolved salt [3]. 

In addition, the tools used to determine the salt harvest 

time are expensive and are still offline. Therefore, it is 

necessary to have an online (wireless) tool to determine 

the salt harvest time. Made.  

Making a tool to determine the salt harvest time by 

monitoring the salt content and the thickness of the brine. 

There are two parameters that can be used to measure 

whether the salt is ready to be harvested or to the next 

process. Brine must have a NaCl content above 90% to 

97% for iodized salt. As explained in the Regulation of the 

Minister of Industry of the Republic of Indonesia, 

household salt is iodized consumption salt with a 

minimum NaCl content of 94% [1]. Until December 2019 

there were 39 SNIs related to salt [10], the Indonesian 

National Standard SNI 3556:2016 stipulates a minimum 

requirement of 94% sodium chloride (NaCl) and a 

minimum of 30 mg/kg of iodine as KIO3. And the viscosity 

or concentration of salt water reaches 24o Be to 29o Be 

unit degrees Baume, if it is more then it tastes bitter 

(contains MgCl) and if it is less then it precipitates 

gypsum, calcium carbonate so that the salt becomes 

brittle and opaque. Therefore, it is necessary to conduct a 

study in order to identify the causes of crop failure, 

determine the amount of salt (NaCl) and the viscosity of 

the brine. NaCl easily obtained by evaporation of 

seawater. The making salt from seawater evaporation 

carried out the public, in general, is still conventionally to 

produce salt with low quality [22]. Salt production 

depends mainly on high sunlight intensity and 

temperature and low relative humidity, thus is favored 

mainly by summer months with high temperatures [30].   

Material and Methods  

In the design of this system, a monitoring system for 

salt levels and fluid viscosity is described in salt water. 

Seawater has an average salt content of 3.5%. Seawater 

also has varying salt content. To measure the salt content, 

a conductivity sensor is used, the sensors 

conductivity/TDS/salt levels have a compact design [24]. 

Input data in the form of sensors mounted on the 

microcontroller. In this circuit, the sensors used are the 

conductivity sensor and the baume meter. The sensor 

reading data will be processed and converted into digital 

data with the program in the microcontroller. The data 

obtained in the form of conductivity (µS) and voltage (V), 

will be converted into percentage of NaCl and degrees of 

Baume, respectively. Sensor data and output obtained 

will be forwarded by the ESP to the access point for real-

time pond monitoring. Access point as a connecting 

device serves as a bridge between wired and wireless 

communication [16]. In this paper, the interface between 

the ESP8266 Wi-Fi module and the Arduino MCU is 

studied for system monitoring applications. As shown in 

Fig. 1. Fig. 1 shows that in the design of the system for 

making this indicator tool. In general, the description of 

the system is that several sensors function to capture 

sensor signals in the room. In this circuit, the sensors used 

are the conductivity sensor and the baume meter. The PC 

server will be connected to the Wifi Access Point and the 

ESP module to connect the internet with the 

microcontroller. 
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Fig. 1:  System block diagram. 

 

The ESP8266 Wi-Fi module is a self-contained system-

on-chip (SOC) with integrated TCP/IP protocol stacks that 

can give any microcontroller access to a Wi-Fi network 

[13]. ESP8266 is a WiFi module that offers a complete and 

standalone Wi-Fi networking solution, enabling it to host 

applications or offload all Wi-Fi network functions from 

other application processors [21]. Parameter data 

obtained from the sensor will be stored in the database 

and can be accessed by the user. Systematics of making 

the system, adapted to the design that has been 

determined at the design stage. 

 
Table 1: Salt condition parameters. 

 

Condition 

Parameters 

Viscosity 

(oBe) 

Salinity 

(%) 
Description 

Quality 1 24 - 29 <97 
is the result of the 

crystallization process in 
solution 

Quality 2 29 - 35 <94 
is the remaining 

crystallization above in 
the solubility condition 

Quality 3 >35 <90 
is the remainder of the 

above concentrated 
solution at condition 

 

 The determination of the NaCl content was carried out 

using the Indonesian National Standard (SNI 01-3556-

2016) method about consumption of iodized salt [5], the 

next calculation is as follows: 

 𝑁𝑎𝐶𝑙 𝑙𝑒𝑣𝑒𝑙 =
(𝑉 𝑥 𝑁 𝑥 𝑓𝑝 𝑥 58.5)

𝑊
𝑥 100%                            (1) 

where, V is the volume of AgNO3 required in the titration 

(ml), N is the normality of AgNO3, fp is the diluent factor, 

58.5 is the molecular weight of NaCl and W is the weight 

of the test sample (mg).  

In Fig. 2 is a system flowchart that contains an 

overview of the system starting from the microcontroller 

process until the data can be accessed via web hosting. 

The web is an information system technology that 

connects data from many sources and various services on 

the internet [18]. The working principle of the system 

from Fig. 2 is as follows: The program runs according to 

the sketch programmed into the microcontroller starting 

by setting the SSID, password and server address and 

setting the I/O port for sensors and libraries used by 

sensors. The microcontroller makes a connection 

between the ESP and the router according to the SSID that 

has been set in the sketch. In order for sensors to enter 

the hosting. The microcontroller reads data from the 

sensor via the I/O pins. The process of determining the 

parameters will process further I/O according to the 

program that has been sketched on the microcontroller. 

 

 
 

Fig. 2:  System flowchart. 
 

The ESP sends data from the microcontroller 

processing every few minutes to the server.  PHP 

establishes a connection between Apache and MySQL. 

The dynamic web page captures the data sent by the ESP 

which is then stored in the database. Process average 

sensor on PHP data page. PHP retrieves sensor data from 

the database and then displays it in a line chart. Then 

accessing parameter results via hosting. 

A.  The Microcontroller Interface with The ESP8266 and 
The Conductivity Sensor and Baume 

The equipment needed in the hardware design is an 

Arduino uno R3 microcontroller, ESP8266, a conductivity 

sensor, and a Baume meter. The block diagram of the 

microcontroller interface with the ESP8266 WiFi module, 

conductivity sensor and baume is shown in Fig. 3.   

This sensor functions as a salt level or salinity reader. 

The sensor works by measuring the concentration of ions 

to conduct an electric current between two electrodes. As 
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shown in Fig. 3 above, by connecting 5V, output, and 

ground to the Arduino, you can then see the sensor 

readings directly on the serial monitor. The results of the 

data obtained by this conductivity sensor are the 

Conductivity and Total Dissolved Solids (TDS). Then 

converted into a concentration of salt content (NaCl%). 

The value of salt content will be greater when measured 

in old water when compared to young water and fresh 

water. Later the data will be sent to the database using 

the ESP8266 module. 

 

 
(a) Microcontroller with ESP8266. 

 

(b) Microcontroller with conductivity sensor and baume. 

Fig. 3: Microcontroller interface with ESP8266 and sensor. 

 

Salinity is the level of saltiness or the level of salt 

dissolved in water. These dissolved salts include sodium 

chloride, magnesium sulphates, potassium nitrates, and 

sodium bicarbonate [11]. Salinity is used also to trace 

seawater masses and to model ocean dynamics [29]. That 

is the number of grams of salt dissolved for each liter of 

solution. Usually expressed in units of ‰ (parts per 

thousand). Parts per thousand is g/kg for liquids and for 

solids is mL/L for gas mixtures. Therefore, a 1000 gram 

seawater sample containing 35 grams of dissolved 

compounds has a salinity of 35‰. The following equation 

is for a 35‰ salinity solution containing 35 grams of salt 

per 1000 grams of saltwater.    

 35‰ =
35 𝑔𝑟𝑎𝑚 𝑠𝑎𝑙𝑡

1000 𝑔𝑟𝑎𝑚𝑠 𝑠𝑎𝑙𝑡𝑤𝑎𝑡𝑒𝑟
                                             (2) 

According to the classification of high and low salinity, 

salinity is divided into three parts, namely fresh water, 

brackish water and sea water. The higher the 

concentration of a solution, the higher the absorption 

capacity of the salt to absorb water. Salinity also affects 

the osmotic pressure of water. The higher the salinity in a 

water, the greater the osmotic pressure.   

The Electrical Conductivity (EC) was calculated to TDS 

because the conductivity measurement is measured by 

using probe dipped into the water to measure the 

dissolved charge which corresponds to the analysis [8]. 

Measurement of salinity is related to chlorinity. This 

chlorine includes chloride, bromide and iodide. 

𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦 = (
𝑇𝐷𝑆

10
) + (

𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦

100
) + 27.1024              (3) 

The measurement of the total salt concentration of the 

aqueous extracts of soil samples can be done either 

directly through chemical analysis of the chemical 

constituents that constitute the soil salinity (or mass of 

the TDS) or indirectly through the measurement of the EC 

[9]. The correlations between TDS and EC depend on the 

type of ions and their concentrations in the aqueous 

solution. Therefore, a specific correlation should be 

generated for each type of brine. The use of equations 

developed for model brines may carry substantial error, 

particularly when analysing high salinity brines [6]. In 

general [8], the TDS – EC relationship is given by (4). 

𝑇𝐷𝑆 = (0.55 𝑡𝑜 0.7) 𝐸𝐶                          (4) 

The TDS in water samples is estimated by multiplying EC 

by an empirical factor. This factor may vary from 0.55 to 

0.90 depending upon the nature of soluble ionic 

components, their concentration and the temperature of 

water. Conductivity or electrical conductivity (EC) and 

total dissolved solids (TDS) are frequently used as water 

quality parameters, especially in the coastal area [20]. 

B.  The Baume Meter 

Baume meter is a tool used to read viscosity. The trick 

is to modify it in such a way as to get the desired result. 

Measuring the Density of Liquids expressed in degrees 

Baume (Be). It is important to measure the density of 

liquids. Density is an important characteristic possessed 

by a substance [14]. There are 2 types that are used Bé 

Heavy for liquids that are heavier than water and Light Be 

for liquids that are lighter than water. For Bé a weight of 

0 degrees is equal to a solution having a relative density 

of 1.842. As for light Bé, 0 degrees Bé is equal to the 

density of a 10% NaCl solution and 60 degrees Bé is the 

same as a solution having a relative density of 0.745.  

The baume meter is mounted with copper wound 

around 25oBe. Then next to the paralon pipe a voltage 

reading indicator is installed. The blue wire is connected 

to the 5V Arduino and the green wire to the Arduino A1. 

So that the Arduino can detect the movement of the 

copper in the baume meter. Later the voltage will be 

converted to Baume degrees then the data is sent to the 

database. Fig. 4 shows the design of the baume meter 

that has been inserted into the paralon pipe.  
 

    
 

Fig. 4:  Baume meter design. 
 

Fig. 5 shows the indicator equipment for determining 

the salt harvest time that has been made. 
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Fig. 5:  Salt harvest indicator equipment. 

C.  Web Server  

Number Software realization by building a web server 

using XAMPP. In XAMPP there are Apache and MySQL 

which will be a local web server system. Web monitoring 

display as shown in Fig. 6. 

 

 
 

Fig. 6:  Host's web view. 

 

By using the internet or an online monitoring system, 

the monitoring process can be done anytime and 

anywhere and the data can be known more quickly and 

accurately [18]. Process monitoring on server is done at 

real time. Another monitoring service is to display the 

process database with immediate values [19]. 

D.  Plans and Plots of Salt Ponds  

In general, salt production models in Indonesia use 

evaporation, which is evaporation of seawater in shallow 

ponds by considering the thickness of seawater in these 

ponds [26].  

Indonesia has a long coastline, potentially for salt 

pond. Salt Pond is an artificial shallow pond designed to 

produce salt from sea water or salt water [27]. The salt 

pond used in the research is located in Pandan Village, 

Galis District, Pamekasan Regency, Madura, East Java, 

Indonesia. Shown in Fig. 7.   

 

 
Fig. 7:  Salt pond floor plan. 

 

The process of making salt is carried out in the dry 

season, where the evaporation area (peminihan) is 

drained by seawater using a pump as shown in Fig. 7. In 

general, it consists of 6 plots of ponds, including Young 

water reservoir, Peminihan pool 1, Peminihan pool 2, 

Peminihan pool 3, Peminihan pool 4, Peminihan pool 5 

and Crystal table or crystallization table.  

While the map model and its size are shown in Fig. 8. 

 

 
Fig. 8:  Map and size the salt pond . 

 

In this land seawater is evaporated so that it becomes 

old water. The old water flows to the crystallization table 

where later the salt will crystallize. In salt production 

process, besides producing salt also produced the liquid 

remaining crystallization called bittern [27]. The quality of 

the salt is controlled by removing or separating the 

bittern, which only crystallizes the salt at a concentration 

of 25O to 30O Be [7]. The harvested salt crystals are 

transported and taken to storage warehouses. The 

process can be continued by washing or can be directly 

sold as crushed salt. The resulting salt is in the form of 

white crystals which in addition to containing NaCl also 

contains other salts which are impurities.  

Sea water (called young water) that flows into the salt 

pond will be accommodated in the young water reservoir, 

in the pool it is expected that as much sea water is 

accommodated depending on the area of land owned. In 

the holding pool the water depth is at least 1 meter, 

because the reservoir is a stock or supply of young water 

during the salt making process. In the pool the seawater 

that is accommodated is allowed to stand for a minimum 

of ten days, where as long as the young water is stored 

there will be deposition of impurities that are not needed 
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during the crystallization process. The problems found in 

this process are low quality of raw sea water, open 

transport of concentrated sea water into crystallization 

pond, high penetration of pre-crystallized water into the 

soil in crystallization pond and batch crystallization 

process [12]. In addition to this, there will also be a 

process of increasing the density of seawater, namely 

when seawater is flowed into a young water reservoir, the 

density is only 3° Be, after being stored for approximately 

ten days there will be an increase in the density of the 

seawater to 7° Be to 10° Be. This is because of the 

influence of the sun's heat, wind and geothermal heat.  

After the young water circulates from the young water 

reservoir to the purification pond V, the brine solution will 

increase its density by approximately 20° Be to 22° Be 

(called old water), this happens because of the 

evaporation process during which the brine solution is 

transferred. and the concentration of the brine solution 

must really be reached in the purification pond V, and if 

the concentration is not sufficient, the brine solution 

should be held for a few days so that the concentration 

reaches 20° Be to 22° Be, after the concentration of the 

brine solution is sufficient, then old water was released 

onto the Crystal table [3]. 

Results and Discussion 

Testing of the indicator equipment to determine the 

time of salt harvest is carried out by placing it on the salt 

pond to several points that are easily accessible. The 

types of water tested are young water and old water, 

where young water is water in the channel originating 

from sea water. While old water is water that has 

undergone several processes and has been moved from 

1-4 purification which is then put into old water 

reservoirs. Old water is the last water before it is put into 

the crystal table and becomes salt. 

A.  Testing Process on Salt Pond  

Steps for testing equipment on salt ponds. The first is 

the placement of the equipment in the planned place, to 

find out whether the sensor data is appropriate or not. In 

this test, the reading data from the sensor is displayed on 

the LCD. As shown in Fig . 9. 
 

   
 

Fig. 9:  Laying equipment on salt pond 

Then from the sensor it is displayed in the database, by 

removing the LCD it is replaced with a configured ESP8266 

module. 

A. 1. Conductivity Sensor Test 

In this test, water is added with iodized and non-

iodized salt. Each was tested 5 times. 

 
Table 2: Conductivity test data with iodized salt 

 

No. Iodine salt 
(g) 

Water 
(ml)  

ADC 
sensor 

 Conductivity 
(µS) 

1 4 100 431 588 

2 12 100 453 589 

3 20 100 466 593 

4 28 100 482 598 

5 36 100 496 601 

 

The conductivity value is obtained by the following 

equation: 

 𝑦 = 0.2142𝑥 + 494.93                         (5) 

where : x = ADC value, and y = conductivity 

 
Table 3: Conductivity test data non-iodized salt 

 

No. Iodine salt 
(g) 

Water 
(ml)  

ADC 
sensor 

 Conductivity 
(µS) 

1 50 100 456 588 

2 100 100 498 589 

3 150 100 518 593 

4 200 100 537 598 

5 259 100 561 601 

 

To get the percentage of salt content in the water, the 

results from the conductivity sensor are used, namely TDS 

and Conductivity. The equation is as follows: 

𝑦 = 0.3417𝑥 + 281.08                     (6) 

where : x = ADC value, and y = TDS 

A. 2. Baume Sensor Testing 

Tests were carried out on old water, young water, and 

fresh water.  

To verify the long-term stability of the standard 

seawater composition, it was proposed to perform 

measurements of the standard seawater density. Since 

the density is sensitive to all salt components, a density 

measurement can detect any change in the composition 

[28].  

As well as knowing what the density of each degree 

Baume. 
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Table 4: Baume relationship data with density 

 

Baume (oBe) Density 

60 0.745 

55 0.683 

50 0.621 

45 0.559 

40 0.497 

35 0.435 

30 0.373 

25 0.310 

20 0.248 

15 0.186 

10 0.124 

5 1.062 
 

It is found that 0 degrees Bé is equal to the density of 

a 10% NaCl solution and 60 degrees Bé is the same as a 

solution that has a relative density of 0.745. So, it can be 

concluded that the relationship between oBe and density 

is x = 0.0124166667. 

A. 3. Baume and Sensor Conductivity Testing 

The results of the conductivity sensor and baume 

meter readings are as shown in Table 5. This test is carried 

out on young water that has been around for a long time. 

So, the results are close to old water around 86% and 20o 

Be. This water is taken and a sample is made to test the 

equipment for determining the salt harvest time. 
 

Table 5: Young water test results data 
 

Conductivity (µS) Baume 
(oBe) 

NaCl (%) TDS 

651.94 20 86.78 531.55 

651.94 20 86.78 531.55 

651.94 20 86.78 531.55 

652.15 20 86.81 531.89 
 

From the data table above, it shows that the salt is not 

ready to harvest because the NaCl value is less than 90% 

and the baume value 20o Be. 
 

Table 6: Old water test results data 
 

Conductivity (µS) Baume (oBe) NaCl (%) TDS 

656.40 24 90.52 537 

656.08 24 90.48 529 

656.30 24 90.52 520 

 

From the data Table 6 above, it shows that the salt is 

ready to harvest because the NaCl value is more than 90% 

and the baume value 24o Be. 

B.  Test Results on Salt Ponds with Young and Old Water 
in Real Time 

Data taken in the morning, afternoon and evening. In 

general, watering is done 2 times a day, namely in the 

afternoon and evening. Therefore, the test data was 

taken with 2 different water samples, namely young 

water and old water. For young water but it's been long 

enough. So, the results are close to old water around 64% 

and 14oBe. The test data with young water are as in Table 

7. while the test data with old water are shown in Table 8 
 

Table 7: The test data with young water  
 

Id Time NaCl 
(%)  

Baume 
(oBe) 

TDS Conductivity 
(µS) 

142 2018-07-19 07:02:31 65 14 519 644 

141 2018-07-19 07:02:15 64 15 521 645 

140 2018-07-19 07:01:59 64 14 521 645 

139 2018-07-19 07:01:44 64 14 520 645 

138 2018-07-19 07:01:28 64 12 520 645 

137 2018-07-19 07:01:12 64 14 520 645 

136 2018-07-19 07:00:57 63 14 518 643 

135 2018-07-19 07:00:41 66 14 520 645 

134 2018-07-19 07:00:26 64 14 520 645 

133 2018-07-19 07:00:10 62 13 520 645 

132 2018-07-19 06:59:39 64 14 520 645 

131 2018-07-19 06:59:23 61 14 518 643 

130 2018-07-19 06:59:07 64 14 518 643 

129 2018-07-19 06:58:52 62 15 518 643 
 

This test is carried out for old water that has just been 

moved to the last reservoir. So, the results are close to 

harvest time of around 94% and 21o Be.  

 
Table 8: The test data with old water  

 

Id Time NaCl 
(%)  

Baum
e (oBe) 

TDS Conductivit
y (µS) 

127 2018-07-19 06:57:36 94 21 530 655 

126 2018-07-19 06:57:21 92 19 530 655 

125 2018-07-19 06:57:05 94 21 530 655 

124 2018-07-19 06:56:49 92 24 537 653 

123 2018-07-19 06:56:34 94 21 530 655 

122 2018-07-19 06:56:18 93 20 530 655 

121 2018-07-19 06:56:03 94 21 537 653 

120 2018-07-19 06:55:47 95 22 537 653 

119 2018-07-19 06:55:31 94 21 537 653 

 

If it has reached 25o Be then it is enough to be moved 

to the crystallization site and salt can be harvested 

approximately 7-10 days to become crystals. As shown in 

Fig. 10. Salt harvest as shown in Fig. 11. Salt is a white 

crystalline solid which is the dominant group of 

compounds consisting of sodium chloride (> 80%) and 

other compounds such as magnesium chloride, 

magnesium sulfate, and calcium chloride [23]. 



A. Saleh et al. 

126  J. Electr. Comput. Eng. Innovations, 11(1): 119-128, 2023 
 

  
Fig. 10:  Salt crystallization state.  

 

 

  
Fig. 11:  Salt harvest. 

 

C.  Test Display of Test Result Data on the Web 

In this test, the microcontroller has been given an 

ESP8266 module that has been configured and connected 

to an access point, so it can be a server and connect to the 

localhost database. Then it has also been hosted on a 

website. The test results data on salt ponds are carried 

out in real time with a display on the web shown in Figs. 

11 to 13 and a graphic display in Fig. 14.  

From this system, every data taken from the process is 

displayed on the screen as text, including date and time 

data, NaCl value, Baume value, TDS and conductivity 

value. 

 

 
 

Fig. 11:  Young water test results data on the web. 

 
 

Fig. 12:  Old water test results data on the web. 

 

 
 

Fig. 13:  Display the overall data of the test results on the web. 

 

 
 

Fig. 14:  Display of graphic data on the web. 
 

In the graphic display there are 2 sensor parameters 

observed, namely NaCl and Baume. For a description of 

the parameter units, see the left of the graph and the time 

of data entry at the bottom of the graph. 
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Conclusion 

From all the data obtained to determine the harvest 

period based on two parameters, namely salt content and 

liquid viscosity. Where the value of the salt content 

obtained is 86-90% and the fluid viscosity is 20-24o Be. If 

you have reached these two parameters, salt can be 

harvested in about 7-10 days until it becomes crystals. 

Parameter data access can be through localhost or 

hosting in real time. 

Equipment The indicator for determining salt harvest 

time based on salinity and viscosity of the liquid using a 

microcontroller that has been made has been successfully 

used to determine the salt harvest time properly. 

Salt quality is based on data that has been successfully 

retrieved by an indicator tool for determining the time of 

harvesting, its salt content includes K-3 quality or the 

lowest quality of the 3 existing qualities. 

To further improve and perfect the equipment for 

determining the salt harvest time, it is necessary to use a 

mobile application to more easily monitor the condition 

of the salt pond water.   
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Abbreviations  

Define abbreviations and acronyms in the text: 

SNI Indonesian National Standard  

NaCl  Natrium Chloride / Sodium Chloride  

CaCl Calcium Chloride  

MgCl Magnesium Chloride 

PHP Hypertext Preprocessor  

AgNO3 Silver Nitrate 

TDS Total Dissolved Solids 

EC Electrical Conductivity 

LCD Liquid Cristal Display  

SOC Self-contained system-On-Chip  

MCU Microcontroller Units  
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Background and Objectives: This paper proposes a new Model Order Reduction 

(MOR) method based on the Bilinear Balanced Truncation (BBT) approach. In the 

BBT method, solving the generalized Lyapunov equations is necessary to 

determine the bilinear system's controllability and observability Gramians. Since 

the bilinear systems are generally of high order, the computation of the Gramians 

of controllability and observability have huge computational volumes. In addition, 

the accuracy of reduced-order model obtained by BT is relatively low. In fact, the 

balanced truncation method is only available for local energy bands due to the use 

of type I Gramians. In this paper, BBT based on type II controllability and 

observability Gramians would be considered to fix these drawbacks. 

Methods: At first, a new iterative method is proposed for determining the proper 

order for the reduced-order bilinear model, which is related to the number of 

Hankel singular values of the bilinear system whose real parts are closest to origin 

and have the most significant amount of energy. Then, the problem of 

determining of type II controllability and observability Gramians of the high-order 

bilinear system have been formulated as a constrained optimization problem with 

some Linear Matrix Inequality (LMI) constraints for an intermediate middle-order 

system. Then, the achieved Gramians are applied to the BBT method to determine 

the reduced-order model of the bilinear system.  Next, the steady state accuracy 

of the reduced model would be improved via employing a tuning factor. 

Results: Using the concept of type II Gramians and via the proposed method, the 

accuracy of the proposed bilinear BT method is increased. For validation of the 

proposed method, three high-order bilinear models are approximated. The 

achieved results are compared with some well-known MOR approaches such as 

bilinear BT, bilinear Proper Orthogonal Decomposition (POD) and Bilinear Iterative 

Rational Krylov subspace Algorithm (BIRKA) methods. 

Conclusion: According to the obtained results, the proposed MOR method is 

superior to classical bilinear MOR methods, but is almost equivalent to BIRKA. It is 

out-performance respecting to BIRKA is its guaranteed stability and convergence. 
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Introduction 

Bilinear systems are a class of nonlinear systems that 

serve as a link between linear and nonlinear systems. 

States and inputs of these systems are linear, but they are 

jointly nonlinear.  
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Researchers have been interested in bilinear systems 

for many years due to several real-world examples 

exhibiting such behavior. They include power systems [1], 

heat transfer [2], and electrical circuits [3].  

One of the main applications of bilinear systems is the 

approximation of weakly nonlinear systems with bilinear 

systems using the Carleman bilinearization [4], [5]. 

However, the approximation of nonlinear systems via 

bilinearization methods usually leads to a high-order 

bilinear model. Analysis, design, and implementation of 

the high-order bilinear systems are complicated and time-

consuming. Therefore, researchers have considered 

Model Order Reduction (MOR) of bilinear systems for 

analyzing and control purposes in the literature. Indeed, 

a reduced-order approximation of the high-order bilinear 

model is determined to decrease the complexity. For this 

purpose, MOR methods created for linear systems [6]-[8] 

were extended to bilinear systems. These methods 

include proper orthogonal decomposition (POD) [9], 

moment matching techniques [10], [11], Krylov subspace 

methods [12]-[14], projection-based methods [15]-[17] 

and polynomial expansion series based methods [18]-

[20].   

H2-optimal MOR methods are the other approaches to 

approximate the high order systems [21]-[23]. In [23], a 

special class of linear parameter-varying systems were 

reformulated as bilinear dynamical systems. Then, a 𝐻2 

norm in the generalized frequency domain was minimized 

based on the gradient descent on the Grassmann 

manifold. In [24], 𝐻2 optimal MOR problems were 

investigated for K-power systems as a special class of 

bilinear systems. Xu et al. shown that the 𝐻2 optimal MOR 

problem of the bilinear system could be considered as 

unconstrained minimization problem on Grassmann 

manifold by using Gramians of controllability and 

observability [25] and cross Gramians of the bilinear 

systems [26]. In [27], the Riemannian trust-region method 

considered this minimization problem on the Stifel 

manifold. The time-limited and frequency-limited 𝐻2 

optimal MOR were other approaches to approximate the 

high-order bilinear systems in [28], [29]. 

As one of the most popular MOR methods for linear 

deterministic control systems, Moore introduced the 

balanced truncation method in [30]. Hsu et al. in [31] 

extended the BT method for order reduction of bilinear 

systems, called bilinear BT or BBT. Afterward, many 

researchers focused on model order reduction of bilinear 

systems based on the BT method and improved it [32], 

[33]. 

In the BBT method, the Gramians of controllability and 

observability are crucial. Solving the generalized 

Lyapunov equations is necessary to determine the 

bilinear system's controllability and observability 

Gramians. Since the bilinear systems are generally of high 

order, the computation of the Gramians of controllability 

and observability have huge computational volumes. In 

addition, the accuracy of reduced-order obtained by BT is 

not clear [34]. In fact, the balanced truncation method is 

only available for local energy bands due to the use of 

type I Gramians and no error bounds have been provided 

for BBT so far [34]. Therefore, high computational volume 

and relatively low accuracy especially in steady state are 

major drawbacks of the BBT method [35]-[37]. Despite 

these drawbacks, the BBT method ensures stability and 

convergence which makes it suitable for order reduction 

of the intermediate systems [38]. In order to improve BT 

for bilinear systems, in [34], BBT was extended based on 

type II Gramians, where the Hꝏ error bounds were 

achieved for the reduced bilinear system in terms of the 

truncated Hankel singular values. In computing these type 

II Gramians, the equality constraints in the generalized 

Lyapunov equations are replaced with inequality. 

Therefore, optimal determination of the type II Gramians 

via these inequalities is essential. However, up to the 

knowledge of the authors, no solving method has 

provided for computing these Gramians in [34] and the 

related literature afterwards, leading to another 

challenge in this area. Therefore, employing optimal type 

II Gramians for improving the BBT method accuracy with 

lower computational volume and preserving BBT benefits 

would be exciting and essential.   

This paper proposes a new method for MOR of bilinear 

systems based on the BBT method using the LMI 

approach to increase the accuracy of the BBT method. For 

this purpose, at first, a new iterative method is proposed 

for determining the proper order for the reduced-order 

bilinear model, which is related to the number of Hankel 

singular values of the bilinear system whose real parts are 

closest to origin and have the most significant amount of 

energy. Then, the problem of determining of type II 

controllability and observability Gramians of the high-

order bilinear system have been formulated as a 

constrained optimization problem with some Linear 

Matrix Inequality (LMI) constraints for an intermediate 

middle-order system. Then, the achieved Gramians are 

applied to the BBT method to determine the reduced-

order model of the bilinear system. Next, the steady state 

accuracy of the reduced model would be improved via 

employing a tuning factor. The proposed method has the 

advantage of increasing the accuracy of the BBT method, 

while its computational complexity is reduced. To 

evaluate the efficiency of the proposed method, three 

test systems have been then examined. The achieved 

results are compared with some well-known MOR 

methods such as BBT, bilinear Proper Orthogonal 

Decomposition (POD) and Bilinear Iterative Rational 

Krylov subspace Algorithm (BIRKA) methods [39]. The 

results show that the proposed method is superior to 
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classical bilinear MOR methods, but is almost equivalent 

to BIRKA. It is out-performance respecting BRIKA is its 

guaranteed stability and convergence. Therefore, the 

main contribution of the article can be summarized as 

follows:  

• Development of a new iterative method to determine 

the proper order for the reduced model.  

• Introduction of improved BBT method with increased 

accuracy and reduced computational complexity and 

steady-state error. 

• Reformulation of the generalized Lyapunov 

equations as an LMI constrained optimization 

problem for the middle order approximation of 

system to determine the Gramians of controllability 

and observability as type II Gramians to reduce 

computational complexity and improve BBT accuracy. 

• Reducing BBT steady-state error by tuning the 

feedforward gain of the reduced-bilinear model.  

The rest of this paper is organized as follows: In section 

2, the MOR of bilinear systems is introduced. In section 3, 

the basics of the bilinear BT method are presented. In 

section 4, the proposed method for MOR of the bilinear 

system is introduced.  

In section 5, three high-order bilinear test systems are 

reduced using the proposed MOR method. The achieved 

results demonstrate that the proposed methods 

outperform.  

Finally, the paper is concluded in section 6. 

MOR of Bilinear Systems  

Consider the single-input, single-output bilinear 

system as follows:  

         (1)   𝜁: {
𝑥̇(𝑡) = 𝐴𝑥(𝑡) + 𝑁𝑥(𝑡)𝑢(𝑡) + 𝐵𝑢(𝑡)

𝑦(𝑡) = 𝐶𝑥(𝑡)
 

where, 𝐴,𝑁 ∈ 𝑅𝑛×𝑛, 𝐵, 𝐶𝑇 ∈ 𝑅𝑛 are the matrices of the 

bilinear system, 𝑥(𝑡) ∈ 𝑅𝑛 is the state vector, and 𝑢(𝑡) ∈

𝑅 and 𝑦(𝑡) ∈ 𝑅 are the input and output of the bilinear 

system, respectively. Also, n is the order of the bilinear 

system. 

Suppose that the bilinear system of (1) is of high order. 

Model order reduction aims to create a system in which 

the original bilinear system's and reduced-order 

approximation's responses are almost identical, i.e., 

𝑦(𝑡) ≈ 𝑦𝑟(𝑡) for all admissible inputs. Further, both (1) 

and the reduced-order system have the same structure. 

The reduced-order bilinear model can be represented as 

follows:   

          (2)   𝜁𝑟: {
𝑥̇𝑟(𝑡) = 𝐴𝑟𝑥𝑟(𝑡) + 𝑁𝑟𝑥𝑟(𝑡)𝑢(𝑡) + 𝐵𝑟𝑢(𝑡)

𝑦𝑟(𝑡) = 𝐶𝑟𝑥𝑟(𝑡)
 

where, 𝐴𝑟 , 𝑁𝑟 ∈ 𝑅𝑟×𝑟 , 𝐵𝑟 , 𝐶𝑟
𝑇 ∈ 𝑅𝑟  are the matrices of the 

reduced-order bilinear system, which are unknown and 

should be determined, 𝑥𝑟(𝑡) ∈ 𝑅𝑟  is the state vector, and 

𝑢(𝑡), 𝑦𝑟(𝑡) ∈ 𝑅 are the input and output of the reduced-

order bilinear system, respectively. Also, 𝑟 ≪ 𝑛 is the 

order of the reduced model.  

It should be noted that if the original bilinear system is 

stable, the reduced-order model should be stable, too.  

Balanced Truncation for Bilinear Systems 

The controllability Gramians of the bilinear system of 

(1) are defined as follows [35]:  

       (3)   𝑃 = ∑∫ ⋯∫ 𝑃𝑖𝑃𝑖
𝑇

∞

0

∞

0

∞

𝑖=1

𝑑𝑡1 ⋯ 𝑑𝑡𝑖 

where  

   (4) 
𝑃1(𝑡1) = 𝑒𝐴𝑡1𝐵 

𝑃𝑖(𝑡1, ⋯ , 𝑡𝑖) = 𝑒𝐴𝑡𝑖𝑁𝑃𝑖−1 

Also, the observability Gramians of the bilinear system 

of (1) is defined as follows:   

        (5) 𝑄 = ∑∫ ⋯ ∫ 𝑄𝑖
𝑇𝑄𝑖

∞

0

∞

0

∞

𝑖=1

𝑑𝑡1 ⋯𝑑𝑡𝑖  

where 

        (6) 
𝑄1(𝑡1) = 𝐶𝑒𝐴𝑡1  

𝑄𝑖(𝑡1, ⋯ , 𝑡𝑖) = 𝑄𝑖−1𝑁𝑒𝐴𝑡𝑖  

Type I Gramians 

Theorem 1 [40]. Consider the bilinear system of (1) 

with a stable matrix A. The truncated type I controllability 

Gramian P of the system satisfies the generalized 

Lyapunov equation given by (7), as: 

        (7) 𝐴𝑃 + 𝑃𝐴𝑇 + 𝑁𝑃𝑁𝑇 + 𝐵𝐵𝑇 = 0 

As a result of extending theorem 1 for observing 

Gramians, it is concluded that truncated type I Gramians 

of observability can be obtained by solving the following 

generalized Lyapunov equation:   

        (8) 𝐴𝑇𝑄 + 𝐴𝑄 + 𝑁𝑇𝑄𝑁 + 𝐶𝑇𝐶 = 0 

The following iterative method has been used to solve 

the generalized Lyapunov equations of (7) and (8) [36]. 

Initially, the bilinear term of (7) is eliminated. 

Therefore, the generalized Lyapunov equation is 

transformed into the following Lyapunov equation: 

         (9) 𝐴𝑃̂1 + 𝑃̂1𝐴
𝑇 + 𝐵𝐵𝑇 = 0 

An initial solution for the generalized Lyapunov 

equation is obtained by solving the Lyapunov equation of 

(9).  

Then, in each iteration, the truncated type I 

controllability Gramians is derived by applying the 

following iterative formula:  
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      (10) 
𝐴𝑃̂𝑖 + 𝑃̂𝑖𝐴

𝑇 + 𝑁𝑃̂𝑖−1𝑁
𝑇 + 𝐵𝐵𝑇 = 0,

𝑖 = 2,3,⋯ 

Finally, the type I controllability Gramian is determined 

as follows:  

       (11) 𝑃 = lim
𝑖→∞

𝑃̂𝑖  

Similar to the controllability Gramian, the truncated 

type I observability Gramian can be computed.  

Type II Gramians 

The generalized Lyapunov equations of the bilinear 

system can be extended to the following inequality 

equations [41], which are called type II Gramians:  

   (12) 𝐴𝑇𝑃−1 + 𝑃−1𝐴 + 𝑁𝑇𝑃−1𝑁 ≤ −𝑃−1𝐵𝐵𝑇𝑃−1 

   (13) 𝐴𝑇𝑄 + 𝑄𝐴 + 𝑁𝑇𝑄𝑁 ≤ −𝐶𝑇𝐶 

Although (12) is constructed based on inverse 

controllability Gramians, it can be rewritten in terms of 

controllability Gramians by multiplying P to left and right-

sides of (12).  

The type II Gramians have some advantages respect to 

type I Gramians. These advantages include additional 

information about the control, global energy bounds, and 

availability of an 𝐻∞-error bound for the bilinear BT 

method [34]. Therefore, BT model order reduction for 

bilinear systems based on type II Gramians are superior to 

those based on type I Gramians. However, the main 

difficulty in employing type II Gramians is that finding the 

type II Gramians via solving the inequalities of (12) and 

(13), especially for large scale systems is not a straight 

forward task. 

BBT Algorithm 

Table 1: Algorithm of bilinear BT method 
 

    Input: The system matrices: 𝐴,𝑁, 𝐵, 𝐶. 

1 Determine low-rank approximation of Gramians: 

𝑃 ≈ 𝑅𝑅𝑇and 𝑄 ≈ 𝑆𝑆𝑇; 

2 Compute SVD of 𝑆𝑇𝑅 as follows: 

       𝑆𝑇𝑅 = 𝑈𝛴𝑉 = [𝑈1 𝑈2] [
𝛴1 0
0 𝛴2

] [𝑉1 𝑉2]
𝑇 

 The 𝛴1 contains the r largest singular values of 𝑆𝑇𝑅 

3 Construct the transformation matrices 𝑇1 and 𝑇2: 

𝑇1 = 𝑆𝑈1𝛴1

−
1
2 

𝑇2 = 𝑅𝑉1𝛴1

−
1
2 

4 Determine the reduced-order bilinear model: 

𝐴𝑟 = 𝑇2
𝑇𝐴𝑇1 , 𝑁𝑟 = 𝑇2

𝑇𝑁𝑇1 , 𝐵𝑟 = 𝑇2
𝑇𝐵 , 𝐶𝑟 = 𝐶𝑇 

    Output: 𝐴𝑟, 𝑁𝑟, 𝐵𝑟, 𝐶𝑟. 

Once the type I or type II Gramians are obtained for a 

bilinear system, they can be employed in the context of 

balancing for MOR of system. For this purpose, the 

bilinear BT algorithm can be used as presented in Table 1 

[34].  

Proposed MOR Method 

Numerically, it is not easy to apply balanced truncation 

to a bilinear system because it requires a solution of two 

high-order generalized Lyapunov equations. On the other 

hand, determining the type II Gramians by solving the 

generalized Lyapunov inequalities is challengeable. 

Hence, in this paper a new method has been proposed to 

solve the generalized Lyapunov equations using the LMI 

approach. After solving the generalized Lyapunov 

equations by the proposed method, the bilinear BT 

method is applied to order reduction of bilinear systems. 

The proposed algorithm is implemented via four steps, as 

follows. 

Step 1. Determining the order of the reduced system: 

 The first step of determining the reduced-bilinear 

model of (1) is specifying the desired order. It is necessary 

to determine which modes have the most significant 

amount of energy to accomplish this. Modes with higher 

energy can be evaluated using dominant poles or the 

Hankel singular value method.  

The number of high-energy modes is equal to the order 

of the reduced model. The order of the reduced model is 

determined initially by the number of eigenvalues whose 

real parts are closest to the origin. It is recommended to 

choose a conservative order at the beginning. The initial 

order is decreased one by one using a bilinear MOR 

method such as BPOD [42] until the error index 

significantly increases.  

Therefore, the lowest order with negligible error is the 

most appropriate.  

Step 2. Finding the truncated type II Gramians via LMI: 

 As stated earlier, in implementing BBT based on type 

II Gramians, solving the generalized Lyapunov inequalities 

is complicated, especially for large-scale systems. To 

address this problem, in this paper, at first, the 

generalized Lyapunov inequalities would be represented 

as a LMI constrained optimal problem. Then, it will be 

solved via an intermediate approximation of the system.  

Let us consider the generalized Lyapunov equation as 

represented by (12). By adding the unknown coefficient 

of λ to (12), the controllability Gramians equation is 

converted to the following inequality equation: 

       (14)   𝐴𝑃 + 𝑃𝐴𝑇 + 𝑁𝑃𝑁𝑇 + 𝐵𝐵𝑇 + 𝜆𝐼 < 0 

On the other hand, the Gramians of controllability 

should be positive definite. Hence, the controllability 

Gramians equation can be converted to a constrained 

optimization problem as follows: 
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    (15a) {𝑠. 𝑡.  
𝑀𝑖𝑛  𝜆

𝐴𝑃 + 𝑃𝐴𝑇 + 𝑁𝑃𝑁𝑇 + 𝐵𝐵𝑇 + 𝜆𝐼𝑛 < 0
𝑃 > 0

 

By solving the constrained optimization problem of 

(15), the controllability Gramians would be determined. 

Similar to controllability Gramians, observability 

Gramians can be determined, as: 

     (15b)   {𝑠. 𝑡.  

𝑀𝑖𝑛  𝜇

𝐴𝑄 + 𝑄𝐴𝑇 + 𝑁𝑄𝑁𝑇 + 𝐶𝑇𝐶 + 𝜇𝐼𝑛 < 0
𝑄 > 0

 

In the next step, in order to facilitate solving the 

optimization problem of (15) and to decrease the 

computational volume, a middle-order approximation of 

the original system would be obtained by the 

conventional MOR methods such as BT or BPOD. It should 

be noted that both of these methods yields quite precise 

approximations in middle orders [43]. Then the LMI 

problem of (15) would be solved for this reduced system. 

In this case, the optimization problem can be considered 

as follows:  

{𝑠. 𝑡.  
𝑀𝑖𝑛  𝜆

𝐴𝑚𝑃𝑚 + 𝑃𝑚𝐴𝑚
𝑇 + 𝑁𝑚𝑃𝑚𝑁𝑚

𝑇 + 𝐵𝑚𝐵𝑚
𝑇 + 𝜆𝐼𝑚 < 0

𝑃𝑚 > 0
 

(16a) 

{𝑠. 𝑡.  

𝑀𝑖𝑛 𝜇

𝐴𝑚𝑄𝑚 + 𝑄𝑚𝐴𝑚
𝑇 + 𝑁𝑚𝑄𝑚𝑁𝑚

𝑇 + 𝐶𝑚𝐶𝑚
𝑇 + 𝜇𝐼𝑚 < 0

𝑄𝑚 > 0
 

(16b) 

where, in (16) index m implies the system matrices and 

Gramians of the approximated middle-order system. 

Step 3. Apply the bilinear BT method:  

The achieved type II Gramians in the previous step are 

applied to the bilinear BT algorithm to obtain a reduced-

order bilinear model.  

Step 4. Adjust the gain of the reduced-order:  

The obtained bilinear reduced-order model by the 

bilinear BT method usually suffers from steady-state error 

[44]. In other words, the final value of the achieved 

bilinear reduced-order model deviates from the final 

value of the original bilinear system. To address this 

problem, a feedforward tuning factor is added to the 

bilinear reduced-order model, which is determined in this 

step as follows.  

Consider the reduced model of (17), in which the 

tuning factor of K has been added to the output equation 

as: 

       (17) {
𝑥̇𝑟(𝑡) = 𝐴𝑟𝑥𝑟(𝑡) + 𝑁𝑟𝑥𝑟(𝑡)𝑢(𝑡) + 𝐵𝑟𝑢(𝑡)

𝑦𝑟(𝑡) = 𝐾𝐶𝑟̅𝑥𝑟(𝑡)
 

where 𝐶𝑟̅ is the output vector determined by the bilinear 

BT method in previous step.  

The steady-state error of the bilinear BT model is 

removed by properly adjusting K. To tune this parameter, 

two approaches can be considered.  

In the first approach, the gain of the reduced-order 

model is tuned as an optimization problem by a swarm 

intelligence-based algorithm. The fitness function can be 

considered as a function of output error, such as the 

Integral Square of Error (ISE). 

In the second approach, the tuning factor of K is set so 

that the steady-state output error for non-oscillating 

bounded inputs is removed. Let us define the steady-state 

output error as: 

   (18)  lim
𝑡→𝑡𝑓

𝑒(𝑡) = lim
𝑡→𝑡𝑓

|𝑦(𝑡) − 𝐾𝑦𝑟(𝑡)| 

where, tf represents the large enough settling time of the 

response. Then, K is tuned to remove this steady state 

error as: 

(19) 𝐾 =
𝑦(𝑡𝑓)

𝑦𝑟(𝑡𝑓)
 

Therefore, the proposed approach can be 

implemented via the algorithm of Table 2 as follows: 

 
Table 2: The proposed MOR algorithm 

 

    Input: The system matrices: 𝐴,𝑁, 𝐵, 𝐶. 

1 Determine the suitable order of the reduced-bilinear 

model by an iterative method. 

2 Find the middle order approximation of the system and 

solve the LMI constrained optimization problem of (16) to 

achieve type II controllability and observability Gramians.  

3 Apply the obtained type II controllability and 

observability Gramians to the BT method to determine the 

reduced-order bilinear model. 

4 Adjust the gain of the system by tuning the factor of K.     

    Output: 𝐴𝑟, 𝑁𝑟, 𝐵𝑟, 𝐶𝑟. 

 

Simulation Results 

Here, three high-order bilinear systems are considered 

as test systems. These test systems are approximated by 

the proposed method. A bilinear system with an order of 

200 is the first test system. Then, the Chaffee-Infante 

model would be approximated by the proposed method. 

The third test system is a nonlinear transmission line 

circuit converted to a bilinear system by Carleman 

bilinearization. To validate the proposed method, the 

obtained reduced-order models are compared with some 

well-known MOR methods such as BT, BPOD and BIRKA 

methods. The results show that the proposed method 
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matches the original systems more than other 

approaches.  

Test system 1 

In [24], a bilinear system of order 200 is presented with 

the following matrices: 

(20) 

𝑥̇(𝑡) = [
𝐴1 0
0 𝐴2

] 𝑥(𝑡) + [
0 0
𝑁1 0

] 𝑥(𝑡)𝑢(𝑡)

+ [
𝐵1

0
] 𝑢(𝑡) 

𝑦(𝑡) = [0 𝐶2]𝑥(𝑡) 

where 𝐴1 ∈ 𝑅100×100, 𝐴2 ∈ 𝑅100×100, 𝐵1 ∈ 𝑅100×1 and 

𝐶2 ∈ 𝑅1×100  

       (21) 

  𝐴1 = [

−10 2
7 −10 2

⋱ ⋱ ⋱
7 −10

], 𝐴2 =

[

−5 2
2 −5 2

⋱ ⋱ ⋱
2 −5

] 

  𝑁1 = [

2 1
−1 2 1

⋱ ⋱ ⋱
−1 2

], 𝐵1 = [1 ⋯ 1] 

,  
𝐶2 = [0 ⋯ 0 1]𝑇 

The procedure of order reduction by the proposed 

method is followed step by step as: 

Step 1: In the first step, the order of the reduced 

bilinear model is determined. For this purpose, the initial 

order is determined based on the number of eigenvalues 

with the real part close to the origin. According to Fig. 1, 

this guess is 20. Then, the order of the reduced-model 

decreased one by one from 20 to 1, and for each order, 

the BPOD was applied. The 𝐻2 norm of error for each 

order is calculated. The 𝐻2 norm of the error for each 

order of the reduced test system 1 is shown in Fig. 2. 
 
 

 
Fig. 1: Real part of eigenvalues of test system 1. 

 
Fig. 2: 𝐻2-norm of error versus order. 

 

It can be shown that the proper order for the reduced-

order bilinear model of test system 1 is 2.  

Step 2: In this step, a new structure for computation of 

controllability and observability Gramians would be 

considered. By adding an unknown term of 𝛼 to the 

controllability relation, this equation is converted to a LMI 

optimization problem. A similar approach can be applied 

to observability Gramians. Then, the optimization 

problem with inequality constraints of (15) is minimized 

to determine the alternative controllability Gramian. 

Following the same procedure, the observability Gramian 

is determined, as well. 

Step 3: Using the bilinear BT method, the reduced-

order bilinear model is derived.  

Step 4: Adjust the gain of the reduced-order system to 

remove the steady-state error. Here 𝐾 = 1.016 has 

selected as the ratio of the original and reduced order 

systems.  

The achieved reduced-order bilinear model is 

presented as follows:  

(22) 

𝑥̇𝑟(𝑡)

= [
−1.0196 −7.0814𝑒 − 18

−1.3391𝑒 − 18 −1.0092
] 𝑥𝑟(𝑡)

+ [
0 0

3.2332 −1.1425𝑒 − 18
] 𝑥𝑟(𝑡)𝑢(𝑡)

+ [
4.9068

2.5369𝑒 − 17
] 𝑢(𝑡) 

𝑦𝑟(𝑡) = 1.016 × [0 12.1142]𝑥𝑟  

Fig. 3 illustrates the response of the reduced bilinear 

model of Eq. (22) to input 𝑢(𝑡) = 0.05𝑒𝑥𝑝(−0.5𝑡). Also, 

it is compared with some well-known MOR methods, 

including BT, BPOD and BIRKA methods. In addition, the 

absolute error has been also evaluated over time and 

depicted in Fig. 4. It can be shown that the proposed 

method matches the original system much better than 

other methods, and it has a smaller error compared to the 

other methods. Some important characteristics of the 

response are compared to provide a quantitative and 

numerical evaluation. These specifications include peak, 
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steady-state, and ISE index as an appropriate measures 

for evaluating the approximation error. The results of the 

comparison have been presented in Table 2.   

Figs. 3, 4 and Table 3 show that the obtained reduced-

order bilinear model via the proposed method provides 

the best approximation among the other indicated 

approaches.  

Test System 2: Chaffee Infante 

Another standard test system used to evaluate MOR 

methods is the one-dimensional Chaffee-Infante 

equation on Ω = (0, 𝐿) × (0, 𝑇) [42]. In this equation, 

there is cubic nonlinearity:  

       (23)   𝑣𝑡 + 𝑣3 = 𝑣𝑥𝑥 + 𝑣 (0, 𝐿) × (0, 𝑇) 

where v is the viscosity parameter.  

The initial and boundary conditions of the Chaffee- 

Infante equation have been considered in (24)-(26). 

 
 

Fig. 3: Comparison of responses of the bilinear model of test 
system 1 and their reduced-order model approximations. 

 
 

 
 

Fig. 4: Time evolution of absolute error of various methods for 
approximations of test system 1. 

 

Table 3: Comparison of methods for test system 1 
 

 Order Final value Peak ISE 

Original 
System 

200 3.24e-04 0.0977 - 

Proposed 
Method 

2 3.31e-04 0.0975 1.02e-06 

BT 
Method 

2 0.0063 0.2453 0.0660 

BPOD 
Method 

2 0.0027 0.1027 0.0013 

BIRKA 
Method 

2 3.19e-04 0.0978 1.63e-08 

      (24) 𝛼𝑣(0, 𝑡) + 𝛽𝑣(0, 𝑡) = 𝑢(𝑡) 

      (25) 𝑣(𝐿, 𝑡) = 0  𝑡 ∈  (0, 𝑇) 

      (26) 𝑣(𝑥, 0) = 𝑣0(𝑥) 

where 𝛼 and 𝛽 are constant parameters and 𝑣0(𝑥) is 

initial condition of the system.  

A finite-difference scheme was used to obtain the 

spatial discretization system. Then, Carleman 

bilinearization converts the nonlinear ODEs of the 

Chaffee-Infante equation to bilinear form. For this test 

system, 𝐿 = 0.1 and 𝑇 = 5. Also, the initial condition is 

considered zero, i.e., 𝑣0(𝑥) = 0. The discretization 

involved 31 points. Thus, the order of the bilinear model 

of the Chaffee-Infante is 992. The proposed method is 

applied to order reduction of the bilinear Chaffee-Infante 

model. The order of reduced approximation is 10. Similar 

to test system 1, the obtained reduced-order model is 

compared with some well-known model order reduction 

methods such as BPOD, BBT and BIRKA methods. In Fig. 5, 

responses of reduced-order bilinear models to input 

𝑢(𝑡) = 0.5(1 + cos (𝜋𝑡)) are shown. Also, the absolute 

error versus time is presented in Fig. 6.  
 

Fig. 5: Comparison of responses of the bilinear model of 
Chaffee Infante equation and their reduced-order model 

approximations. 
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Fig. 6: Time evolution of absolute error of various methods for 

bilinear Chaffee Infante approximations. 

 

According to Fig. 5 and Fig. 6, it is seen that the 

proposed method results as well as those of BIRKA are 

similar to the high-order bilinear model of the Chaffee 

Infante model.   

Test system 3: Transmission Line Circuit 

Fig. 7 depicts the transmission line circuit, including 

nonlinear resistors and an independent current source. 

  

 
Fig. 7. Transmission line circuit. 

 

Transmission lines can be modeled as a nonlinear state 

spaces form, as follows [6]:  

  (27) 

𝑥̇(𝑡) =

[
 
 
 
 
 

−𝑔(𝑥1) − 𝑔(𝑥1 − 𝑥2)

−𝑔(𝑥1 − 𝑥2) − 𝑔(𝑥2 − 𝑥3)
⋮

−𝑔(𝑥𝑘−1 − 𝑥𝑘) − 𝑔(𝑥𝑘 − 𝑥𝑘+1)
⋮

−𝑔(𝑥𝑞−1 − 𝑥𝑞) ]
 
 
 
 
 

+ [

1
0
⋮
0

] 𝑢(𝑡) 

𝑦(𝑡) = [1 0 ⋯ 0]𝑥(𝑡) 

where 𝑥 ∈ 𝑅𝑞×1 is the state variables, 𝑓 ∈ 𝑅𝑞  is nonlinear 

state evolution function, 𝑏 ∈ 𝑅𝑞×1 and 𝑐 ∈ 𝑅1×𝑞 are input 

and output, respectively. Also, the relation between 

voltage and current of each resistor is modeled as 𝑔(𝑥) =

𝑒𝑥𝑝(𝑥) + 𝑥 − 1.  

In this case, the number of resistors is chosen to be 20. 

In order to approximate the nonlinear RC circuit system 

(27) using a bilinear model, the Carleman bilinearization 

is used [4], [5]. The order of the resulting bilinear model 

is 𝑞2 + 𝑞 = 420.  

The obtained bilinear model of the transmission line is 

high-order and should be reduced. For this purpose, the 

proposed method is applied to approximate the reduced-

order bilinear model of the transmission line model. The 

reduced-order bilinear model for the bilinear 

transmission line model is as follows:   

      (28) 

𝑥̇𝑟(𝑡)

= [
−68.20 −9.87 −3.11
−6.42 −92.79 9.69
2.96 18.77 −61.27

] 𝑥𝑟

+ [
0.011 0.038 −0.039
0.038 0.181 −0.133

−0.008 −0.03 0.024
] 𝑥𝑟𝑢

+ [
−0.09
−0.26
0.18

] 𝑢 

 𝑦𝑟(𝑡) = 20 × [−0.06 −0.18 0.112]𝑥𝑟  

The responses of the nonlinear transmission line 

model and their approximations to input 𝑢(𝑡) =

𝑠𝑖𝑛(10𝑡)𝑐𝑜𝑠(𝑡)𝑒𝑥𝑝(−1.5𝑡) have been presented in Fig. 

8. Also, the absolute error of the obtained reduced-order 

models has been shown in Fig. 9. In Table 4, some 

specifications of the achieved reduced-order bilinear 

model have been compared, as well. It is seen from Fig. 8 

and Fig. 9 that the proposed method and the BIRKA have 

the most similarity and less error among the reduced-

order bilinear systems. Besides, according to Table 4, it 

can be observed that the proposed method and the BIRKA 

method have the best approximation among the 

reduction methods. 
 

 
 

Fig. 8: Comparison of responses of the nonlinear transmission 
line system and their reduced-order model approximations. 

 

However, although the BIRKA is as accurate as the 
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proposed method, its convergence is not guaranteed, 

generally [39].  

In 50 simulations performed by the BIRKA to test 

System 3, it was observed that BIRKA diverges nine times, 

indicating an 18% failure rate in model order reduction. It 

is the main drawback of BIRKA, which is not observed in 

the BT family.  

Indeed, as discussed earlier, convergence is 

guaranteed via employing BT. Therefore, the proposed 

method improves the bilinear BT method's performance 

and preserves the bilinear BT method's specifications, 

such as guaranteed stability and convergence.  
 

 

Fig. 9: Time evolution of absolute error of various methods for 

bilinear transmission line model approximations . 
 

Table 4: Comparison of methods for test system 3 
 

 Order Final value Peak ISE 

Nonlinear 
pendulum 

system 
20 1.155e-05 0.0118 - 

Bilinear 
Model 

420 1.330e-05 0.0118 6.43e-07 

Proposed 
Method 

3 8.247e-07 0.0118 1.83e-06 

BT Method 3 3.283e-04 0.0026 3.30e-05 

BPOD 
Method 

3 7.426e-07 0.0140 8.04e-07 

BIRKA 
Method 

3 -1.2903e-06 0.0134 3.51e-07 

To further analysis, the simulation time of the MOR 

methods is compared. The time required for 

approximation of test system 3 by MOR methods is given 

in Table 5.   

Table 5: Comparison of the simulation time of MOR methods for 
test system 3 
 

 
Simulation Time 

(sec) 
Quality of Approximation 

Proposed 
Method 

6.24 Very good 

BT 
Method 

6.81 Not good 

BPOD 
Method 

32.69 Good 

BIRKA 
Method 

431.33 Very good 

 

It can be seen that the proposed method and the 

bilinear BT method need less time to approximate the test 

system 3. However, the bilinear reduced-order model 

obtained by the bilinear BT method is not a good 

approximation. On the other hand, the proposed method 

and BIRKA have high quality to approximate test system 

3, but the BIRKA needs about 70 times more simulation 

time.  

It can be noted that the proposed method used to 

MOR of test system 3 is implemented by minimizing the 

optimization problem of (16). To do this, an initial bilinear 

reduced-order model with order 25 is approximated by a 

bilinear BT method. Then, the optimization problem of 

(16) is minimized to determine the bilinear reduced 

model. The required simulation time for this two-stage is 

6.24 seconds. 

Results and Discussion 

This study investigates the MOR of the bilinear systems 

based on the improved bilinear BT method. The proposed 

method uses the concept of type II Gramians to 

determine controllability and observability Gramians. To 

determine these Gramians, a new LMI-based approach is 

applied. After determining the new Gramians, the bilinear 

BT method is used. Since type II Gramians have more 

advantages than type I Gramians, the accuracy of the 

obtained reduced-order bilinear model is higher than the 

bilinear BT method. The proposed method is not only 

more accurate than bilinear BT, but it also has the 

advantages of balanced truncation, including ensuring 

stability and convergence. 

Furthermore, the steady-state error of the reduced-

order bilinear model is removed by adjusting the tuning 

factor. Three test systems are considered and compared 

with some well-known MOR methods to evaluate the 

proposed method. The results show that the proposed 

method is more similar to high-order bilinear systems and 

outperforms other approaches.  
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Conclusions 

This paper proposes a new MOR method based on the 

balance truncation approach with type II Gramians for 

order reduction of the bilinear systems. For this purpose, 

at first, a new iterative method is proposed for 

determining the proper order for the reduced-order 

bilinear model which is related to the number of 

eigenvalues of the bilinear system whose real parts are 

closest to origin and have the most significant amount of 

energy. Then, the generalized Lyapunov equations are 

constructed to determine the Gramians of controllability 

and Gramians of the observability. These generalized 

Lyapunov equations are transformed into a linear matrix 

inequality problem by adding an unknown coefficient. 

Next, the LMI problem is converted to a constrained 

optimization problem. New controllability and 

observability Gramians are determined by solving the 

constrained LMI optimization problem. The obtained 

Gramians are applied to the bilinear BT method to 

determine the reduced-order bilinear model.  

These type II Gramians, determined by solving the 

constrained optimization problem as an LMI problem, 

contain additional information compared to type I 

Gramians. Also, type II Gramians lead to finding global 

energy bounds. Therefore, obtaining type II Gramians in 

the context of balancing leads to increasing the accuracy 

of the BT method. On the other hand, the order 

determined by the proposed method is more appropriate 

and accurate than other methods of determining the 

order of reduced systems. Three high-order bilinear test 

systems are approximated to show the efficiency and 

ability of the proposed method. The achieved results are 

compared with some classical order reduction methods 

such as the BT, BPOD and BIRKA. According to the 

obtained results, it can be concluded that the proposed 

MOR method is superior to classical bilinear MOR 

methods, but is almost equivalent to BIRKA. It is out-

performance respecting BIRKA is its guaranteed stability 

and convergence.   
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Background and Objectives: Intelligent receivers, automatically detect the digital 
modulation type of the received signals for demodulation purposes where is well 
known as Automatic Modulation Classification (AMC) module. The performance 
of AMC algorithms depends on the channel conditions where for example, in 
fading channel its performance gets worse than the AWGN channel. 
Methods: We propose a new algorithm for improving the AMC classification 
accuracy in flat fading channels. The proposed algorithm consists of an optimizable 
nonlinear preprocess followed by Linear Discriminant Analysis (LDA) technique. 
Two Lemmas have been found for extracting the optimization rule. And an 
optimization algorithm has been built based on the previous Lemmas.  
Results: The simulation results show that the proposed algorithm improves the 
classification accuracy between 8-Phase Shift Keying (8PSK) and 16PSK (as an 
example of M-array PSK (MPSK) inter-class) for Signal-to-noise ratio (SNR) values 
greater than 13 dB, and between 16-quadrature amplitude shift modulation 
(16QAM) and 64QAM (as an example of M-array QAM (MQAM) inter-class) for 
SNR values greater than 4 dB. On the other hand, the classification accuracy of 
MPSK and MQAM is improved using the proposed algorithm compared with 
reference papers. Its improvement is up to 10.79% compared with the [1] and up 
to 38.552% compared with [2]. 
Conclusion: By using the proposed optimization algorithm, the AMC classification 
accuracy has been improved. Other classification problems can use this algorithm. 
And other nonlinear preprocess functions or optimization algorithms may be 
found in future work. 
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Introduction 

With the significant development of modern 

communication technology, the AMC of the received 

signal is becoming more critical. Two primary AMC 

techniques are known: Likelihood-Based (LB) and 

Feature-Based (FB). LB techniques suffer from high 

computational complexity and need to estimate the 

unknown parameters [3], [4]. On the other hand, FB 

techniques have less complexity, don’t need any 

parameter estimation [5], [6], and can work under 

different conditions like multipath fading channels [7].  

 
Various studies were done to find good discriminative 

features for modulation classification like instantaneous 

time-domain features, Fourier and wavelet transform, 

higher-order moments, and cumulants [5]-[11]. 

Comparisons between the performances of these 

features were made in [12], [13]. According to their 

results, Higher-Order Cumulants (HOCs) are the best 

features under different conditions. 

Different studies and simulations were done for AMC 

in fading channels using different HOCs. For example, in 

https://dx.doi.org/10.22061/jecei.2022.8743.550
http://jecei.sru.ac.ir/
http://creativecommons.org/licenses/by/4.0/
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[1], the author shows that the performance accuracy of 

MPSK and MQAM classification by using HOMs and HOCs 

is 84.37%. While in [2], the author shows that the 

performance accuracy of binary phase-shift keying 

(BPSK), Quadrature Phase-Shift Keying (QPSK), 8-phase-

shift keying (8-PSK), 16-PSK, 16-quadrature amplitude 

modulation (16-QAM), 32-QAM, and 64-QAM 

classification by using cyclic cumulants is 89.8%, for SNR 

value of 15 dB.  

The most critical inter-class modulation types are 

MPSK and MQAM [1], [2]. Most of the well-known intra-

class modulation types are shown in Table 1. 

 
Table 1: Chosen types of MPSK and MQAM digital modulations 
 

Inter-class 
modulation 

Intra-class modulation 

MPSK BPSK, QPSK, 8PSK, 16PSK 

MQAM 8QAM, 16QAM, 32QAM, 64QAM 

 
Our study improves the AMC performance by 

enhancing the discrimination between some intra-class 

digital modulation types in Table 1 (like 8PSK and 16PSK, 

and like 16QAM and 64QAM) for lower SNR values. This 

improvement is made by optimizing an added nonlinear 

preprocess function. Two primary optimizable nonlinear 

functions have been developed: regularized distance-

based and nonlinear transformation. The simulation 

results show that these optimized functions could 

improve the discrimination between 8PSK and 16PSK for 

SNR values greater than 13 dB and between 16QAM and 

64QAM for SNR values greater than 4 dB. On the other 

hand, the classification accuracy of MPSK and MQAM has 

been improved using the proposed algorithm compared 

with reference papers [1], [2]. The maximum 

improvement of our proposed algorithm compared with 

the reference paper [1] is 10.79%, and the maximum 

improvement of our proposed algorithm compared with 

the reference paper [2] is 38.552%. 

System Model 

Consider the received signal in flat fading channel as: 

( ) ( ) ( )l lr n w n v n= +        (1) 

where   is the complex channel fading coefficient 

which is considered ( )0,1CN , ( )lw n  is the 

transmitted symbol which is considered an independent 

and identically distributed (i.i.d) process, and ( )v n  is the 

additive white Gaussian noise (AWGN) and is considered 

( ) ( )20, nv n CN  . 

The general mathematical form of the HOC is defined 

as [14], [15]: 

* *

1 1,..., , ,...,
, p q p q p

qtermsp qterms

C Cum r r r r
p q − − +

 −
 

=  
 
 

  (2) 

where * denotes the complex conjugate, p is the order of 

the cumulant, q is the complex conjugate order of the 

cumulant, and cum function is defined as [14]: 

 

1

1

1

,...,

( 1) ( 1)! ...
q

n

q

j j
j V j V

v

Cum r r

q E r E r−

 


=

  − −  
     


                   (3) 

and the summation is being performed on all partitions 

( )1 2, ,..., qV V V V=   for the set of indexes ( )1,2,...,n  . 

To cancel the effect of the power level of the received 

signal, the first type of normalization must be done [15], 

[16]: 

'

/2

21( )

pq

pq p

C
C

C
=       (4) 

The magnitude of the eighth, sixth, and fourth-order 

cumulants is greater than that of the second-order 

cumulants. As a result, we have different values for the 

other HOC orders. The second normalization can reduce 

the values range as [15], [17]: 

' 2/( ) p

pq pqC C=       (5) 

According to our simulation results for the selected 

digital modulation types in Table 1, 40 61,C C , and 80C   

(equations (6), (7), and (8)) have the most discrimination 

ability, so they have been chosen in our study [15], [18], 

[19]: 

2

40 40 203C M M= −        (6) 

2

61 61 21 40 20 41 20 215 10 30C M M M M M M M= − − +           (7) 

2

80 80 40 60 20

2 4

20 40 20

35 28

420 630

C M M M M

M M M

= − − +

−
          (8) 

where [15], [18], [19]: 

( ) ( )*p q q

pqM E r k r k
− =

 
    (9) 

is the moment of received signal r(k). 

Mathematical Preliminary 

A.  Linear Discriminant Analysis (LDA) 

This technique finds the optimum linear projection 
vector that maximizes the discrimination between digital 
modulation types [20]. We define the input features of 
the two classes for dataset i as: 
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( ) ( ) ( )40 61 80( ) ( ) ( )

, 1..,

T

i l l l
i i i

l xx

C r C r C r

r i n

 =
 

 =

x

C
  (10) 

( ) ( ) ( )40 61 80( ) ( ) ( )

, , 1,...,

T

i l l l
i i i

l y

C r C r C r

r i n

 =
 

 =

y

yC
  (11) 

These input features can be written as: 

40, 61, 80,:
i i i

T

i x x xC C C =  x   (12) 

40, 61, 80,:
i i i

T

i y y yC C C =  y   (13) 

The mean vectors of the input features can be 

calculated as [20]: 

( ) ( ) ( )40, 61, 80,

,1 ,2 ,3:

i i i

T

x x x

T

x x x

= E C E C E C

  

 
 

 =  

xμ
  (14) 

( ) ( ) ( )40, 61, 80,

,1 ,2 ,3:

i i i

T

y y y y

T

y y y

= E C E C E C

  

 
 

 =  

μ
   (15) 

By defining the projection vector u, the output features 
' ',i ix y of the first and second classes respectively can be 

calculated as [20]: 

' ',T T

i i i ix y= =x u y u     (16) 

Fisher criterion function represents the discrimination 
measurement between the output features of two 
classes as [20], [21]: 

( )' '

' 2 '2

( ) ( )
( ) :

( ) ( )

y x

x y

J
 

 
= = 

2

B

W

- S

+ S

T

T

u u u u
u

u u u u
      (17) 

where u is the projection vector, 
' '( ), ( )x y u u are the 

means of the output features for the first and the second 

classes, respectively, 
'2 '2( ), ( )x y u u  are the variances of 

the output features for the first and second classes, 

respectively. BS  And WS are defined as: 

( )( ) d d
B

S
T

y x y x
= μ - μ μ - μ        (18) 

1
( )( )

1

1
( )( )

1

x

d d

y

n

n



−

+ 
−





W
S :=

x

y

n

T

i x i x

i=1

n

T

i y i y

i=1

x - μ x - μ

y - μ y - μ

       (19) 

where ,x yn n  are the numbers of samples for the two 

classes, respectively. The optimum projection vector u 

can be calculated by solving the maximization of the 

Fisher criterion function problem of (17) for u. One of the 

solutions is using the Lagrange method as [21]: 

( -1)L = −
B W

S S
T T

u u u u   (20) 

where 𝜆 is the Lagrange multiplier. Equating the 

derivative of L to zero gives [21]: 

2 2 0
L

 


= − =  =


B W B W
S S S Su u u u

u
    (21) 

which is a generalized eigenvalue problem. One possible 

solution to the above-generalized eigenvalue problem 

can be found as [21]: 

( )eig= -1

W B
S Su   (22) 

where eig(.) denotes the eigenvector of the matrix with 

the largest eigenvalue. 

In the following Sections, the LDA algorithm is called 

the classical LDA. 

B.  Discrimination measurement 

One of the well-known statistical distance 

measurements between two random variables is 

Mahalanobis Distance (MD). Suppose xv and yv are 

random variables. The MD distance between them can be 

calculated as [22]: 

( ) ( ) ( ) ( )x y x y x yd = 
x y

S + S
T -1

v ,v μ - μ μ - μ    (23) 

where x yμ , μ  are mean vectors and x yS ,S are the 

covariance matrices of the random variables x yv ,v , 

respectively. 

This study uses the MD as a discrimination 

measurement between two random variables. 

Conventional Classical LDA-based AMC Problem  

The values of the selected HOCs in Section 2, i.e. 

40 61 80, ,C C C , are shown in Fig. 1, for the selected digital 

modulations in Table 1, and SNR rang [-5:25] dB. 

 
 

 

(a) 40C  
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(b) 61C  

 

(c) 80C  

Fig.  1: Values of 40C , 61C , and 80C  cumulants respectively. 

From Fig. 1, some modulations can be classified easily 

(like BPSK, QPSK, 8QAM, and 32QAM). In contrast, the 

others are close to each other (like 8PSK and 16PSK, and 

like 16QAM and 64QAM). This situation would be worse 

for lower SNR values.  

We define two different problems:  

- 8PSK and 16PSK classification as problem p1. 

- 16QAM and 64QAM classification as problem p2. 

Our work aims to find a new algorithm that separately 

improves the classification accuracy for the two 

problems, p1 and p2. 

Start with classical LDA to solve the mentioned 

problems p1 and p2. Calculation of the classification 

accuracy (ACC) for the problems p1 and p2 using the 

selected HOCs in Section 2 and the classical LDA algorithm 

have been done as shown in Fig. 2. As shown in Fig. 2, 

classical LDA doesn’t improve the performance accuracy 

of 8PSK and 16PSK classification (problem p1) and 16QAM 

and 64QAM classification (problem p2). As shown in the 

next section, we propose modifying the classical LDA 

algorithm by adding an optimizable nonlinear preprocess.  
 

 
Fig.  2: Classification accuracy using the selected HOCs and the 

classical LDA for the problems p1 and p2. 
 

Proposed Preprocess LDA Algorithm 

The proposed preprocess LDA algorithm consists of an 

optimizable nonlinear preprocess, followed by the LDA 

algorithm. 

A.  The Proposed Mathematical Problem 

The selected HOCs can be rewritten as: ,1 40,:
i ix xC C=  , 

,2 61,:
i ix xC C= , ,3 80,:

i ix xC C= for the first class Cx , the input 

features vector becomes ,1 ,2 ,3i i i

T

x x xC C C 
  , and 

,1 40,:
i iy yC C= , ,2 61,:

i iy yC C= , ,3 80,:
i iy yC C= for the second 

class Cy, , the input features vector becomes 

,1 ,2 ,3i i i

T

y y yC C C 
  . 

As shown in Section 4, the classical LDA algorithm 

needs adjustment to improve the discrimination between 

8PSK and 16PSK, and between 16QAM and 64QAM 

modulations for low SNR values. An example of this 

adjustment is the addition of nonlinear function as 

follows: 1 ,1 ,1( )
i ix yf C or C , 2 ,2 ,2( )

i ix yf C or C , and 

3 ,3 ,3( )
i ix yf C or C  of the selected HOCs in Section 2 as 

shown in Fig. 3. 

LDA

u

Nonlinear function 3

Nonlinear function 2

Nonlinear function 1

'

ixC

'

iyC

,1ixC

,1iyC

,2ixC

,2iyC

,3ixC

,3iyC

1 ,1( )
ixf C

1 ,1( )
iyf C

2 ,2( )
ixf C

2 ,2( )
iyf C

3 ,3( )
ixf C

3 ,3( )
iyf C

 
 

Fig.  3: Block diagram of the proposed nonlinear preprocess 
LDA algorithm. 

where ' ',
i ix yC C  are the output features of the first and 

second classes, respectively. These output features can 

be calculated as: 
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'

1 1 ,1 2 2 ,2 3 3 ,3( ) ( ) ( )
i i i i ix x x xC u f C u f C u f C= + + = T

x
u f         (24) 

'

1 1 ,1 2 2 ,2 3 3 ,3( ) ( ) ( )
i i i i iy y y yC u f C u f C u f C= + + = T

y
u f    (25) 

where  1 2 3, ,
T

u u u=u  is the projection vector, 

1 ,1 2 ,2 3 ,3 ,1 ,2 ,3( ) ( ) ( ) :
i i i i i i i

T T

x x x x x xf C f C f C f f f   = =   x
f  

is the vector of the values of the nonlinear functions for 

the first class, and: 

1 ,1 2 ,2 3 ,3 ,1 ,2 ,3( ) ( ) ( ) : )
i i i i i i i

T T

y y y y y yf C f C f C f f f   = =   y
f  

is the vector of the values of the nonlinear functions for 
the second class.  

The terms ' '( ), ( )x y u u  of the Fisher criterion function 

(17) are the means of the output features. They are 

calculated using (24) and (25) as: 

' ( )x E = T

x
u f       (26) 

' ( )y E = T

y
u f       (27) 

The terms ' 2 '2

1 2( ), ( ) u u  of the Fisher criterion 

function (17) are the variances of the output features. 

They are calculated as: 

' 2( ) ( )x cov = T

x
u f u        (28) 

' 2( ) ( )y cov = T

y
u f u        (29) 

By using (26), (27), (28), and (29), the Fisher criterion 

(17) can be written as: 

( ( ) ( ))
( )

( ) ( )

( ) ( ) ( ) ( )
:

( ) ( )

J

E E E E

cov cov

= =

      
=

  

B

W

S

S

' ' 2

y x

'2 '2

y x

T
T T

y x y x

TT

x y

μ u - μ u
u

σ u + σ u

u f - f f - f u u u

u uu f + f u

  (30) 

where : ( ) ( ) ( ) ( )E E E E   =    B
S

T

y x y x
f - f f - f  and 

: ( ) ( )cov cov =  W
S

x y
f + f . 

The nonlinear preprocess function allows us to control

B WS ,S , which affects the discrimination performance. 

The task is to find the rules that maximize the 

discrimination between two classes (Fisher criterion (30)) 

using the nonlinear preprocesses. 

B.  Necessary Lemmas 

Lemma 1. For J, B WS ,S which are defined in (30) and 

(17), we find that: 

max( ) trace( )J = -1

w B
S S        (31) 

Proof: Here, we mention some mathematical analyzes 

and results: 

- The maximum value of the Fisher criterion function 

(17) is equal to the maximum value of eigenvalues of 

the matrix -1

w B
S S [23]: 

maxmax( ) ( )J = -1

w B
S S     (32) 

- The summation of eigenvalues of a matrix is equal to 

the trace of the matrix [24]: 

trace( ) i=-1

w B
S S        (33) 

- The production of eigenvalues of a matrix is equal to 

the determinant of the matrix [24]: 

det( ) i=
-1

w B
S S        (34) 

- By noticing BS  calculation in (18), we find that

det( )BS  is equal to zero. 

- det( ) det( )det( ) 0= =-1 -1

w B w B
S S S S , which means (34) is 

no longer helpful for calculating i . 

- According to [21], the rank of -1

W B
S S  can be 

calculated as: 

rank( ) min( , 1, 1)T n L= − −-1

W B
S S        (35) 

where n is the size of the dataset in each class, L is the 

number of classes, and T is the number of features. In our 

case, L=2, T=3, and n>>L, T. We find that the ( )rank -1

W B
S S  

value is equal to 1. Which means we have one nonzero 

eigenvalue. By using (33) we find that: 

trace( ) 0= -1

w B
S S         (36) 

- Finally, by using (32) and (36), we find that

max( ) trace( )J = -1

w B
S S .                                                     

Lemma 2:  Maximization of the Fisher criterion (30) is 

equivalent to maximization of the Mahalanobis distance 

between the values of the nonlinear functions for each 

feature, i.e Fig. 3. 

Proof: According to Lemma 1, maximization of the Fisher 

criterion function means maximization of trace( )-1

W B
S S . 

So, we have to study the effect of BS  and WS  elements 

on the Fisher criterion function. To simplify it, we study 

two-class cases where 2 2
B W

S ,S : 

1

2

2

1 2 2 2

2

1 2


   

   = − − =          
B

S
T

y x y x
μ μ μ μ      (37) 

where 1 ,1 ,1-y x  =  is the difference between the 

means of the two classes for the first feature and 

2 ,2 ,2-y x  =  is the difference between the means of 

the two classes for the second feature.  

and:  
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( )

( )

( )

( )

,1 ,1 ,2,1 ,1 ,2

,1 ,2 ,2 ,1 ,2 ,2

cov( ) cov( )

22

y y y yx x x x

2 2

x x x x y y y y

2 2

1 1 x 1 2 y 1 2

2 2

x 1 2 y 1 2 2 2

= + =

σ ρ σ σσ ρ σ σ
+

ρ σ σ σ ρ σ σ σ

g +h ρ g g + ρ h h
=

ρ g g + ρ h h g +h

  
  
  
    

 
 
  

W
S x y

  
(38) 

where 1 ,1xg = and 2 ,2xg = are the variances of the first 

and second features for the first class, 1 ,1yh = and 

2 ,2yh =  are the variances of the first and second 

features for the second class. x And y  are the 

correlations between the features of the first class and 

second class, respectively. By using (37) and (38), the 

trace of -1

w B
S S  can be calculated as: 

( ) ( ) ( )

( )( ) ( )

( ) ( ) ( )

( )( )
( )
( )( )

1 2

1 2

2 2 2 2 2 2

2 2 1 1 1 2 1 2 1 2

2
2 2 2 2

1 1 2 2 1 2 1 2

2 2 2 2 2 2

2 2 1 1 1 2 1 2 1 2

2

1 2 1 22 2 2 2

1 1 2 2 2 2 2 2

1 1 2 2

( )

2

2

1

0

x y

x y

x y

x y
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                                                                                               (39) 

Discussion: Starting with BS , since 1  and 2 are the 

differences between the means of the first and second 

features for the two classes, respectively, we find from 

(39) that: 

1 2

lim( ) , lim( )tr tr
 →   → 

= + = +       (39) 

which means, by increasing the absolute values of the 

variables 1  and 2 , the Fisher criterion function value 

(17) will increase and vice versa. 

To study the effect of WS  elements on the Fisher criterion 

function, by noticing that 1 1,g h are the variances of the 

first feature for the two classes, we find from (39) that: 

1

1

1 1

1 1 1 1

0
0

Since : 0 , 0

When : 0 0 0

Thus : lim( )
g
h

g h

g h g and h

tr
→
→

 

+ →  → →

= +

  
      (40) 

In the same way for 2 2,g h , we find from (39) that: 

2

2

2 2

2 2 2 2

0
0

Since : 0 , 0

When : 0 0 0

Thus : lim( )
g
h

g h

g h g and h

tr
→
→

 

+ →  → →

= +

  
    (41) 

which means, by decreasing the values of the variables 

1 1g h+ and 2 2g h+ , the Fisher criterion function value (17) 

will increase and vice versa. 

From (40), (41), and (42), we find that to maximize the 

Fisher criterion function, we have to maximize 1 2,   of 

the matrix BS , and minimize 1 1g h+ , 2 2g h+  of the matrix

WS . The same thing must have been done for 
BS  and

WS  

in (30). 

By defining the means and variances of functions 

values of features as follows: ( ), , ,:f x i x iE f = ,

( ), , ,:f y i y iE f = , ( ) ( ), , ,: var
2

f x i x iσ f= , ( ) ( ), , ,: var
2

f y i y iσ f= . 

Maximizing the elements of the matrix
BS  means finding 

the optimum nonlinear transformation which satisfies: 

( ) ( )( )

( )

, ,

, , , ,

argmax

argmax

i

i

2

i y i x i
f

2

f y i f x i
f

f = E f - E f =

, i = 1,2,3 −
   (42) 

Minimizing the elements of the matrix WS  means 

finding the optimum nonlinear transformation which 

satisfies: 

( ) ( )( )

( ) ( )( )

, ,

, , , ,

argmin var var

argmin

i

i

x i y ii
f

2 2

f x i f y i
f

f = f f

= σ + σ , i = 1,2,3

+

        (43) 

By combining (43) and (44) we find: 

( )

( ) ( )( )
, , , ,

, , , ,

argmax
optimum

argmini

2

f y i f x i

i 2 2
fi=1,2,3

f x i f y i

f
σ + σ

  −
 

=  
 
 

      (44) 

By noticing (23), for each feature i=1,2,3, we find that 

maximizing the MD is equivalent to the condition (45) as:  

, ,argmax( ( ) )
i

x i y ii
f

f = MD f , f , i = 1,2,3           (45) 

which is the same as the condition denoted in lemma 2. 

C.  The Solution to The Proposed Mathematical Problem 
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Fig.  4: Optimization of nonlinear preprocess. 
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Lemma 2 means, to maximize the Fisher criterion, we 

have to choose the optimum parameters that satisfy (46) 

for each feature. We propose a simple search algorithm 

to find these optimum parameters for each selected HOC 

in Section 2. The proposed algorithm is depicted in Fig. 4. 

The proposed optimal nonlinear preprocess LDA 

algorithm of Fig. 4 consists of two stages where each 

stage consists of two steps (see Fig. 5): 

a- Training stage: 
Step 1:  

In this step, we calculate the parameters of the nonlinear 

preprocess (47), (49), and (50): 

- Calculate the parameters of the nonlinear preprocess

1( )f  for feature1 as ,1 ,1,
i ix yC C . 

- Calculate the parameters of the nonlinear preprocess 

2( )f for feature2 as ,2 ,2,
i ix yC C . 

- Calculate the parameters of the nonlinear preprocess 

3( )f  for feature3 as ,3 ,3,
i ix yC C . 

Step 2: 

- Calculate the linear projection vector u by solving the 

Eigenvalue problem (22) for 
BS  and 

WS where is 

presented in (30). 

b- Testing stage: 
Step 1: 

In this step, we apply the nonlinear preprocess (47), 

(49), and (50) using the calculated parameters in the 

previous stage as: 

- Apply the nonlinear preprocess 1( )f  for the feature1, 

i.e.
,1x or yC , using their calculated parameters. 

- Apply the nonlinear preprocess 2( )f  for the feature2, 

i.e. 
,2x or yC , using their calculated parameters. 

- Apply the optimized nonlinear preprocess 3( )f for 

the feature3, i.e. 
,3x or yC , using their calculated 

parameters. 

Nonlinear preprocess1

L
D
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u

Nonlinear preprocess2

Nonlinear preprocess3

Nonlinear preprocess1
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Nonlinear preprocess3
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Fig.  5: Optimal nonlinear preprocess LDA-based algorithm.

Step 2: 
- Apply the linear projection as (16) using the 

calculated projection vector in the previous stage. 

Two general optimal nonlinear preprocesses have 

been studied here: regularized distance-based and 

optimized nonlinear transformation preprocesses. 

D.  Regularized Distance-Based Preprocess 

To improve the discrimination between the classes, 

the distance between these features and the total mean 

is added to them as: 

( )

( )

1

, , , ,

1

, , , ,

( ) ( )

; 1... , 1..

( ) ( )

; 1... , 1..

i i i i

i i i i

j x j x j x j j x j j

j y j y j y j j y j j

f C C C

i n j d

f C C C

i n j d

 

 

−

−

= +  + −

= =

= +  + −

= =

      (46) 

where  

is the distance between the feature j (j=1, 2, or 3) and the 

 

total mean of the two classes 𝜇𝑗 =
𝜇𝑥,𝑗+𝜇𝑦,𝑗

2
 of the 

feature j, 𝐶𝑥𝑖,𝑗 is the input feature j of the first class,𝐶𝑦𝑖,𝑗 

is the input feature j of the second class,  𝑓𝑗(𝐶𝑥𝑖,𝑗) is the 

regularized distance-based feature value of the first 

digital modulation type, 𝑓𝑗(𝐶𝑦𝑖,𝑗) is the regularized 

distance-based feature value of the second class, and
j  

is the regularizer of the feature j. This regularizer aims to 

optimize this nonlinear transformation according to (46). 

We call it the proposed-dist LDA algorithm. 

E.  optimized nonlinear transformation 

Another way to find an optimal nonlinear preprocess 

that satisfies (46), is to add some parameters (here we 

add two parameters like 1 2,L L ) to some known nonlinear 

transformations. Two nonlinear transformations are 

used, Box-Cox [25] and tangent hyperbolic (tanh) 

transformations a [26]: 

Box-Cox transformation is defined as [25]: 

2 2

, , , ,( ) , ( )
i i i ix j x j j y j y j jC C  = −  = −       (47) 
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      (48) 

We call it the proposed-Box LDA algorithm. 

Tangent hyperbolic (tanh) transformation can be 

defined as [26]: 

, 1 2 1 , 2

, 1 2 1 , 2

( , , ) tanh( ( ))

( , , ) tanh( ( ))

i i

i i

j x j x j

j y j y j

f C L L L C L

f C L L L C L

= +

= +
       (49) 

We call it the proposed-Tanh LDA algorithm. 

The value of parameter 2L  for each feature is close to 

the total mean of feature 𝜇𝑗 =
𝜇𝑥,𝑗+𝜇𝑦,𝑗

2
. This parameter 

can be determined quickly using the search algorithm in 

Fig. 4. While the value of 1L  depends on the feature 

values and the transformation function, it can be 

determined by using the search algorithm in Fig. 4. Still, it 

takes more time than itself for 2L determination. 

Time and Space Complexities 

Here, we analyze the time and space complexities of 

the LDA and the proposed algorithms for the training and 

test stages. Then we compare them. 

A.  The Classical LDA Algorithm’s Time and Space 
Complexities 

To calculate time and space complexities, we suppose 

that the number of samples is 
jn n=  for all classes c (c=2 

in our case), and d is the number of features (d=3 in our 

case). Starting with training complexity, we find [20], [27]-

[29]: 

Table 2: Time and space complexities for training the classical 
LDA algorithm 

Operation Time complexity Space complexity 

   
1 1
,

n n

i ii i= =
x y  0 ncd=6n 

,x yμ μ  cd(n+1)= 6(n+1) cd=6 

μ  ncd+d=6n+3 d=3 

BS  cd2+cd=24 2d2=18 

WS  ncd2+ncd=24n 2d2=18 

-1

W
S  O(d3)=27 [29]  O(d2)=9 [28]  

-1

W B
S S  O(d3)=27 [29]  d2=9 

( )eig=
-1

W B
u S S  O(d3)=27 [20]  O(d2)=9 [30]  

Final complexity 36n+114 6n+72 

Our case 

100n  
36n 6n 

This result is similar to the result in [27] and for testing 

complexity, we find: 

Table 3: Time and Space complexities for testing the classical 
LDA algorithm 
 

Operation 
Time 

complexity 
Space 

complexity 

 0 6n 

LDA projection 12n 2n 

Final complexity 12n 8n 
 

B.  The Proposed Algorithm’s Time and Space 
Complexities 

Similar to the previous Section, we must calculate the 

training and testing complexities. According to the 

proposed nonlinear functions, the maximum number of 

optimizable variables is two. Suppose a and b are the 

number of loops for the first and second variables. 

Starting with training complexity, we find: 

Table 4: Time and Space complexities for training the proposed 
algorithm 

Operation Time complexity 
Space 

complexity 

Apply nonlinear 
preprocess 

2n 2n 

,x y   6(n+1) 6 

WS  18n 6 

Calculate MD using 

,  12 3 

Total complexity of 
one-time preprocess 

10n+6 2n+15 

Repeat for the first 
variable a times 

a(26n+18)  2n+6 

Repeat for the second 
variable b times 

ab(26n+18) 2n+6 

Apply LDA 36n 6n 

Final complexity ab(26n+18)+36n 8n+6 

Our case 

100n  
26abn+36n 8n 

and for testing complexity, we find: 

Table 5: Time and Space complexities for testing the proposed 
algorithm 

Operation 
Time 

complexity 
Space 

complexity 

 0 2n 

Apply nonlinear 
preprocess 

2n 2n 

LDA projection 12n 8n 

Final complexity 14n 12n 

   
1 1
,

n n

i ii i= =
x y

,x y  WS

   
1 1
,

n n

i ii i= =
x y
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C.  A Comparison Between the Complexities of the 
Classical LDA and the Proposed Algorithm 

Calculating the ratio of the proposed algorithm's 

complexity over the classical LDA algorithm's complexity 

is done to compare their complexities, as shown in Table 

6. 

Table 6: The ratio of the complexity of the proposed algorithm 
over the complexity of the classical LDA algorithm 

stage 
Ratio of time 
complexity 

Ration of space 
complexity 

training ≈ab+1 1.25 

testing 1.17 1.5 

 

As shown in Table 6, the time complexity of training 

the proposed algorithm is higher than the time 

complexity of the classical LDA algorithm due to the 

optimization process. Otherwise, they are almost similar. 

Simulation Results 

A.  Simulation of the Proposed Algorithm 

Three steps for complete simulation: 

I. Optimize the proposed-dist LDA, proposed-Box, and 

proposed-Tanh algorithms for each selected HOC in 

Section 2, as shown in Fig. 4. 

II. Calculate of the linear projection vector u as shown in 

Fig. 5. 

III. Calculate the Number of Misclassified Datasets 

(NoMD) for the two mentioned problems: problem 

p1 in Section 4, the classification between 8PSK and 

16PSK, and problem p2, which is the classification 

between 16QAM and 64QAM. 

B.  The Proposed-Dist LDA Algorithm 

Fig. 6 shows the simulation results of the normalized 

NoMD values of the classical LDA (16) and the proposed-

dist LDA algorithms for the problems p1 and p2, and SNR 

values [-5: 20] dB.  

3.92 dB

2.64 dB

NoMD 0.04=

 

Fig.  6: Normalized NoMD values of the classical LDA and the 
proposed-dist LDA algorithms for the problems p1 and p2. 

As shown in Fig. 6, the proposed-dist LDA algorithm 

could improve the discrimination between 8PSK and 

16PSK for SNR values greater than 13 dB and between 

16QAM and 64QAM for SNR values greater than 4 dB and 

for the normalized NoMD value of 0.04 (as an example), 

the improvement by using the proposed-dist LDA 

algorithm compared to the classical LDA algorithm is 2.64 

dB for the problem p1 and 3.92 dB for the problem p2.  

C.  The Proposed-Box LDA Algorithm 

Fig. 7 shows the simulation results of the normalized 

NoMD values of the classical LDA and the proposed-Box 

LDA algorithms for problems p1 and p2, and SNR values [-

5: 20] dB. 

3.72 dB

2.4 dB

NoMD 0.04=

 

Fig.  7: Normalized NoMD values of the classical LDA and the 
proposed-Box LDA algorithms for the problems p1 and p2. 

As shown in Fig. 7, the proposed-Box LDA algorithm 

could improve the discrimination between 8PSK and 

16PSK for SNR values greater than 13 dB and between 

16QAM and 64QAM for SNR values greater than 4 dB and 

for the normalized NoMD value of 0.04 (as an example), 

the improvement by using the proposed-Box LDA 

algorithm compared to the classical LDA algorithm is 2.4 

dB for the problem p1 and 3.72 for the problem p2.  

D.  The Proposed-Tanh LDA Algorithm 

Fig. 8 shows the simulation results of the normalized 

NoMD values of the classical LDA and the proposed-Tanh 

LDA algorithms for problems p1 and p2, and SNR values [-

5: 20] dB.  

As shown in Fig. 8, the proposed-Tanh LDA algorithm 

could improve the discrimination between 8PSK and 

16PSK for SNR values greater than 13 dB and between 

16QAM and 64QAM for SNR values greater than 4 dB and 

for the normalized NoMD value of 0.04 (as an example), 

the improvement by using the proposed-Tanh LDA 

algorithm compared to the classical LDA algorithm is 2.48 

dB for the problem p1 and 4 dB for the problem p2. 
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4 dB

2.48 dB

NoMD 0.04=

 

Fig.  8: Normalized NoMD values of the classical LDA and the 
proposed-Tanh LDA algorithms for the problems p1 and p2. 

E.  Classification Accuracy Improvement Compared with 
Reference Papers [1], [2]  

MPSK and MQAM have been classified in reference 

papers [1], [2].  

In [1], the author calculated the classification accuracy 

of MPSK and MQAM over a flat fading channel for SNR 

values of 10 dB and 0 dB. The classification accuracy of 

MPSK and MQAM is calculated using our optimized 

nonlinear LDA algorithm, i.e., the regularized distance-

based LDA algorithm. The improvement of our proposed 

nonlinear LDA algorithm is calculated by subtracting the 

classification accuracy of the reference paper [1] from the 

classification accuracy of our proposed algorithm, as 

shown in Table 7. 

Table 7: Comparison between the performance of the reference 
paper [1] and our proposed algorithm 

SNR (dB) 0 dB 10 dB 

Classification accuracy in 
Reference paper [1] 

76.8% 84.37% 

Classification accuracy of our 
proposed algorithm 

78.25% 95.16% 

The improvement of our proposed 
algorithm 

1.45% 10.79% 

 

As shown in Table 7, the classification accuracy of our 

proposed algorithm is improved compared with the 

reference paper [1]. The maximum improvement of our 

proposed algorithm compared with the reference paper 

[1] is 10.79%. 

In [2], the author calculated the classification accuracy 

of MPSK and MQAM over a flat fading channel for SNR 

range [0: 20] dB. The improvement of our proposed 

nonlinear LDA algorithm is calculated by subtracting the 

classification accuracy of the reference paper [2] from the 

classification accuracy of our proposed algorithm, as 

shown in Fig. 9. 

 

Fig.  9: Comparison between the performance of the reference 
aper [2] and our proposed algorithm. 

As shown in Fig. 9, the classification accuracy of our 

proposed algorithm is improved compared with the 

reference paper [2]. The maximum improvement of our 

proposed algorithm compared with the reference paper 

[2] is 38.552%. 

Conclusion 

To improve the classification, an optimized nonlinear 

preprocess LDA algorithm has been developed. Three 

optimized functions have been used. These functions 

have similar performances.  

According to Figs. 6, 7, and 8, the proposed preprocess 

LDA algorithms improve the classification between 8PSK 

and 16PSK for SNR values greater than 13 dB and between 

16QAM and 64QAM for SNR values greater than 4 dB. The 

proposed-dist LDA algorithm has the best performance 

for classification between 8PSK and 16PSK. In contrast, 

the proposed-Tanh LDA algorithm has the best 

performance for classification between 16QAM and 

64QAM. On the other hand, according to Table 7 and Fig. 

9, the classification accuracy of our proposed algorithm is 

improved compared with the reference papers [1], [2]. 

The maximum improvement of our proposed algorithm 

compared with the reference paper [1] is 10.79%, and the 

maximum improvement of our proposed algorithm 

compared with the reference paper [2] is 38.552%. 

By using the proposed optimization algorithm, the 

AMC classification accuracy has been improved.  Other 

classification problems can use this algorithm. And other 

nonlinear preprocess functions or optimization 

algorithms may be found in future work. 
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Abbreviations  

AMC Automatic Modulation Classification 

SNR Signal-to-Noise Ratio 

LDA Linear Discriminant Analysis 

HOCs Higher-Order Cumulants 

MD Mahalanobis Distance 

MPSK M-array Phase Shift Keying 

MQAM M-array Quadrature Amplitude shift 

Modulation 

LB Likelihood-Based 

FB Feature-Based 

i.i.d Independent and identically 

distributed 

ACC Classification accuracy 
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Background and Objectives: The speed sensor is one of the main components of 
the control and monitoring systems of rotational machines which is widely used in 
the aviation industry, railway, and automotive applications. Variable Reluctance 
Speed sensor (VRS) is a kind of magnetic sensor that has been traditionally 
employed for many different industrial measurements because of several well-
known advantages, such as passive nature, non-contact operations, robustness, 
low cost, low sensitivity to dirt, and large-signal output. 
Methods: In this paper, a variable reluctance speed sensor is proposed. The design 
process of the proposed sensor is presented and both the magnetic and electrical 
models of this sensor are derived by assuming the effect of magnetomotive force 
caused by eddy current formed on the outer edge of the target gear at high 
frequencies. As a result, the proposed model can demonstrate the performance of 
the variable reluctance speed sensor at high frequencies very well. 
Results: The proposed VRS is designed and simulated using MATLAB and Ansys 
Maxwell software to verify the theoretical results is constructed and tested. 
Conclusion: In this paper, a variable reluctance speed sensor is proposed and 
studied. The magnetic and electrical models of the proposed sensor are derived 
and the output voltage equation has been calculated as a function of the air gap 
length. The proposed VR sensor is simulated using 2D Finite Element Analysis 
software to identify the main parameters that influence the sensor output and also 
to verify the accuracy of the model. According to the simulation results, the output 
waveform quality will be affected by parameters such as air gap length, target gear 
material, the self-inductance of the VR sensor, and the load component values. In 
terms of the electrical model, we were able to simulate the effect of load 
resistance and capacitance on the sensor output. 
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Introduction 

The speed sensor is one of the main components of the 
control and monitoring systems of rotational machines 
which is widely used in the aviation industry, railway, and 

automotive applications [2]-[11]. For instance, for 
vibration-based damage detection of rotor blades in gas 

turbine engines, or for torsional vibration monitoring, it is 
necessary to measure instantaneous angular speed  (IAS) 
as accurately as possible [12]-[19].  

 
So far, several methods have been proposed for 

measuring IAS based on different kinds of sensing systems 
including Hall sensor-based, laser-based, optical 

encoders, capacitive and electromagnetic sensors, and 
potentiometric methods [20]-[25]. Variable Reluctance 

Speed sensor (VRS) is a kind of magnetic sensor that has 
been traditionally employed for many different industrial 
measurements because of several well-known 

advantages, such as passive nature, non-contact 
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operations, robustness, low cost, low sensitivity to dirt, 
and large-signal output. The main disadvantage of the VRS 

sensor is that the signal-to-noise ratio is very low at slow 
speeds and the output voltage depends on the target 

speed. In [26], a novel design and implementation of the 
VR sensors have been proposed which has resulted in an 
improvement in the speed measurement capabilities for 

turbomachinery. The proposed design provides an 
enhancement in output signal quality during the low and 

high-speed performance, and also during high-power 
operation. In addition, the new measuring system 
proposed in [26], has the capability for health monitoring 

of the engine bearings based on analysis of the differential 
output voltages from the two sensors. In [27], a numerical 

study has been performed on a VR sensor used for a 
coolant pump. In this research, a coupled circuit is 

introduced for calculating the induced voltage. The result 
of this study indicates that a sensor with a radially 
magnetized permanent magnet is more sensitive than C-

shape. Also, a ferromagnetic yoke installation has the 
advantage of closing the magnetic circuit in order to 

increase the flux concentration within the circuit. All of 
these results will produce a higher output voltage. In [28], 
both the electrical and magnetic model of a VR sensor has 

been carried out and presented. In this paper, also the 
effect of load components on the output magnitude and 

resonant frequency of the output signal has been 
evaluated. In [29], [30], a speed measuring system is 

proposed based on the variable reluctance sensor in order 
to measure Instantaneous rotation speed and torsional 
vibration monitoring. In these papers, both the magnetic 

and electrical model of the system is proposed to evaluate 
the system quality. This model allows for simulating the 

behavior of the system, given the arbitrary shape and 
speed of the rotating target. All of the models presented 

in all of these articles have been simplified and the effect 
of magnetomotive force caused by eddy current formed 
on the outer edge of the target gear at high frequencies 

has not been considered. So, this model can’t 
demonstrate the performance of the variable reluctance 

speed sensor at high frequencies very well. This paper is 
arranged as follows. In the first section, the basic theory 
of the variable reluctance speed sensor is described and 

both the magnetic and electrical equivalent circuits of the 
VR sensor are derived considering the effect of the eddy 

current that forms on the target gear. In the second 
section, 2D Finite Element Analysis (FEM) is used to model 

and simulate the output voltage generated by the sensor 
as a function of gear Instantaneous rotation speed. In the 
third section, an experimental setup is presented together 

with some experimental results confirming the results 
obtained from theory and simulation and finally, 

conclusions are drawn. 

Modeling 

As shown in Fig. 1, the structure of the VR sensor is made

of a permanent magnet that is responsible for generating 

magnetic flux, and a sensing coil that is wrapped around 

an iron core that acts as a probe. When a ferromagnetic 
target passes through the probe, loading the permanent 

magnet occur and causes variation of the magnetic flux 

density, which consequently crosses the sensing coil and 

according to faraday law, induces voltage on the sensing 

winding. 
 

 
 

Fig. 1: Structure of variable reluctance speed sensor. 
 

The system shown in Fig. 1 can be considered from two 

perspectives. In this section, both the magnetic and 

electrical model of the proposed VR sensor is derived. The 

magnetic part is composed of a magnet, ferrous iron core, 

and ferrous testing gear, and finally, the electrical section 

formed by the VRS coil, the wiring (usually a twin-axial 

cable), and the front-end electronics. 

A. Magnetic Equivalent Circuit 

The magnetic equivalent circuit of the system have 

shown in Fig. 1 can be derived using the usual approach 

exploiting the definition of the magnetic flux and applying 

the Ampere law to the identified flux line ϕ in Fig. 2(a), 

extending in the magnet for the section ϕm, and outside 

the magnet for the section ϕlk. Using the model shown in 
Fig. 2(a), the magnetic equivalent circuit can be derived as 

Fig. 2(b), in which ꭆm, ꭆlk, ꭆc, ꭆi and ꭆg are permanent 

magnet internal reluctance, leakage reluctance, iron core 

reluctance, sensor housing reluctance, and air gap 

reluctance respectively.  
 

 

 

 
 

 

 

 

 

 
 

 

 

 

 
 
 
 

Fig. 2: Magnetic circuit derivation: (a) magnetic model, (b) 
magnetic circuit. 
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As shown in Fig. 2(a), air gap and sensor housing 

reluctances vary with the target gear motion. So, it can be 

considered as a function of time. Nevertheless, the value 
of ꭆlk is usually very large whereas ꭆi is so small, so they 

can be neglected in order to simplify the calculation. The 

flux in the magnetic circuit is generated by two 

magnetomotive forces (MMFs), a constant MMF relative 

to the permanent magnet, PM, in series with its internal 

Rm and the other given by MMF created by the sensing 
coil. By neglecting the current flowing in the sensing coil, 

this MMF can be ignored in calculations. 

In Fig. 3, the result of the FEM analysis has been shown 

which indicates the accuracy of the magnetic equivalent 

circuit shown in Fig. 2(b).  

 

Fig. 3: FEM analysis of the target VR sensor. 

The air gap reluctance can be defined by the following 
equation: 

 ꭆ
 
=

𝑙    

𝜇0𝐴 

        (1) 

where Ag is the equivalent surface of the gap area, μ0 is 

the air magnetic permeability, whereas lg(t) is the 

equivalent gap length as a function of the time. Therefore, 

as the target gear rotates, the air gap reluctance will be a 
time-dependent variable, which in turn causes a variable 

flux in the air gap. The air gap variation when the target 

gear rotates and considering 1-D geometry is shown in Fig. 

4.  
 

 
 

Fig. 4: Target gear and sensor tip profiles. 
 

 

The target is supposed to move at the speed v, parallel to 

axis x. According to Fig. 4, the average effective gap length 

can be defined as follows: 

  𝑙𝑙      ==
11

∆∆𝑥𝑥
∫ ℎℎ  𝑥𝑥 −− 𝑣 𝑣   

𝑥𝑥11

𝑥𝑥00

𝑑 𝑑         (2) 

As explained previously, the leakage reluctance of VR 

sensors can be ignored to simplify calculations. So 

according to the equivalent magnetic circuit shown in Fig. 
2(b), the magnetic flux can be calculated as follow: 

  𝑀𝑀𝐹𝑡 =  ꭆ
𝑚

+ ꭆ
 
+ ꭆ

 
   + ꭆ

 
 ϕ                                 (3) 

 The MMFt in (3) is the total magneto motive force that 

can be defined as follow: 

  𝑀𝑀𝐹𝑡 = 𝑁𝑖   + 𝑃𝑚 + 𝑚𝑚𝑓𝑒𝑑                       (4) 

where N is the number of turns in the sensing coil. By 

using the VR sensor in an electrical circuit, a current flow 
throws the sensing coil. So, this current makes the 

magnetomotive force Ni(t) and also Pm is the MMF caused 

by the permanent magnet. MMFed in (4) is the 

magnetomotive force generated by eddy current formed 

on the outer edge of the target gear which is shown in Fig. 

2(a). The magnetic flux equation can be written as follow: 

𝜑   =
𝑁𝑖   + 𝑃𝑚 + 𝑚𝑚𝑓𝑒𝑑

ꭆ
𝑚

+ ꭆ
 
+

𝑙    
𝜇0𝐴 

+ ꭆ
 

 
          (5) 

B. Electrical Equivalent Circuit 

The equation which defines the magnetic flux has been 

calculated in the previous section. For calculating the 
induced voltage in the sensing coil of the VR sensor, the 

Faraday law can be used as follow: 

𝑉 = −𝑁
𝑑𝜙   

𝑑 
                                           (6) 

As shown in (5), the magnetic flux has been composed 
of three terms. The flux generated by sensing coil current, 

the flux generated by permanent magnet and finally the 

flux generated by target gear eddy current which 

generates harmonics on the output voltage of the sensor 

at high frequencies. 

𝑉𝑜   = 𝑉 𝑜 𝑙   + 𝑉𝑃𝑚   + 𝑉𝑚𝑚𝑓𝑒𝑑          (7) 

So, using (5) and (6), the induced voltages can be 

defined as follow: 

𝑉 𝑜 𝑙   = −
𝑁2

ꭆ
𝑡
+
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𝜇0𝐴 

𝑑𝑖   

𝑑 
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𝑑

𝑑 

1
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+
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𝜇0𝐴 

 

                                                                                             (8) 

𝑉 𝑜 𝑙   = −
𝑁2

ꭆ
𝑡
+

𝑙    

𝜇0𝐴 

𝑑𝑖   

𝑑 
+ 𝑁2𝑖   

𝑑

𝑑 

1

ꭆ
𝑡
+

𝑙    

𝜇0𝐴 

 

  (9) 

 

  𝑉𝑚𝑚𝑓𝑒𝑑
   = −𝑁.𝑚𝑚𝑓𝑒𝑑

𝑑

𝑑 

1

ꭆ
𝑡
+

𝑙    

𝜇0𝐴 

 

where ꭆt is defined as follow: 

  ꭆ
𝑡
= ꭆ

𝑚
+ ꭆ

 
+ ꭆ

 
         (11) 

h(x)

x𝑥0 𝑥 

Δx

v= 0 

target

probe tip

(10) 
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The (8) that defines the voltage of the coil, is composed 

of two terms. According to the inductance voltage (12), 

the first term is the voltage that places on the self-
inductance of the sensor. So, self-inductance can be 

defined as the (13). 

𝑉𝐿 = 𝐿 

𝑑𝑖   

𝑑 
                                           (12) 

𝐿    =
𝑁2

ꭆ
𝑡
+

𝑙    

𝜇0𝐴 

 
                                          (13) 

As shown in (13), the inductance value is a time-

dependent variable because it depends on the air gap 

length.  

The second term of (8), is opposing electromotive force 

respect to the one generated by the magnet that is shown 

by (14). 

  𝑉𝑜𝑝   = 𝑁2𝑖   
𝑑

𝑑 

1

ꭆ
 
+

𝑙𝑔   

𝜇
0
𝐴𝑔

 
                           (14) 

  𝑉𝑐𝑜𝑖𝑙   = 𝐿𝑐

𝑑𝑖   

𝑑 
+ 𝑉𝑜𝑝                               (15) 

So, we have (16) for the output voltage: 

  𝑉𝑜   = 𝑉𝐿    + 𝑉            (16) 

where: 

  𝑉   = 𝑉𝑜𝑝   + 𝑉𝑃𝑚   + 𝑉𝑚𝑚𝑓𝑒𝑑                          (17) 

By assuming Rcoil as the parasitic resistance of the 

sensing coil and according to the (16) and (17) that defines 

the output voltage and the voltage induced in the coil, the 

electrical model of the VR sensor can be derived as Fig. 5.  

The load component considered at the output of the 

sensor is used to adjust the amplitude of the output 

waveform for a range of frequencies. The variation of the 

output pulse for a different amount of the load impedance 

is shown in Fig. 6. 
 

 
Fig. 5: Equivalent electrical circuit of the VR sensor. 

The sensor current, can be calculated by solving the 

differential equation below: 

  𝐿𝐶   
𝑑𝐼   

𝑑 
+ 𝑅𝐶𝑜𝑖𝑙𝐼   + 𝑍𝐿𝐼   = 𝑉        (18) 

It is obvious that (18) is not an ordinary differential 

equation with constant parameters, so it has to be solved 

numerically. 

 
(a) 

 

 
(b) 

Fig. 6: The output voltage changes for different frequencies, (a) 
CL=1nf; (b) RL=10KΩ. 

 

Design and Simulation of the proposed sensor 

In this section, the design process of the proposed VR 

sensor is shown and then the simulations are performed 

according to the design results. As shown in Fig. 7, the 

design process of the VRS sensor is an iterative process.  

At the first step of the design process, the magnet and 

pole piece are selected as Table 1. By assuming V(t)=5v for 

the output voltage, the design process continue until the 

desired value for V(t) is reached. 

The 2D Finite Element Analysis (FEM) is used for the 

simulation of the output voltage generated by the sensor. 

The distribution of the magnetic flux during target gear 

rotation is shown in Fig. 8 for two different states of 

assuming and regardless of the target gear eddy current. 

As previously explained, the magnetic flux produced by 

the target gear eddy current causes harmonics and makes 

distortion on the sensor output voltage. 
 

Table 1: VR Sensor simulation parameters 
 

 Material 
Electromagnetic 

Properties 

Dimensions 
(mm) 

length×diameter 

Magnet NeFeB 
HC = 1034507 

A/m, 
µr = 1.05 

8×4 
 

Pole 
Piece 

Ferrite Linear B-H Curve 5×4 

~

  (t)      

𝑉   

    

Load Component

+

-

I

+

-

Vo(t) 𝑉𝐿

10 20 30 40 50

RL=10k 
RL=1k 
RL=500 
RL=200 
RL=100  

10 20 30 40 50

CL=40nf
CL=30nf
CL=20nf
CL=10nf
CL=1nf 
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Fig. 7: The design process of the proposed VRS sensor. 

 

 
(a) 

 
(b) 

 

Fig. 8: Target simulation, (a) magnetic flux by Ignoring eddy 
current effect. (b) magnetic flux by considering eddy current 

effect. 

So, in order to obtain the sensor coil voltage induced 

by the target gear eddy current, the simulation is 

performed in two ways, once by ignoring the effect of the 

flux generated by the target gear eddy current and then 

by considering the eddy current effect. The output voltage 

for both of the simulation states is shown in Fig. 9(a). 

As shown in Fig. 9, the flux caused by the eddy current 

generated on the outer edge of the target gear makes 

distortion on the voltage induced in the sensor coil. The 

voltage caused by the eddy current is shown in Fig. 9(b). 

 

 
 

(a) 

 
(b) 

 

Fig. 9: Simulation results, (a) The output voltage of the VR 
speed sensor for 6000RPM (b) The voltage induced in the coil 

by the eddy current flux. 

 

This voltage waveform is the result of the difference 

between the two waveforms shown in Fig. 9(a). A 

comparison of the two waveforms shown in Fig. 9(a)and 

Fig. 9(b) indicates that the flux generated by the target 

gear eddy current, acts in the opposite direction of the 

main flux and it weakens the main magnetic field. So, as 

shown in Fig. 2(b), it can be modeled as a magnetomotive 

force (MMFed) in the magnetic circuit. The value of the 

MMFed is proportional to the rotation frequency of the 

target gear. So, the higher instantaneous rotational speed, 

the greater distortion of the output waveform. The sensor 

output voltage for two different speeds is shown in Fig .10 

The self-inductance variation is shown in Fig. 11 for the 

target gear. As shown in Fig. 11 and according to (13), the 

self-inductance varies with air gap length variations. 

The amount of the induced voltage due to the MMFed 

is related directly to the magnetic permeability coefficient 

of the target gear material. As the magnetic permeability 

increases, the voltage induced by MMFed which is shown 

start
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in Fig. 9(b) decreases and the sensor output waveform will 

be more appropriate. 
 

 
 

Fig. 10: The sensor output voltage for two different speed. 

 

 
 

Fig. 11: VR sensor self-inductance variations in 3000RPM. 

 

In order to show this issue, simulation has been 

performed for three different types of the target gear 

material which is shown in Table 2. 

 
Table 2: Different target gear materials 

Material 
Relative 

Permeability 

Metal 

Conductivity(S/m) 

Iron 4000 10300000 

Aluminum 1.000021 38000000 

Steel 1 1100000 

 

As shown in Fig. 12, the iron target gear with the 

highest magnetic permeability coefficient compared to 

the aluminum and steel materials has the best output 

result. 

 
(a) 

 
(b) 

 
(c) 

Fig. 12: The sensor output voltage for different target gear 
materials (a) Iron, (b) Aluminum, (c) Steel. 

 

Experimental Results 

An experimental test is used to validate the magnetic 

model derived and presented in previous sections. As 

shown in Fig. 13, the test system consists of a variable 

speed motor and, a target gear with 10 teeth and a VR 

sensor with the characteristics shown in Table 1. 

 

 
Fig. 13: Experimental set-up used for the tests. 

 

The sensor output signal was acquired with a digital 

oscilloscope (RIGOL DS1052E) and The VR sensor is loaded 

by a large impedance as shown in figure5. The test is 

performed and the experimental result of the test is 

shown in Fig. 14. 

As explained at previous sections, the output 

waveform of the VR sensor is always a function of the 

target gear geometry, material and airgap length. The 

output voltage waveform of the VR sensor for an iron 
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target gear is shown in Fig. 14(a). According to the 

magnetic circuit shown in Fig. 2(b), and the high relative 

permeability of iron, most of the magnetomotive force 

(MMFed) generated in this mode is related to the sensor 

magnet and MMFed is so weaker than the total MMF. So, 

in this case, the voltage waveform has lower harmonics 

and is very similar to the target gear geometry. 

The second test has been performed using an 

aluminum target gear as shown in Fig. 14(b). As shown in 

Fig. 2(b) and due to the low value of the relative 

permeability of aluminum, the voltage waveform is 

distorted. Therefore, to use this sensor for applications 

such as vibration monitoring or blade tip timing in 

turbomachinery, using complex electronic circuits to 

eliminate the sensor output waveform is necessary.  

The amplitude of the output voltage waveform can be 

adjusted according to Fig. 6 by changing the output load 

impedance. So that the voltage amplitude changes at 

different frequencies do not deviate from the linear state. 

The comparison of the experimental output waveform 

of the proposed VR sensor by the simulation results that 

shown in Fig. 12(a) and Fig. 12(b), ensures the accuracy of 

the modeling performed. 
 

 
(a) 

 

 
(b) 

 

Fig. 14: Experimental test result of the proposed VR sensor 
(a)Iron target gear (b)Aluminum target gear. 

Conclusions 

In this paper, a variable reluctance speed sensor is 

proposed and studied. The magnetic and electrical models 

of the proposed sensor are derived and the output voltage 

equation has been calculated as a function of the air gap 

length. The proposed VR sensor is simulated using 2D 

Finite Element Analysis software to identify the main 

parameters that influence the sensor output and also to 

verify the accuracy of the model. According to the 

simulation results, the output waveform quality will be 

affected by parameters such as air gap length, target gear 

material, the self-inductance of the VR sensor, and the 

load component values. In terms of the electrical model, 

we were able to simulate the effect of load resistance and 

capacitance on the sensor output. 
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    VRS               Variable Reluctance Sensor 

    IAS                Instantaneous Angular Speed 

    FEM              Finite Element 
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Background and Objectives: Non-orthogonal multiple access (NOMA) is a 
promising solution to meet a high data rate demand in the new generation of 
cellular networks. Moreover, simultaneous wireless information and power 
transfer (SWIPT) was introduced to enhance the performance in terms of energy 
efficiency. In this paper, a single-cell cooperative NOMA system with energy 
harvesting full-duplex (FD) relaying is proposed to improve the sum rate and energy 
efficiency.  
Methods: A downlink model consisting of a base station (BS), two cell-center users 
(nearly located users), and two cell-edge users (far located users) are considered. 
In each signalling interval, the BS transmits a superposition signal of cell-center and 
cell-edge users based on the power domain (PD) NOMA strategy. Employing a relay 
selection criterion, a cell-center user is paired with a cell-edge user and acts as an 
FD decode and forward (DF) relay to improve the cell-edge user performance. An 
energy harvesting (EH) model is considered where a power splitting (PS) protocol is 
adopted at the relay node. The other cell-center user saves the harvested energy 
from the BS to exploit in the subsequent signalling intervals. Two problems of power 
allocation for sum rate and energy efficiency maximization in constraints of the 
minimum required data rate for each user and maximum transmit power at the BS 
are formulated for the proposed scheme. Due to the non-convexity, the 
optimization problems are transformed and approximated to the convex 
optimization problems and solved by iterative algorithms. Difference of convex (DC) 
programming is employed for solving the sum rate maximization problem where an 
effective combination of DC programming, bisection method, and Dinkelbach 
algorithm is utilized for dealing with the energy efficiency maximization problem.      
Results: The sum rate and energy efficiency over maximum available power at the 
BS are presented. Also, the effects of the power splitting factor and the cell radius 
on the sum rate and energy efficiency are investigated. Moreover, a comparison 
with the OMA and NOMA schemes is studied for the different minimum required 
data rates.     
Conclusion: Simulation results validate that the proposed scheme outperforms the 
OMA and NOMA schemes in terms of sum rate in all SNR regimes. Moreover, the 
energy efficiency of the proposed scheme achieves considerably better 
performance than OMA for all SNR values and obtains remarkable better 
performance than NOMA in most SNR values. 
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Introduction 
With the rapid growth of wireless communications and 

the density of the cellular systems due to the appearance 

of the Internet of Things (IoT) and machine-type 

communications, demands for much greater data rates 

and efficient allocation of communication resources have 
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been the vital subjects. To address these aforementioned 

challenges, more efficient multiple access (MA) 

techniques have recently been proposed in 5G and 

beyond networks to achieve much higher system 

throughput and massive connectivity. Accordingly, non-

orthogonal multiple access (NOMA) was introduced to 

make highly efficient use of the resources and serve 

multiple users at the same time, frequency, or code 

resources. In fact, the NOMA applies the superposition 

coding where a specific user performs the successive 

interference cancellation (SIC) to attain its information 

symbols [1]. It does this by initially decoding the signal(s) 

of the users with higher power levels, subtracting it from 

the superposed signal, and then decoding the difference 

as the user with a lower power level [2]. In contrast to 

conventional power allocation schemes, the NOMA users 

with weaker channel conditions are allocated more 

transmission power for successfully decoding their 

information symbols. It has been shown in [3] that the 

downlink NOMA with SIC can improve both the capacity 

and cell-edge user’s throughput. In [4], the ergodic 

capacity maximization problem and then an optimal 

power allocation for multiple-input–multiple-output 

(MIMO) NOMA systems were proposed.  

Recently, the user-cooperative relaying has been 

introduced into the NOMA transmission [5]-[7]. This 

scenario allows the users with stronger channel 

conditions to act as a relay for the users with weaker 

channel conditions. A cooperative NOMA scheme to 

further boost the performance of the system was 

proposed in [8]. Also, in [9], a downlink cooperative 

NOMA scenario is considered, where the base station 

communicates with multiple mobile users simultaneously 

with the help of a half-duplex amplify-and-forward (AF) 

relay. 

It is worth noting that a half-duplex cooperative 

scheme might lead to spectral efficiency loss. As a result, 

a full-duplex (FD) relaying scheme is a promising solution 

to deal with this loss. In fact, the combining of cooperative 

NOMA and FD is a solution that is effective in achieving 

better spectral efficiency. A cooperative NOMA network 

with FD relaying was used in [10], in which the system 

outage probability and ergodic rate were derived. Also, in 

[11] a NOMA scheme with a near user as an DF relay was 

proposed where the resource allocation for maximizing 

the performance in terms of energy efficiency was 

achieved. In [12], the outage probability, user data rate, 

and energy efficiency were derived in a cooperative 

NOMA network with FD relaying. In addition, the 

performance of a full duplex relay (FDR) assisted cognitive 

radio (CR) network employing the NOMA scheme was 

investigated in [13]. In [14], the performance of an FD 

cooperative NOMA relaying system in the presence of 

imperfect successive interference cancellation (ISIC) was 

analysed and evaluated. 

On the other hand, the FD relay node consumes more 

energy for the relay transmission. Hence, reducing the 

energy consumption of battery-assisted FD relaying users 

to improve the system performance in terms of energy 

efficiency has attracted great attention in modern 

communication systems. Accordingly, we need a solution 

to consume less energy in an efficient manner. Energy 

harvesting (EH) is a promising technique that leads to 

saving energy in a wireless network and permits an 

improvement in terms of energy efficiency [15]. In this 

regard, simultaneous wireless information and power 

transfer (SWIPT) was investigated first in [16]. 

Accordingly, the authors proposed EH on the basis of time 

switching (TS) and power splitting (PS) [17]. 

The efficient combining of SWIPT with the NOMA 

technique is an effective solution that both improves the 

system performance and saves energy. Therefore, in [18] 

SWIPT was applied to a cooperative NOMA system in 

which power allocation and PS coefficients were 

optimized by maximizing the energy efficiency. Also, 

studying a wireless-powered uplink communication 

system with NOMA and time-allocation method was 

proposed to maximize individual data rates and to 

improve the fairness of all users [19]. Moreover, SWIPT 

was applied to cooperative NOMA networks where the 

NOMA users near the source acted as EH relays to help far 

users. The authors in [20] analysed the outage probability 

and system throughput for a cooperative NOMA network 

with SWIPT and considered the impact of the PS factor on 

the performance of the users. The NOMA system’s 

performance with decode-and-forward based multiple EH 

relays over Nakagami−m fading channels has been 

investigated in [21]. In [22], the authors presented a two-

layered cooperative energy heterogeneous NOMA 

network, where each base station is powered by both the 

usual grid and alternative energy resources. Moreover, a 

joint power optimization, user association, carrier 

scheduling, and dynamic transmission control in dual-

hop/multihop backhaul configurations of reliable NOMA 

HetNets with EH capability was investigated in [23]. 

Moreover, some new references employing FDR with 

SWIPT have been applied in the NOMA transmissions. In 

[24], the performance of a NOMA network with SWIPT 

based battery-assisted energy harvesting FDR in terms of 

outage probability has been investigated. Furthermore, 

the performance of a wireless powered cooperative 

spectrum sharing system based on NOMA transmission 

and a non-linear EH model with the secondary transmitter 

in the FD mode was analysed in [25]. The effects of 

beamforming on the energy efficiency in an FD user-

assisted cooperative NOMA system were investigated in 

[26]. An FD TS-SWIPT cooperative NOMA-based IoT relay 

system with perfect SIC (PSIC) and ISIC was proposed in 

[27], where one master IoT node acts as an FD DF relay to 

enhance a cell-edge user’s performance. 
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It should be mentioned that the implementation of 

machine learning techniques such as multi-agent deep 

reinforcement learning [28] and deep neural network 

(DNN) [29]-[31] are suggested for optimal resource 

management. A novel and effective deep reinforcement 

learning (DRL)-based approach to addressing joint 

resource management in a practical multi-carrier NOMA 

system with ISIC was presented in [32]. Also [33] has 

investigated a user selection and dynamic power 

allocation scheme in the SWIPT-NOMA relay system with 

DNN to optimize the user access and power allocation 

simultaneously to maximize the sum rate. A machine 

learning solution to improve harvesting energy based on 

clustering users was proposed in [34]. However, 

employing the machine learning based techniques is 

beyond the scope of our proposed scheme and can be 

considered as a candidate solution for future works. 

Motivation and Contributions    

To the best of our knowledge, the NOMA-FD-EH 

references have focused only on two users' cooperative 

relaying NOMA, where a cell-center NOMA user act as an 

FD relay node for a cell-edge NOMA user or an FD relay 

station after decoding of the BS transmitted symbols; 

retransmits the information for two users based on 

NOMA protocol. In contrast to these references, we 

introduce a model with two cell-center relaying users and 

two cell-edge users, where all user terminals are served 

by a BS in a NOMA strategy. In this case, we need to solve 

an optimization problem with more than two parameters 

(four parameters) which leads to a more challenging and 

general problem. Moreover, a novel relaying user 

selection is employed, while in the previous works there 

is only one cell-center user, and the relay selection is not 

required. It is worth noting that the relay selection 

criterion is not only based on the channel condition but 

also depends on the harvested energy and hence has a 

novelty. The existence of more than one cell-center user 

allows the unselected cell-center user in each signalling 

interval saves the harvested energy and accordingly 

improves the energy efficiency. Also, the relay selection 

follows a user pairing which determines the edge-user 

that should be paired with the selected relaying user. It 

should be noted that this scenario can be extended to a 

model with multiple cell-center users and multiple cell-

edge users by employing a new pairing strategy among 

cell-center and cell-edge users which can exhibit better 

the superiority of our proposed scheme and can be 

considered as an attractive scenario for future works.                  

In this paper, we present a cooperative power domain 

NOMA for a downlink cellular network that consists of a 

BS, two cell-center users, and two cell-edge users. The BS 

sends the information of all users based on the NOMA 

strategy and a selected cell-center node adopting the 

energy harvesting model acts as a full-duplex relay user 

for the cell-edge users. The main contributions of this 

paper are summarized as follows.  

• A cooperative NOMA-FD-EH model is investigated for 

improving the sum rate and energy efficiency. To the 

best of our knowledge, it is the first time that multiple 

users at both cell-center and cell-edge are suggested. 

The cell-center users detect their own data in addition 

to the cell-edge users’ data and become a candidate 

as relay nodes for the cell-edge users. As a result, the 

sum rate formulation and theoretical analysis of this 

system model are different and more complex than 

the previous researches that have not been studied 

yet. 

• A novel criterion for relay selection is proposed based 

on both the channel conditions between the cell-

center and cell-edge users and also harvested energy 

level of each cell-center user. Accordingly, a cell-edge 

user whose date should be retransmitted is paired 

with the cell-center relaying user. The other cell-

center user saves the energy for subsequent 

transmissions. 

• Due to the non-convexity of the optimization 

problems, a suboptimal approach is proposed to 

obtain the power allocation for the sum rate and 

energy efficiency maximization by iteratively solving 

the approximated convex problems. We use the 

difference of convex (DC) programming for solving the 

sum rate optimization problem while an effective 

combination of DC programming, bisection method, 

and Dinkelbach algorithm is employed to efficiently 

solve the energy efficiency optimization problem.   

• The proposed scheme is compared with the OMA and 

NOMA schemes. The results show the superior 

performance of the proposed scheme over the OMA 

and NOMA strategies in terms of both the sum rate 

and energy efficiency. 

The rest of the paper is organized as follows. The 

system model and problems’ formulations are derived. 

Then, the optimization problems and suboptimal power 

allocation algorithms for the maximization of the system’s 

sum rate and energy efficiency are developed, 

respectively. The proposed algorithms’ performances are 

evaluated by simulations and finally, the conclusion of the 

paper is presented. 

Notation: 𝔼[𝑥] is the expectation value of 𝑥. Also, |𝑥| 

denotes the absolute value of the complex scalar 𝑥. 

Moreover, ∇𝑓(𝑥0) indicates the gradient of 𝑓(𝑥) at point 

𝑥0.   

System Model and Problem Formulation  

Let us consider a wireless network consisting of one BS 

and four mobile users distributed in a cell. There are two 

users near the BS and two users at the far locations from 

the BS. The cell-center users can be candidate as relay 

nodes for the cell-edge users. The transmission power for 
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the cell-center users is prepared based on employing the 

PS energy harvesting protocol. Both the BS and users are 

equipped with single transmit antenna and single receive 

antenna [14]. We assume that the cell-center users are 

operating in the FD mode. There is a direct link between 

BS and all mobile users but the coverage capability of BS 

for the edge users is potentially weak. 

 

 
Fig. 1: System model. 

The system model is presented in Fig. 1. In our system 

model, the BS transmits the superposition of all users’ 

signals based on PD NOMA [35]. Since the NOMA users 

with strong channels can detect the messages of users 

with weak channels, the cell-center users (𝑟1 and 𝑟2) are 

capable of detecting the cell-edge users’ signals (𝑑1 and 

𝑑2) and also becoming a relay for retransmission of the 

cell-edge users’ signals. It should be mentioned that the 

required power for retransmission at the relay is provided 

by EH in PS mode [17]. In each signalling interval, the 

selected cell-center user as relay node retransmits only 

one of the cell-edge users’ signals to improve the system’s 

performance. In other words, among the cell-center 

users, the one that has a maximum product of channel 

gain (to the cell-edge users) and harvested energy level is 

selected as a relay. Also, the cell-edge user whose data 

will be retransmitted is paired with the selected cell-

center user based on the relay selection criterion.  

Let ℎ𝐵𝑑𝑖
 denote the channel coefficient between the 

BS and cell-edge user 𝑖 (𝑖 = 1,2) and ℎ𝐵𝑟𝑖
 exhibits the 

channel coefficient between the BS and the cell-center 

user 𝑖(𝑖 = 1,2). Also, ℎ𝑟𝑖𝑑𝑗
| 𝑖, 𝑗𝜖{1,2} denotes the 

channel coefficient between the cell-center users and the 

cell-edge users. The channel gains can be viewed as 

exponentially distributed random variables, providing 

that the channels are fading with Rayleigh distribution. 

Furthermore, ℎ𝑟1𝑟2
 represents the channel coefficient 

between two cell-center users. We assume the perfect 

channel state information where is obtained with 

negligible overhead before each signalling interval. In the 

proposed model, the superimposed signal transmitted by 

BS can be expressed as: 

𝑆1(𝑡) = ∑ √𝑃𝑠𝛼𝑖𝑥𝑟𝑖
(𝑡)

2

𝑖=1

+ ∑ √𝑃𝑠𝛾𝑗𝑥𝑑𝑗
(𝑡)

2

𝑗=1

   (1) 

where 𝑃𝑠 denotes the BS transmit power and 𝛼𝑖  and 𝛾𝑗  are 

the power allocation coefficients for 𝑖th cell-center user 

and 𝑗th cell-edge user, respectively. Also, 𝑥𝑟𝑖
and 𝑥𝑑𝑗

 

represent the signal of the 𝑖th cell-center user and 𝑗th 

cell-edge user, respectively. Without loss of generality, 

we consider that |ℎ𝐵𝑟1
| ≥ |ℎ𝐵𝑟2

| ≥ |ℎ𝐵𝑑1
| ≥ |ℎ𝐵𝑑2

|, 

leading to power allocation coefficients in the descending 

order as 𝛾2 ≥ 𝛾1 ≥ 𝛼2 ≥ 𝛼1 [35]. Moreover, the 

transmitted signal for users should be such that 

𝔼 {|𝑥𝑟𝑖
|

2
} = 1 , 𝑖𝜖{1,2} and also 𝔼 {|𝑥𝑑𝑗

|
2

} = 1 , 𝑗𝜖{1,2}.  

Now, the criterion for the selection of the relaying user 

can be shown as follows: 

𝑟∗ = 𝑚𝑎𝑥
𝑖

{𝑚𝑎𝑥 (𝑃𝑟𝑖
|ℎ𝑟𝑖𝑑1

|
2

, 𝑃𝑟𝑖
|ℎ𝑟𝑖𝑑2

|
2

)} , 𝑖𝜖{1,2} (2) 

where 𝑃𝑟𝑖
 denotes the harvested power at the 𝑖th cell-

center user. It should be noted that criterion (2) in 

addition to the selection of relaying node, jointly 

determines the cell-edge user whose data will be 

retransmitted. Then, without loss of generality and 

assuming that 𝑟2 is selected for relaying the signal of user 

𝑑1, the received signal at the relay user for information 

processing can be represented as:     

𝑦𝑟2
(𝑡) = √𝛽𝑟2

ℎ𝐵𝑟2
 𝑆1(𝑡) + √𝛽𝑟2

ℎ𝑟2
𝑆2(𝑡 − 𝜏)

+ 𝑛𝑟2
(𝑡)   

(3) 

where 𝛽𝑟2
and 𝑛𝑟2

(𝑡) denote power splitting factor and 

additive white Gaussian noise (AWGN) at the relay node, 

respectively. Also, 𝜏 represents the delays which is caused 

by the processing and SIC implementation at the relay 

node [11]. Furthermore, 𝑆2(𝑡) is the retransmitted signal 

by the relay node after detecting the cell-edge users’ 

signals which is given by: 

𝑆2(𝑡) = √𝑃𝑟2
𝑥𝑑1

(𝑡)  (4) 

where 𝑃𝑟2
 is the harvested power at the relay node before 

retransmission. Moreover, the total harvested power of 

𝑟2 in each signalling interval can be described as [1]: 

𝑃𝑟2
EH = 𝜂(1 − 𝛽𝑟2

)𝔼 {|
𝑦𝑟2

(𝑡)

√𝛽𝑟2

|

2

}   (5)   

where 0 ≤ 𝜂 ≤ 1 is the energy conversion efficiency. 

After retransmission by the relay node and 

implementation of SIC and self-interference reduction, 

the Signal to Interference plus Noise Ratio (SINR) at 𝑟2 is 

given by: 

𝑆𝐼𝑁𝑅𝑟2
=  

|ℎ𝐵𝑟2
|

2
𝑃𝑠𝛼2𝛽𝑟2

|ℎ𝑟2
|

2

𝜁
𝑃𝑟2

𝛽𝑟2
+ |ℎ𝐵𝑟2

|
2

𝑃𝑠𝛼1𝛽𝑟2
+ 𝑁0

  
   (6)  

where 𝛼1 and 𝛼2 denote the power, coefficients allocated 

to the 𝑟1 and 𝑟2, respectively and 𝑁0 represents the noise 

power. Furthermore, 𝜁 denotes the self-interference (SI) 

reduction factor defined as the ratio of the SI powers 

before and after SI suppression [11].  Also, ℎ𝑟2
 represents 
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the SI leakage channel of the relaying user [11] (where the 

SI cancellation is considered to be perfect).   

Moreover, the received signal at the unselected relay 

(𝑟1) for information processing is given by: 

𝑦𝑟1
(𝑡) = √𝛽𝑟1

ℎ𝐵𝑟1
𝑆1(𝑡) + √𝛽𝑟1

ℎ𝑟1𝑟2
𝑆2(𝑡 − 𝜏)

+ 𝑛𝑟1
(𝑡)  

 (7) 

Considering 𝛽𝑟1
 denotes the power splitting factor, the 

total harvested power at 𝑟1 in each signalling interval can 

be expressed as [1]: 

𝑃𝑟1
EH = 𝜂(1 − 𝛽𝑟1

)𝔼 {|
𝑦𝑟1

(𝑡)

√𝛽𝑟1

|

2

}  (8) 

Also, the SINR at the unselected cell-center user (𝑟1) 

with the strongest channel gain after SIC implementation 

and cancellation of the signal from the relaying user 

(according to the awareness of the cell-edge users’ 

signals) is presented by: 

𝑆𝐼𝑁𝑅𝑟1
=

|ℎ𝐵𝑟1
|

2
𝑃𝑠𝛼1𝛽𝑟1

𝑁0

  (9) 

Now, we represent the received signal at two cell-edge 

users as follows: 

𝑦𝑑𝑖
(𝑡) = ℎ𝐵𝑑𝑖

 𝑆1(𝑡) + ℎ𝑟2𝑑𝑖
𝑆2(𝑡 − 𝜏)

+ 𝑛𝑑𝑖
(𝑡) ,    𝑖𝜖{1,2}   

   (10) 

After SIC implementation and cancellation of the signal 

of user 𝑑2, the SINR at the cell-edge user 𝑑1 is given by 

(assuming the phase of the transmitted signal from the 

relay node is shifted to co-phase the received signals from 

the relay node and the BS at 𝑑1):    

𝑆𝐼𝑁𝑅𝑑1
=

|ℎ𝐵𝑑1
|

2
𝑃𝑠𝛾1 + |ℎ𝑟2𝑑1

|
2

𝑃𝑟2

|ℎ𝐵𝑑1
|

2
𝑃𝑠(1 − 𝛾1 − 𝛾2) + 𝑁0

       (11) 

Furthermore, the SINR equation for detection of the 

other cell-edge user (𝑑2) signal is exhibited as follows:  

𝑆𝐼𝑁𝑅𝑑2
=

|ℎ𝐵𝑑2
|

2
𝑃𝑠𝛾2

|ℎ𝐵𝑑2
|

2
𝑃𝑠(1 − 𝛾2) + 𝑁0

       (12) 

In the following, we present the theoretical analyses 

for the sum rate and energy efficiency, respectively. 

A. Sum Rate Analysis 

In this section, we will discuss the performance of the 

proposed scheme and analyze the sum rate maximization 

with the constraints on the total consumption power and 

minimum rate requirement for each user. In the other 

word, the optimal power allocation will be calculated such 

that the proposed scheme achieves the best performance 

in terms of sum rate on the given constraints. Accordingly, 

the problem formulation in terms of sum rate 

optimization can be represented as follows: 

𝑚𝑎𝑥
𝑝1,…,𝑝4

𝑅𝑠𝑢𝑚 = ∑ 𝑅𝑖

4

𝑖=1

 (13) 

𝑠. 𝑡. 𝐶1:  ∑ 𝑝𝑖 ≤ 𝑃𝑠
𝑚𝑎𝑥

4

𝑖=1

   , 𝑝1 ≤ 𝑝2 ≤ 𝑝3 ≤ 𝑝4 

𝐶2 − 𝐶5 ∶      𝑅𝑖 ≥ 𝑅𝑖
𝑚𝑖𝑛   , 𝑖 = 1, … ,4 

where:  

𝑅1 = log(1 + 𝑆𝐼𝑁𝑅𝑟1
)  

𝑅2 = log(1 + 𝑆𝐼𝑁𝑅𝑟2
) 

𝑅3 = log(1 + 𝑆𝐼𝑁𝑅𝑑1
) 

𝑅4 = log(1 + 𝑆𝐼𝑁𝑅𝑑2
)  

𝑝1 = 𝛼1𝑃𝑠    
𝑝2 = 𝛼2𝑃𝑠 
𝑝3 = 𝛾1𝑃𝑠     
𝑝4 = 𝛾2𝑃𝑠 

(14) 

where {𝑅𝑖 , 𝑝𝑖 , 𝑖 = 1,2} and {𝑅𝑖 , 𝑝𝑖 , 𝑖 = 3,4} represent the 

achievable rate equations and power assignments to the 

cell-center (𝑟1and 𝑟2) and cell-edge (𝑑1and 𝑑2) users, 

respectively. Also, 𝑃𝑠
𝑚𝑎𝑥  is the maximum power at the BS 

and 𝑅𝑖
𝑚𝑖𝑛 indicates the minimum required data rate for 

𝑅𝑖. Due to the existence of the power allocation 

parameters at both the numerator and denominator of 

the achievable rate equations, the cost function is not 

convex. As a result, the problem (13) in its original form is 

neither a convex nor quasi-convex problem. 

Nevertheless, we show that it can be transformed into a 

convex problem via a linear transformation of the 

optimization variables [36].  

Now we introduce the following variable 

transformation: 𝑞𝑖 = ∑ 𝑝𝑗
𝑖
𝑗=1  for 𝑖 = 1,2, … ,4 or 

conversely 𝑝𝑖 = 𝑞𝑖 − 𝑞𝑖−1 for 𝑖 = 2, … ,4 and 𝑝1 = 𝑞1.  

Assuming that 𝐼1 = 𝑁0, 𝐼2 =
|ℎ𝑟2|

2

𝜁
𝑃𝑟2

𝛽𝑟2
+ 𝑁0, 𝐼3 =

|ℎ𝑟2𝑑1
|

2
𝑃𝑟2

+ 𝑁0, 𝐼4 = 𝑁0 and 𝐼5 = 𝑁0 we will have: 

𝑅1 = log (
𝐼1 + |ℎ𝐵𝑟1

|
2

𝑞1𝛽𝑟1

𝐼1

)      

𝑅2 = log (
𝐼2 + |ℎ𝐵𝑟2

|
2

𝑞2𝛽𝑟2

𝐼2 + |ℎ𝐵𝑟2
|

2
𝑞1𝛽𝑟2

)      

𝑅3 = log (
𝐼3 + |ℎ𝐵𝑑1

|
2

𝑞3

𝐼4 + |ℎ𝐵𝑑1
|

2
𝑞2

)      

𝑅4 = log (
𝐼5 + |ℎ𝐵𝑑2

|
2

𝑞4

𝐼5 + |ℎ𝐵𝑑2
|

2
𝑞3

)      

   (15) 

These functions are still non-convex and also non-

concave, but with the help of the following presentation 

and conversion of the maximization problem to a 

minimization problem, it is possible to define the cost 

function as a difference of two convex functions and 

consequently, we will have a DC programming with the 

convex constraints [37]. In our model, the two convex 

functions are presented as follows: 
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𝐹(𝒒) = − [log (𝐼1 + |ℎ𝐵𝑟1
|

2
𝑞1𝛽𝑟1

) + log (𝐼2

+ |ℎ𝐵𝑟2
|

2
𝑞2𝛽𝑟2

)

+ log (𝐼3 + |ℎ𝐵𝑑1
|

2
𝑞3)

+ log (𝐼5 + |ℎ𝐵𝑑2
|

2
𝑞4)] 

𝐺(𝒒) = − [log (𝐼2 + |ℎ𝐵𝑟2
|

2
𝑞1𝛽𝑟2

)

+ log (𝐼4 + |ℎ𝐵𝑑1
|

2
𝑞2)   

+ log (𝐼5 + |ℎ𝐵𝑑2
|

2
𝑞3)]    

(16) 

It is obvious that both functions are the sum of the 

several convex functions and as a result, will be convex. 

Based on variable transformation, the constraint 𝐶1 in 

(13) changes from ∑ 𝑝𝑖 ≤ 𝑃𝑠
𝑚𝑎𝑥4

𝑖=1  to ∑ 𝑝𝑖 = 𝑞4 ≤4
𝑖=1

𝑃𝑠
𝑚𝑎𝑥. In addition, 𝑝1 ≤ 𝑝2, 𝑝2 ≤ 𝑝3, and 𝑝3 ≤ 𝑝4convert 

to 𝑞1 ≤ 𝑞2 − 𝑞1, 𝑞2 − 𝑞1 ≤ 𝑞3 − 𝑞2, and 𝑞3 − 𝑞2 ≤ 𝑞4 −

𝑞3, respectively. For the constraints 𝐶2 − 𝐶5, the 

logarithmic functions substitute with their corresponding 

linear forms. For example, the constraint 𝑅1 =

log (
𝐼1+|ℎ𝐵𝑟1|

2
𝑞1𝛽𝑟1

𝐼1
) = log (1 +

|ℎ𝐵𝑟1|
2

𝑞1𝛽𝑟1

𝐼1
) ≥ 𝑅1

𝑚𝑖𝑛  

easily converts to 𝑞1 ≥
𝐼1(2𝑅1

𝑚𝑖𝑛
−1)

|ℎ𝐵𝑟1|
2

𝛽𝑟1

 and so on for the 

constraints 𝐶3 − 𝐶5. Finally, based on (16) and the 

aforementioned substitutions, the problem (13) will be 

transformed to:  

𝑚𝑖𝑛
𝑞1,…,𝑞4

𝑄(𝒒) = 𝐹(𝒒) − 𝐺(𝒒) 

𝑠. 𝑡.  𝐶1: 𝑞4 ≤ 𝑃𝑠
𝑚𝑎𝑥    , 𝑞1 ≤ 𝑞2 − 𝑞1 ≤ 𝑞3 − 𝑞2

≤ 𝑞4 − 𝑞3 

𝐶2: 𝑞1 ≥
𝐼1 (2𝑅1

𝑚𝑖𝑛
− 1)

|ℎ𝐵𝑟1
|

2
𝛽𝑟1

 

𝐶3: 𝑞1 ≤ 2−𝑅2
𝑚𝑖𝑛

𝑞2 +
(2−𝑅2

𝑚𝑖𝑛
− 1) 𝐼2

|ℎ𝐵𝑟2
|

2
𝛽𝑟2

 

𝐶4: 𝑞2 ≤ 2−𝑅3
𝑚𝑖𝑛

𝑞3 +
(2−𝑅3

𝑚𝑖𝑛
𝐼3 − 𝐼4)

|ℎ𝐵𝑑1
|

2  

𝐶5: 𝑞3 ≤ 2−𝑅4
𝑚𝑖𝑛

𝑞4 +
(2−𝑅4

𝑚𝑖𝑛
− 1) 𝐼5

|ℎ𝐵𝑑2
|

2  

(17) 

For analyzing and solving a DC programming problem, 

for function 𝐺(𝒒), we must have an approximation by its 

linear form as 𝐺𝑛(𝒒) = 𝐺(𝒒(𝑛)) + ∇𝐺𝑇(𝒒(𝑛))(𝒒 − 𝒒(𝑛)) 

where 𝐺(𝒒(𝑛)) and ∇𝐺𝑇(𝒒(𝑛)) are the value and gradient 

of the 𝐺(𝒒) at the point 𝒒(𝑛), respectively. Now, with the 

convexity of 𝐹(𝒒) and the linearity of 𝐺𝑛(𝒒), the cost 

function is convex. Therefore, due to the linear 

constraints (𝐶1 − 𝐶5), the problem (17) is convex and can 

be efficiently solved via convex optimization methods. 

Algorithm 1 illustrates the process of sum rate 

optimization.  

Algorithm 1 suboptimal power allocation in sum rate 

maximization problem 

1. Set iteration number 𝑛 = 0 

2. initialize 𝒒(0) = 𝟎 

3. Repeat Steps (5) to (7) until |𝑄(𝒒(𝑛+1)) − 𝑄(𝒒(𝑛))| ≤ 𝜖 

4. Set 𝑞4
(𝑛) = 𝑃𝑠

𝑚𝑎𝑥 for any 𝑛 

5. Define convex approximation of 𝑄𝑛(𝒒) at 𝒒(𝑛) as 

𝑄𝑛(𝒒) = 𝐹(𝒒) − 𝐺𝑛(𝒒) = 𝐹(𝒒) − 𝐺(𝒒(𝑛)) −

∇𝐺𝑇(𝒒(𝑛))(𝒒 − 𝒒(𝑛))   

6. Solve the convex problem   

𝒒(𝑛+1) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝒒

𝑄𝑛(𝒒) 

 𝑠. 𝑡.        𝐶1 − 𝐶5 of (17) 

7. 𝑛 ← 𝑛 + 1 

 

It should be mentioned that the value for 𝑞4 will always 

be 𝑃𝑠
𝑚𝑎𝑥  in the minimization problem of (17), because the 

cost function is a decreasing function based on 𝑞4. So, we 

assume in algorithm 1 that 𝑞4 = 𝑃𝑠
𝑚𝑎𝑥. 

 

B. Energy Efficiency Analysis 

In the following, the energy efficiency maximization 

can be defined and then solved. First, it is worth noting 

that we define energy efficiency as the achievable sum 

rate over total power consumption. The energy efficiency 

optimization problem is derived in (18) in which 𝑃𝑐  

indicates the circuit power consumption.  

𝑚𝑎𝑥
𝑝1,…,𝑝4

∑ 𝑅𝑖

4

𝑖=1

(∑ 𝑝𝑖

4

𝑖=1

+ 𝑃𝑐)⁄  

𝑠. 𝑡.   ∑ 𝑝𝑖 ≤ 𝑃𝑠
𝑚𝑎𝑥

4

𝑖=1

   , 𝑝1 ≤ 𝑝2 ≤ 𝑝3 ≤ 𝑝4 

𝑅𝑖 ≥ 𝑅𝑖
𝑚𝑖𝑛  , 𝑖 = 1, … ,4       (𝑅𝑖   based on (14)) 

(18) 

The energy efficiency problem is neither a convex nor 

quasi-convex problem. But, with the help of 

transformation similar to the sum rate analysis, it can be 

transformed into a problem such as the following form:  

𝑚𝑖𝑛
𝑞1,…,𝑞4

(𝑀(𝒒) − 𝑁(𝒒)) (𝑞4 + 𝑃𝑐)⁄  

𝑠. 𝑡.  𝐶1: 𝑞4 ≤ 𝑃𝑠
𝑚𝑎𝑥    , 𝑞1 ≤ 𝑞2 − 𝑞1 ≤ 𝑞3 − 𝑞2

≤ 𝑞4 − 𝑞3 

𝐶2: 𝑞1 ≥
𝐼1 (2𝑅1

𝑚𝑖𝑛
− 1)

|ℎ𝐵𝑟1
|

2
𝛽𝑟1

 

𝐶3: 𝑞1 ≤ 2−𝑅2
𝑚𝑖𝑛

𝑞2 +
(2−𝑅2

𝑚𝑖𝑛
− 1) 𝐼2

|ℎ𝐵𝑟2
|

2
𝛽𝑟2

 

𝐶4: 𝑞2 ≤ 2−𝑅3
𝑚𝑖𝑛

𝑞3 +
(2−𝑅3

𝑚𝑖𝑛
𝐼3 − 𝐼4)

|ℎ𝐵𝑑1
|

2  

𝐶5: 𝑞3 ≤ 2−𝑅4
𝑚𝑖𝑛

𝑞4 +
(2−𝑅4

𝑚𝑖𝑛
− 1) 𝐼5

|ℎ𝐵𝑑2
|

2  

   (19) 

where, 
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𝑀(𝒒) = − [log (𝐼1 + |ℎ𝐵𝑟1
|

2
𝑞1𝛽𝑟1

) + log (𝐼2

+ |ℎ𝐵𝑟2
|

2
𝑞2𝛽𝑟2

)

+ log (𝐼3 + |ℎ𝐵𝑑1
|

2
𝑞3)

+ log (𝐼5 + |ℎ𝐵𝑑2
|

2
𝑞4)] 

𝑁(𝒒) = − [log (𝐼2 + |ℎ𝐵𝑟2
|

2
𝑞1𝛽𝑟2

)

+ log (𝐼4 + |ℎ𝐵𝑑1
|

2
𝑞2)   

+ log (𝐼5 + |ℎ𝐵𝑑2
|

2
𝑞3)] 

(20) 

As can be observed, both functions 𝑀(𝒒) and 𝑁(𝒒) are 

convex functions resulting in a difference of the two 

convex functions at the numerator of the fractional cost 

function.  

Similar to the sum rate optimization problem, we 

exploit the linear approximation of 𝑁(𝒒) such that 

𝑁𝑘(𝒒) = 𝑁(𝒒(𝑘)) + ∇𝑁𝑇(𝒒(𝑘))(𝒒 − 𝒒(𝑘)) to achieve a 

convex function at the numerator. For exploiting the 

Dinkelbach [38], it is necessary to have a concave function 

at the numerator and a convex function at the 

denominator of the fractional cost function. The 

denominator is a linear function of the problem 

parameters and hence is a convex function. On the other 

hand, with the conversion of minimization problem to a 

maximization one, the numerator will be concave. Now, it 

is possible to solve the problem by using the Dinkelbach 

algorithm. On the basis of the Dinkelbach algorithm, the 

following objective function should be introduced:  

𝐻(𝒒, 𝜆) =(𝑀(𝒒) − 𝑁(𝒒)) − 𝜆(𝑞4 + 𝑃𝑐) (21) 

where 𝜆 is a positive parameter. The optimal solution can 

be found by solving the problem parameterized by 𝜆 such 

that 𝐻(𝒒, 𝜆) = 0 [36]. Consequently, the optimization 

problem is transformed and given by:   

𝑚𝑎𝑥
𝑞1,…,𝑞4

𝐻(𝒒, 𝜆) =(𝑁(𝒒) − 𝑀(𝒒)) − 𝜆(𝑞4 + 𝑃𝑐) 

𝑠. 𝑡.        𝐶1, − 𝐶5 of (19) 
(22) 

Algorithm 2 illustrates the optimal power allocation in 

the energy efficiency maximization problem based on 

Dinkelbach approach. It should be noticed that 

considering 𝑞4 = 𝑃𝑠
𝑚𝑎𝑥  is not optimal anymore similar to 

sum rate optimization problem, because the numerator is 

a logarithmic function of 𝑞4 while the denominator of the 

cost function is a linear function of 𝑞4. Hence, the energy 

efficiency will not improve with the increasing the 𝑞4 and 

hence we cannot employ the maximum value for 𝑞4. But, 

knowing the fact that inequality 0≤ 𝑞4 ≤ 𝑃𝑠
𝑚𝑎𝑥  is always 

established, it is possible to adopt the bisection algorithm 

to achieve 𝑞4 and subsequently the other parameters 

based on algorithm 2. As a result, we employ the bisection 

with the combination of Dinkelbach algorithm to solve the 

optimization problem in (22). 

Algorithm 2 suboptimal power allocation in energy efficiency 

maximization problem based on Dinkelbach algorithm 

1. Set iteration number 𝑘 = 0 

2. Initialize 𝒒(0) = 𝟎 and 𝜆(0) = 0. 

3. Set 𝑞4𝐿𝐵

(0)
= 0 and 𝑞4𝑈𝐵

(0)
= 𝑃𝑠

𝑚𝑎𝑥 

4. Repeat Steps (5) to (12) until |𝐻(𝒒(𝑘+1))| ≤ 𝜖1 

5. While 𝑞4𝑈𝐵

(𝑘)
− 𝑞4𝐿𝐵

(𝑘)
≥ 𝜖2 do 

6. Set 𝑞4
(𝑘) = (𝑞4𝐿𝐵

(𝑘)
+ 𝑞4𝑈𝐵

(𝑘)
) 2⁄  

7. Define convex approximation of 𝐻(𝑘)(𝒒) at 𝒒(𝑘) as 

𝐻𝑘(𝒒) = 𝑀(𝒒) − 𝑁𝑘(𝒒) − 𝜆(𝑘)(𝑞4
(𝑘) + 𝑃𝑐) = 𝑀(𝒒) −

𝑁(𝒒(𝑘)) − ∇𝑁𝑇(𝒒(𝑘))(𝒒 − 𝒒(𝑘)) − 𝜆(𝑘)(𝑞4
(𝑘) + 𝑃𝑐)   

8. Solve the convex problem    

𝒒(𝑘+1) = 𝑎𝑟𝑔𝑚𝑎𝑥
𝒒

𝐻𝑘(𝒒) 

           𝑠. 𝑡.        𝐶1 − 𝐶5 of (19) 

 

9. if 𝑅1
(𝑘)

≤ 𝑅1
𝑚𝑖𝑛 then 

          set 𝑞4𝐿𝐵

(𝑘)
= (𝑞4𝐿𝐵

(𝑘)
+ 𝑞4𝑈𝐵

(𝑘)
) 2⁄    

          else 

          set 𝑞4𝑈𝐵

(𝑘)
= (𝑞4𝐿𝐵

(𝑘)
+ 𝑞4𝑈𝐵

(𝑘)
) 2⁄  

10.  𝜆(𝑘+1) = (𝑀(𝒒) − 𝑁(𝑘)(𝒒)) (𝑞4
(𝑘) + 𝑃𝑐)⁄  

11.  if 𝑅1
(𝑘)

≤ 𝑅1
𝑚𝑖𝑛 then 

          set 𝑞4𝐿𝐵

(𝑘+1)
= 𝑞4𝐿𝐵

(𝑘)
 and 𝑞4𝑈𝐵

(𝑘+1)
= 𝑃𝑠

𝑚𝑎𝑥 

          else 

          set 𝑞4𝐿𝐵

(𝑘+1)
= 0 and 𝑞4𝑈𝐵

(𝑘+1)
= 𝑞4𝑈𝐵

(𝑘)
 

12.  𝑘 ← 𝑘 + 1 

 

In algorithm 2, LB and UB indices address the lower 

bound and upper bound, respectively. 

Feasibility and Computational Complexity 

As we know, a feasible solution for an optimization 

problem is a solution that satisfies all constraints that the 

program is subjected to, where it does not violate even a 

single constraint. In the sum rate optimization problem, 

the constraint on the maximum power of BS (𝑞4 = 𝑃𝑠
𝑚𝑎𝑥) 

is always satisfied as equality. But it should be noted that 

for the satisfaction of the other constraints, inequalities 

𝑞𝑖+1 ≥ 𝑞𝑖  , 𝑖 = 1,2,3 must be established. Hence, the 

feasibility occurs when these inequalities are satisfied 

that are dependent on the values of {𝑅𝑖
𝑚𝑖𝑛 , 𝑖 = 1, … ,4}, 

{𝐼𝑖  , 𝑖 = 1, … ,5}, and also channels' gains. Moreover, 

another condition for the satisfaction of the constraints 

𝐶2 and 𝐶3 is that 2−𝑅2
𝑚𝑖𝑛

𝑞2 +
(2−𝑅2

𝑚𝑖𝑛
−1)𝐼2

|ℎ𝐵𝑟2|
2

𝛽𝑟2

≥
𝐼1(2𝑅1

𝑚𝑖𝑛
−1)

|ℎ𝐵𝑟1|
2

𝛽𝑟1

 to 

guarantee the accuracy of the obtained value for 𝑞1. In 

the case of energy efficiency, conditions for the 

constraints are similar to the sum rate optimization, 

except that the constraint on the 𝑃𝑠
𝑚𝑎𝑥  must be satisfied 

in the form of inequality. 

The computational complexity of the optimization 

problems depends on the utilized algorithms for solving 

the problems. Hence, we describe the complexity order 
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for each employed algorithm in the proposed 

optimization problems. From the general convergence 

properties of the DC algorithm, it has a linear convergence 

and only relies on a few basic operations, which leads to 

a low computational cost [39]. In fact, the DC 

programming optimization problem can be solved by 

using standard algorithms from convex optimization 

theory such as the interior point method and sequential 

quadratic programming [37]. Therefore, the complexity of 

the DC algorithm within some tolerance measured by 𝜖 is 

in the order of 𝒪(√𝑁log(𝑁/ϵ)) [40], where 𝑁 is the 

number of optimization problem parameters. On the 

other hand, the bisection line search is known to find an 

𝜖-accurate solution within the number of iterations 

bounded by 𝒪(log(𝜖0/ϵ)), where 𝜖0 = |𝑏 − 𝑎| is the 

initial difference between the upper and lower bounds in 

the bisection method. Therefore, the overall complexity 

is bounded by 𝒪(𝑁 log(𝜖0/ϵ)), which is linear in 𝑁 [41]. 

It is worth noting that in our problem, 𝑁 = 1 for the 

bisection method; because only one of the parameters is 

obtained by bisection.  

Moreover, the convergence rate of Dinkelbach 

algorithm is super linear [42]. Assuming upper and lower 

bounds of the maximum energy efficiency value are 

available as 𝑈 and 𝐿, we could find the optimal values 

updating 𝜆 according to the bisection method, instead of 

using Dinkelbach’s update criterion. Although bisection 

converges typically slower than Dinkelbach method [42], 

it provides an estimate of Dinkelbach algorithm. By using 

the bisection method, the overall asymptotic complexity 

can be found within a tolerance ϵ with 𝒪(𝑁 log(⌈(𝑈 −

𝐿)/ϵ⌉)) iterations [42]. As can be seen, the employed 

algorithms have appropriate conditions from the 

complexity point of view.  

Results and Discussion 

Simulation results are illustrated in this section to 

validate our theoretical works in terms of sum rate and 

energy efficiency. We consider a single-cell scenario 

employing NOMA-FD-EH with the distributed users in the 

cell. It is assumed that the cell-center and cell-edge users 

are randomly distributed within a disk with radius 5 

meters and a ring with radii 5 and 10 meters, respectively 

[43].  

The Path loss exponent is considered as 2 [26] and the 

noise power 𝑁0 is 0.25. Energy harvesting efficiency 𝜂 is 

set to 0.5 [44], and the minimum target data rate (𝑅𝑖
𝑚𝑖𝑛) 

is equal for all users where is considered to be 𝑅𝑖
𝑚𝑖𝑛 =

0.5  𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖
𝑚𝑖𝑛 = 1  𝑏𝑝𝑠/𝐻𝑧 [26] in the simulations. 

As we mentioned, energy harvesting is based on the PS 

method for which the power splitting factor is set to 𝛽𝑟1
=

𝛽𝑟2
. In addition, circuit power consumption is set to 𝑃𝑐 =

0.1 Watt. The OMA and optimal NOMA (optimal four 

users NOMA scheme with sum power and minimum 

achievable rate constraints) are two techniques that are 

considered for comparison with the proposed scheme. It 

is worth noting that the simulations are generated from 

100000 independent realizations of different channel 

conditions. Also, the iteration error tolerances 𝜖1 and 𝜖2 

are 0.001 [26];  

Fig. 2 illustrates the sum rate performance of the 

proposed scheme versus the splitting factor for different 

SNRs (the maximum available power at the BS to the noise 

ratio) and various minimum target data rates. It can be 

seen that the optimum splitting factors for both 𝑅𝑖
𝑚𝑖𝑛 =

0.5 𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖
𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧 are achieved at the 

low values of the splitting factor. It means that more 

harvested power leads to improving the sum rate 

performance, especially in low SNR regimes, where the BS 

power is low and hence the requirement to relaying is 

more sensible. On the other hand, with the reduction of 

the minimum target data rate, the sum rate increases. 

Moreover, the performance is approximately the same 

for the different splitting factors in the high SNR values. It 

should be noted that, when the splitting factor is very 

small and approximately all of the BS power is employed 

for relaying, the performance degrades a little; where the 

cell-center users' rates approach zero.  These results are 

used in the following simulations.  
 

 
 

Fig. 2: Sum rate of the proposed scheme versus splitting factor 

for different SNRs and minimum target data rates (𝑅𝑖
𝑚𝑖𝑛 =

0.5 ,1 𝑏𝑝𝑠/𝐻𝑧). 
 

In Fig. 3, the sum rate performance of the proposed 

scheme over SNR is compared with the OMA and optimal 

NOMA with the splitting factor of 0.15 in two cases as 

𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖

𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧. As can be 

seen from this figure, the proposed scheme considerably 

outperforms the OMA and optimal NOMA schemes, 

especially in low SNR values for both minimum target data 

rates.  

Also, the performance of the sum rate improves with 

the increase of SNR. On the other hand, it is obvious that 

the only proposed scheme has non-zero values in the SNR 

values less than 10dB, while the other schemes have zero 

values in this SNR regime.  
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Fig. 3: Comparison of the proposed scheme with the OMA and 

optimal NOMA schemes in terms of sum rate over SNR for two 

minimum target data rates (𝑅𝑖
𝑚𝑖𝑛 = 0.5 ,1 𝑏𝑝𝑠/𝐻𝑧). 

 

Fig. 4 illustrates the performance in terms of energy 

efficiency for the proposed scheme based on splitting 

factor for different SNRs and minimum target data rates 

where 𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖

𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧. For 

both minimum target data rates and with the increasing 

of the SNR, energy efficiency achieves higher values at the 

larger splitting factors. It means that in the low SNR 

regimes we need a smaller splitting factor and vice versa 

for achieving better performance. On the other hand, 

when the splitting factor has a high value and the 

harvesting is ignored, energy efficiency approaches zero 

in all cases. Moreover, the maximum energy efficiency in 

the case of 𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 achieves with a larger 

splitting factor in comparison with the case 𝑅𝑖
𝑚𝑖𝑛 =

1 𝑏𝑝𝑠/𝐻𝑧.  

 

 
 

Fig. 4: Energy efficiency of the proposed scheme versus 

splitting factor for different SNRs and minimum target data 

rates (𝑅𝑖
𝑚𝑖𝑛 = 0.5 ,1 𝑏𝑝𝑠/𝐻𝑧). 

 

As can be seen, there is no same optimum value for the 

splitting factor in all SNR regimes. As a result, we adopt a 

moderate value for the splitting factor to be employed in 

the energy efficiency. 

In Fig. 5, the energy efficiency performance of the 

proposed scheme versus SNR is compared with the OMA 

and optimal NOMA in two cases as 𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 

and 𝑅𝑖
𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧 with a splitting factor of 0.6 and 

0.5, respectively. It can be seen from the figure that in 

both minimum target data rates the proposed scheme 

considerably outperforms the OMA in all SNR regimes and 

achieves higher values in comparison to the optimal 

NOMA in almost all ranges of SNR. However, in the very 

high SNR regimes, optimal NOMA approaches a constant 

value, while the proposed scheme has small values. This 

probably stems from that in the proposed scheme we 

don't subtract the harvested power of the unselected cell-

center user in each signaling from the total BS transmit 

power. Moreover, based on the results in the Fig. 4 if we 

employed the smaller splitting factor, the performance 

would improve in the low SNR regimes and by utilizing the 

larger value for the splitting factor, energy efficiency 

would increase in the high SNR values.      
 

 
Fig. 5: Comparison of the proposed scheme energy efficiency 

with the OMA and optimal NOMA over SNR for 𝑅𝑖
𝑚𝑖𝑛 =

0.5 𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖
𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧. 

 

Fig. 6 and Fig. 7 show the performances of the 

proposed, OMA, and NOMA schemes versus the the cell 

radius. It should be noted that all distances among nodes 

scale with the increase of the cell radius from 10 meters 

to 40 meters. Also, the minimum target data rates are set 

to 𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖

𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧 and SNR is 

considered as 20 dB for the sum rate and as 30 dB for the 

energy efficiency. Moreover, for the energy efficiency 

analysis in the Fig. 7, the splitting factors are considered 

as 0.6 and 0.5 for 𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖

𝑚𝑖𝑛 =

1 𝑏𝑝𝑠/𝐻𝑧, respectively. As can be seen from the Fig. 6 

and Fig. 7, increasing the cell radius leads to a decrease in 

the performance for both the sum rate and energy 

efficiency. However, the proposed scheme achieves 

better performance in terms of sum rate and energy 

efficiency for all cell radius values in both cases where 

𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖

𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧. However 

increasing the cell radius up to 40 meters results in energy 

efficiency degradation for all schemes, the speed of this 

reduction is very slower in the proposed scheme. In 

addition, when the radius of the cell increases from 10 up 

to 15 meters, the performance of the proposed scheme 

improves. This likely stems from the less optimal 

transmitted power from the BS, because the sum rate 

decreases with the increase of the cell dimension. 
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Fig. 6: Sum rate versus the cell radius for the proposed, OMA 

and optimal NOMA schemes with 𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 and 

𝑅𝑖
𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧 and SNR of 20 dB. 

 

 
 

Fig. 7: Energy efficiency versus the cell radius for the proposed, 

OMA and optimal NOMA schemes with 𝑅𝑖
𝑚𝑖𝑛 = 0.5 𝑏𝑝𝑠/𝐻𝑧 

and 𝑅𝑖
𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧 and SNR of 30 dB. 

 

Fig. 8 depicts the sum rate versus energy conversion 

efficiency for different SNRs and minimum target data 

rates as 𝑅𝑖
𝑚𝑖𝑛 = 0.5  𝑏𝑝𝑠/𝐻𝑧 and 𝑅𝑖

𝑚𝑖𝑛 = 1  𝑏𝑝𝑠/𝐻𝑧. It 

can be concluded from the figure that obviously 

approaching the 𝜂 to the value of 1 improves the 

performance. It is worth noting that the same result is 

achieved for the energy efficiency over the value of 𝜂.   

 

 
 

Fig. 8: Sum rate versus energy conversion efficiency for 

different SNRs and minimum target data rates as 𝑅𝑖
𝑚𝑖𝑛 =

0.5 ,1 𝑏𝑝𝑠/𝐻𝑧. 

Conclusion 

This paper investigated a communication scheme, 

which efficiently combines cooperative NOMA, FD 

relaying, and EH techniques. Employing cooperative 

NOMA, the BS aims to broadcast the information to the 

mobile users that are distributed in a cell. Two users 

deployed in the near of the BS while two other users 

located at the far locations. In each signalling interval, one 

of the cell-center users is paired with a cell-edge user 

where the cell-center user employing PS protocol 

retransmits the cell-edge user’s data. The DC 

programming and an efficient combination of DC, 

bisection method, and Dinkelbach algorithm were 

proposed to assign the suboptimal power allocations for 

maximizing the sum rate and energy efficiency 

performances, respectively. The numerical results 

demonstrated that when the SNR is 30dB, the square cell 

dimension is 10 meters, and 𝑅𝑖
𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧, the 

proposed scheme using the appropriate values splitting 

factor significantly enlarges the system sum rate by 33% 

over optimal NOMA. This superiority approaches to 120% 

at SNR equal to 20dB. Moreover, the energy efficiency 

enhancement of the proposed scheme over optimal 

NOMA for 𝑅𝑖
𝑚𝑖𝑛 = 1 𝑏𝑝𝑠/𝐻𝑧, cell dimension equal to 10 

meters, and SNR as 30dB and 20dB approach 200% and 

40%, respectively. However, MIMO NOMA can be 

considered in the proposed schemes. Also, achieving the 

unequal optimal splitting factors is a suggestion for future 

works.   
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Abbreviations  

NOMA Non-Orthogonal Multiple Access 

BS Base Station 

PD Power Domain 

FD Full-Duplex 

DF Decode and Forward 
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EH Energy Harvesting 

PS Power Splitting 

IoT Internet of Things 

SIC Successive Interference Cancellation 

MIMO Multiple-Input–Multiple-Output 

AF Amplify-and-Forward 

SWIPT Simultaneous Wireless Information 

and Power Transfer 

TS Time Switching 

FDR Full Duplex Relay 

CR Cognitive Radio 

ISIC Imperfect Successive Interference 

Cancellation 

PSIC Perfect Successive Interference 

Cancellation 

DC Difference of Convex 

SI Self-Interference 

SNR Signal to Noise Ratio 

SINR Signal to Interference plus Noise Ratio 
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Background and Objectives: Object detection has been a fundamental issue in 
computer vision. Research findings indicate that object detection aided by 
convolutional neural networks (CNNs) is still in its infancy despite having outpaced 
other methods.  
Methods: This study proposes a straightforward, easily implementable, and high-
precision object detection method that can detect objects with minimum least 
error. Object detectors generally fall into one-stage and two-stage detectors. 
Unlike one-stage detectors, two-stage detectors are often more precise, despite 
performing at a lower speed. In this study, a one-stage detector is proposed, and 
the results indicated its sufficient precision. The proposed method uses a feature 
pyramid network (FPN) to detect objects on multiple scales. This network is 
combined with the ResNet 50 deep neural network.  
Results: The proposed method is trained and tested on Pascal VOC 2007 and COCO 
datasets. It yields a mean average precision (mAP) of 41.91 in Pascal Voc2007 and 
60.07% in MS COCO. The proposed method is tested under additive noise. The test 
images of the datasets are combined with the salt and pepper noise to obtain the 
value of mAP for different noise levels up to 50% for Pascal VOC and MS COCO 
datasets. The investigations show that the proposed method provides acceptable 
results.   
Conclusion: It can be concluded that using deep learning algorithms and CNNs and 
combining them with a feature network can significantly enhance object detection 
precision. 
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Introduction 

Object detection is a term to describe a subset of 

computer vision and machine learning techniques highly 

influenced by deep learning and CNNs. Many studies have 

been conducted in this area. Object detection aims to 

identify and locate the types of objects in an image and 

categorize them into humans, animals, or vehicles [1]. As 

humans easily identify objects in an environment, an 

object detection system is designed to be trained like 

humans to be able to identify objects of different 

categories in fed images. A lower semantic distance 

between  the   machine   and   man   evidently   improves 

 

system performance. The conventional object detection 

methods are developed on the basis of handcrafted and 

shallow trainable architecture features. The design of 

intricate sets combining the features of many low-level 

images can easily impede their performance. The swift 

advancement in deep learning robust has led to the 

introduction of robust tools with semantic learning 

capabilities and deeper features for problem-solving in 

conventional architectures [2]. The emergence of neural 

networks influenced object detection methods. A neural 

network is a computational model formed by a large 
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number of interconnected nodes or neurons, each 

indicating an output function called the activation 

function [3]. Such networks have wide-ranging AI 

applications, such as in signal processing and automatic 

control [3], as well as various image processing areas [4]-

[6], radar images processing [7], [8] and mobile 

telecommunications [9]. It should be stated that despite 

the wide application of neural networks, they generally 

fail to provide high precision in computer vision. 

Therefore, attempts were directed toward increasing the 

number of layers and the depth of these networks. 

However, there was a problem: increasing the number of 

layers would lead to the vanishing gradient problem, thus 

drastically slowing down the training process. Further, in 

more severe cases, it would halt the training process. 

Accordingly, the attempts to study deep learning 

increased. Deep learning, still under development, is a 

subset of machine learning that aims to learn from data 

using hierarchical architectures. It is extensively 

employed in artificial intelligence and machine vision [10]. 

Deep learning algorithms generally fall into four 

classifications: convolutional neural networks, restricted 

Boltzmann machine (RBM), autoencoders, and sparse 

encoders. These four categories are compared in this 

study. The computations of the RBM method are 

lengthier and time-taking. Autoencoders are not resistant 

to changes in the image, such as image rotation. 

The training of features is impossible in sparse coding. 

CNNs are applicable in two-dimensional data. They are 

resistant to image changes, which makes them excellent 

options for object detection, allowing them to perform 

optimally. A critical factor that has recently directed the 

attention toward deep learning is the success of these 

algorithms in the ILSVRC challenge held by ImageNet 

every year [10]. In deep-learning-based methods, the 

object features should be extracted from the image. In 

other words, the data should be processed to identify the 

explicit and determining features of the objects. The 

higher the number of the extracted features results in the 

higher the precision of object detection. Research shows 

that using deep learning algorithms can significantly 

improve the precision of object detection systems and 

help achieve close-to-human precision. Deep learning 

also facilitates feature extraction from images without 

human intervention, which is an outstanding contribution 

and a critical advantage. As mentioned, the convolutional 

neural networks are perfect for object detection. The 

proposed method is a hybrid method with a core founded 

on the ResNet [11] deep neural network. This network has 

been designed and implemented in various depths. The 

details can be found in [11].  

ResNet50, which is 50 layers deep, was selected 

among all ResNet layers. To improve the precision and 

quality of feature extraction, an FPN was designed based 

on [12], which was a hybrid of ResNet50 and a set of 

convolutional layers. 

Related Work 

Many studies address object detection, more 

specifically, to improve the precision of the existing 

systems and approximate neural networks to the human 

recognition system. Modern object detectors rarely can 

reach high-speed and precise inference with a short 

training. The TTFNet network has been proposed to 

balance precision, speed of inference, and training time 

[13]. Detectors with high-speed inference operators 

directly need less training time. Highly accurate detectors 

fall into detectors with low inference speeds and 

detectors requiring long training time. Authors in [13] 

stress the importance of shortening training time while 

maintaining the performance of well-known detectors. 

Since the time required for feature encoding and loss 

calculation is insignificant compared to feature extraction 

time. They adopt the training sample encoding approach 

to help enhance the learning rate and accelerate the 

training process. Authors in [14] propose a simple yet 

effective method called progressive self-knowledge 

distillation (PS-KD). This method employs its predictions 

as a model of trainer knowledge to strengthen the 

generalization performance of deep neural networks. In 

this method, the system plays the role of a learner that 

turns into a trainer over time. In this regard, the 

objectives are adjusted by combining the main 

background and the previous model predictions. The 

extensive research on image classification, object 

detection, and machine translation indicate improved 

performance by using this method. CNNs often encode an 

input image into a set of intermediate features. Although 

this structure is suitable for classification tasks, it fails to 

perform optimally in tasks requiring simultaneous 

detection and localization, such as object detection. The 

encoder-decoder architectures have been proposed as a 

solution. They are used by applying a decoder network on 

a backbone model. It has been noted that due to the 

decrease in the scale of the backbone, encoder-decoder 

architectures do not influence the establishment of 

robust multi-scale features. Accordingly, SpineNet, a 

backbone with scale-permuted features, is introduced 

[15]. The authors seek the answer to this question: Is the 

scale-permuted model a suitable backbone architectural 

design for simultaneous detection and localization? 

Intuitively, scale-permuted backbone architecture 

exterminates spatial information with down-sampling, 

challenging the retrieval of a decoder network. Object 

detection [16] is defined by estimating a very large but 

extremely sparse bounding box dependent probability 

distribution. This article introduces two new concepts: a 

corner-based region-of-interest estimator and a 

deconvolution-based CNN model. Most object detectors 
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are based on the anchor mechanism. To evaluate the 

alignment between the anchors and objects, they depend 

on calculating intersection over union parameters 

between the predefined anchor and real bounding boxes 

of objects. Authors in [17] question this type of using the 

intersection of union (IOU) and propose a new anchor 

alignment criterion. Anchors are a set of predefined 

reference boxes of a certain height and width. They are 

tiled across the image and help the network manages 

scale and object form changes by converting the object 

detection problem to a regression problem and classifying 

the anchor boundary box. This article proposes a mutual 

guidance mechanism that establishes an adaptive 

alignment between anchors and objects. The most 

modern object detection convolutional architectures are 

designed manually. In [18], the aim is to achieve a better 

architecture than an FPN for object detection. This article 

explores neural architectures and finds a new FPN in a 

new scalable searching space. This architecture is known 

as NAS-FPN, which is a combination of bottom-up and 

top-down connections. One-stage detectors 

simultaneously predict the classification time of objects 

and changes in the regression of the predefined boxes. 

This structure suffers from several flaws despite its good 

performance: The result of the predefined classification is 

inappropriately assigned to the regression during 

reasoning. Also, only one-time regression does not suffice 

for precise object detection. The present study first 

proposes a new module known as Reg-Offset-Cls (ROC) to 

solve the problem. The proposed module consists of 

three stages: bounding box regression, predicting the 

feature sampling location, and bounding box regression 

classification. Also, the hierarchical shot detector (HSD) 

detector was proposed to solve the second problem. This 

detector consists of two ROC modules and a feature-

enhanced module [19]. Another study presents a 

systematic investigation of neural networks architecture 

designed for object detection and proposes several major 

optimizations to improve system performance. This 

article first proposes a bi-directional feature pyramid 

network (BiFPN) that allows the convenient and fast 

combination of multi-scale features. Next, a hybrid scaling 

method is proposed. The authors use the EfficientNet 

backbone to develop a new family of object detectors 

known as EfficientDet [20] . Humans perceive the world 

through sight, hearing, touch, and past experiences. 

Human experiences are taught by normal or unconscious 

learning. Authors in [21] propose an integrated network 

called YOLOR to encode implicit and explicit knowledge. 

Similar to the human brain, which is capable of conscious 

and unconscious knowledge acquisition, this integrated 

network can set up a display of simultaneous 

performance of tasks. This article summarizes how to 

design an integrated network that interpolates implicit 

knowledge into explicit knowledge. A systematic 

investigation of copy-paste indicates the sufficiency and 

acceptable performance of the simple mechanism of -

randomly pasting the objects [22]. In [23], a large set of 

untagged images have been utilized for object detection. 

Authors study only several tagged images in each class. 

This method is known as multi-sample object detection. 

This procedure is iterated between the training model 

and the highly reliable sampling. In the training process, 

convenient samples are created first. Then, the initial 

weak model can improve. Over time, more reliable 

samples are selected, followed by another round of 

model improvement. The introduced framework is 

referred to as multi-modal self-paced learning for 

detection (MSPLD) [23]. An accurate, flexible, and 

completely anchor-free framework for object detection 

has been introduced [24].  
 

Table 1: Related works 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Method Brief description of the method 

TTFNet 
[13] 

The TTFNet network has been proposed to 
balance precision, speed of inference, and 
training time. 

PS-KD [14] 

This method employs its predictions as a 
model of trainer knowledge to strengthen the 
generalization performance of deep neural 
networks. 

SpineNet 
[15] 

In this method SpineNet, a backbone with 
scale-permuted features, is introduced . 

DeNet 
101 [16] 

In this method Object detection is defined by 
estimating a very large but extremely sparse 
bounding box dependent probability 
distribution. 

Localize 
[17] 

This article proposes a mutual guidance 
mechanism that establishes an adaptive 
alignment between anchors and objects 

NAS-FPN 
AmoebaN

et [18] 

This article explores neural architectures and 
finds a new FPN in a new scalable searching 
space. 

HSD [19] 
 Since the one-time regression does not suffice 
for precise object detection, HSD detector was 
proposed to solve this problem. 

EfficientD
et-D7x 

[20] 

This article proposes a bi-directional feature 
pyramid network and a hybrid scaling method. 

YOLOR‑D6 
[21] 

Authors in this paper propose an integrated 
network called YOLOR to encode implicit and 
explicit knowledge. 

Cascade 
Eff-B7 

NAS-FPN 
[22] 

A systematic investigation of copy-paste 
indicates the sufficiency and acceptable 
performance of the simple mechanism of -
randomly pasting the objects. 

MSPLD 
[23] 

In this article a large set of untagged images 
have been utilized for object detection. 

FoveaBox 
[24] 

In this article an accurate, flexible, and 
completely anchor-free framework for object 
detection has been introduced. 
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Although almost all the highly advanced object 

detectors use predefined anchors, their proposed 

method directly learns the probability of the existence of 

an object and the bounding box coordinates without the 

anchor. This procedure involves two stages: the -

prediction of class-sensitive semantic maps to measure 

the mentioned probability and the production of class-

bounding boxes for each location with a potential object. 

In Table 1, related works are briefly stated. 

The Proposed Method 

Object classification and location are two critical steps 

in an object detection system design. The proposed 

method in this study is CNN-based and one-stage, with a 

ResNet50 core that can localize and classify the objects in 

the image. To achieve higher efficiency and better feature 

extraction, the FPN used here was combined with 

ResNet50. With the usage of a one-stage detector in this 

study, this question may arise: Is a simple one-stage 

detector able to achieve the same precision as a two-

stage detector, as they have been known for their good 

performance? It should be noted that one-stage -

detectors are applied to the regular and dense samplings 

of objects' locations scales. Recent research on one-stage 

detectors indicates that new one-stage detector designs 

are ten to forty percent more accurate than advanced 

two-stage methods [25]. Accordingly, the proposed 

method is a one-stage system with a ResNet50 core [11]. 

Moreover, the method involves an FPN to improve the 

feature extraction process and enhance the precision of 

the object detection system.  

In general, the proposed method consists of two 

stages: 

A) The training stage: Before the proposed system 

begins object detection, a convolutional neural network 

should be trained on a dataset. 

 B) The object detection stage: at this stage, the 

desired images (test images) are fed to the system. The 

system then detects the objects based on the training 

received in the previous stage. Below is the pseudocode 

of the proposed method. 

Network ResNet 

It is one of the deepest available architectures. It was 

introduced by Microsoft in 2015. With a depth of 152 

convolutional layers and one fully-connected layer, this 

architecture has been recognized as the superior 

architecture in many competitions. It has also been able 

to reduce the ISLVRC challenge error by 3.57% [11]. This 

architecture has various layer depths discussed in [11]. 

The proposed method uses the Resnet50 structure. The 

number (50) indicates the layer depth of this architecture. 

(See Table 2). The ResNet architecture is one of the 

deepest architectures, which is presented in different 

depths (18, 34, 50, etc.) [11] . 

 
 

Table 2: The layer details of ResNet50 [11] 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Before this architecture was introduced, other 

architectures had shown that increasing network depth 

has a direct effect on network efficiency and increases 

network efficiency but the problem was that in those 

architectures due to the problem of vanishing gradient. 

The depth of the network could be increased to a certain 

extent. In order to increase the depth of a shallow 

network, we need the identity layer. ResNet is a residual 

deep learning framework whose architecture is such that 

the identification of the layers is easily performed. 

Algorithm 1: The pseudocode for proposed method  

    START  
1  Downloading the dataset. 
2  Implementing utility functions. 
3        coordinates of the corners  
4        coordinates of the center and the box  
5  Computing pairwise Intersection Over Union (IOU. 
6   Implementing Anchor generator. 
7  Resizing The Input IMAGE (1333*800) 
8  Encoding labels. 
9  Building the ResNet50 backbone. 
10 Building Feature Pyramid Network(FPN). 
11 Building the classification and box regression head. 
12 Implementing decode predictions. 
13       confidence_threshold=0.05,  
14       nms_iou_threshold=0.5, 
15 Implementing losses. 
16 Setting up training parameters. 
17 Initializing and compiling model. 
18 Setting up callbacks. 
19 Load the dataset. 
20 Training the model And Loading weights.  
21 Building inference model. 
22 Generating Object detections. 
          END.   

Layer name Output size 50-layer 

Conv1 112×112 7×7, 64, stride 2 

Conv2_x 56×56 

3×3 max pool, stride 2 

[
1 × 1ˎ64
3 × 3ˎ64

1 × 1ˎ256
]×3 

Conv3_x 28×28 [
1 × 1ˎ128
3 × 3ˎ128
1 × 1ˎ512

]×4 

Conv4_x 14×14 [
1 × 1ˎ256
3 × 3ˎ256

1 × 1ˎ1024
]×6 

Conv5_x 7×7 [
1 × 1ˎ512
3 × 3ˎ512

1 × 1ˎ2048
]×3 

 1×1 
Average pool, 1000-d fc, 

softmax 
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Therefore, by using this architecture, the depth of the 

network can be increased. In addition, ResNet's 

architectural structure is designed in such a way that 

there is an input from the previous step in each step, and 

this causes that better feature maps to be produced. 

Since in the proposed method we combine a feature 

pyramid network with the ResNet architecture and this 

increases the depth of the network, therefore, we choose 

the depth of 50 (ResNet50) among the different 

structures of the ResNet architecture so that the training 

of the network does not take too long and object 

detection is faster performed. 

Feature Pyramid Network 

FPNs can be applied to extract feature maps of images 

more efficiently. The proposed FPN used in [12] has a top-

down architecture with lateral connections to create 

feature maps. This network significantly improves the 

feature extraction process. Multi-scale object detection is 

a major challenge in computer vision. This pyramid can 

enable a given model to detect objects in a wide range of 

scales by scanning locations and pyramid surfaces, hence 

the use of feature pyramids in the proposed method. The 

reported method in [12] purposes using the pyramidal 

and hierarchical structure of a convolution network . To 

achieve this goal, a structure has been relied on that 

combines low-resolution and semantically strong 

features with high-resolution and semantically weak 

features in a top-down manner. This pyramid can enable 

a given model to detect objects in a wide range of scales 

by scanning locations and pyramid surfaces, Therefore, 

following the ResNet network, we implemented a feature 

pyramid network to extract features more accurately. 

Eight two-dimensional convolutional layers have been 

incorporated into the proposed method to develop this 

network (See Table 3). 
 

Table 3: The convolutional layer details used in creating the FPN 
used 
 

Padding Stride Dimensions 
Number 
of filters 

Layer 
name 

Same 1 1×1 256 Conv 1 

Same 1 1×1 256 Conv 2 

Same 1 1×1 256 Conv 3 

Same 1 3×3 256 Conv 4 

Same 1 3×3 256 Conv 5 

Same 1 3×3 256 Conv 6 

Same 2 3×3 256 Conv 7 

Same 2 3×3 256 Conv 8 
 

Fig. 1 shows the structure of the core of the proposed 

system, and as it is known, the core of the system in our 

proposed method is created by combining a deep 

convolutional neural network called ResNet [11] with a 

feature pyramid network. This structure makes the  

extraction of features better and ultimately improves the 

accuracy of the object recognition system . 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: The proposed system's core. 
 

Image Resizing 

The dimensions of the image change in a way that the 

length of the shorter side of the image equals 800 pixels. 

If the longer side of the image equals 1333 pixels after 

image resizing, the image size changes so that the longer 

side length equals 1333 pixels. In other words, in this 

stage, a minimum image side of 800 pixels and a 

maximum side length of 1333 pixels are defined. 

Raw labels 

Raw labels, including bounding boxes and class 

attributes, are applied in network training. This operation 

consists of the following stages: 

• Creating anchor boxes in proportion to the database 

image dimensions. 

• Assigning the ground truth box of objects (the main 

box refers to the actual box of every object in the 

image) to anchor boxes. 

 Here, the ground truth box of objects is assigned to 

anchor boxes based on overlapping. To that end, the IOU 

should be calculated among all anchor boxes during the 

training time and the ground truth box of the objects. The 

comparison based on IOU as a block diagram depicted in 

Fig. 2. 

 
Fig. 2: The IOU block diagram. 
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System Training and Feature Extraction 

In the training process, the system seeks to identify the 

best unknown parameters, such as the weight of 

convolutional filters and coefficients of the fully-

connected layers, to achieve the least classification error 

rate. The proposed method uses the back propagation of 

errors and stochastic gradient descent (SGD) methods to 

update the weights in each iteration. 

In stochastic gradient descent, the weights in each 

iteration are updated according to (1) . Equation (2) is the 

simpler re-expression of (1). 

θ = θ − η ∙ ∇θ J(θ; x(i); y(i)) (1) 

x = x − (Learning_rate) ∗ dx (2) 

where x is the order of parameters and weight of the 

filters and Learning_ rate indicates the rate at which the 

network is trained, determined at the beginning of the 

training process . It should be noted that the training rate 

parameter is modifiable. After a sufficient number of 

iterations, the network is trained to classify the database 

images.  

After the training, the features of the dataset images 

should be extracted, which is a critical step as 

classification is performed based on these features and 

the rectangular boxes of objects (called windows, 

showing the location coordinates of objects). Finally, 

when an image is fed to the convolutional network, it 

crosses the convolutional layers, leading to a vector 

output. This output is known as the feature vector. By 

feeding all the images in the dataset to the network, there 

will be a set of feature vectors. Each vector is provided to 

the fully-connected layer for classification. The fully-

connected layer in the proposed method here consists of 

1000 neurons. Therefore, there will ultimately be 1000 

specific classifications of database images. Generally, to 

summarize the first stage, the designed system is trained 

based on a set of datasets in the first stage. The optimum 

weights of filters and network parameters of the 

convolutional network, which are set to the optimal state 

to minimize classification errors, are then calculated to 

finalize the classification of the dataset images. This data 

is used to detect the existing objects in a new image. Next, 

for object detection, the test images are fed to the 

system. With the passing of images from the trained 

system, the feature vector of each image is extracted. 

Based on the classification set in the previous stage, the 

fully-connected layer determines the class of each object. 

Activation Functions 

Activation functions are essential in neural networks, 

playing a vital role in the network. The role of these 

functions is to make the optimization problem non-linear. 

More specifically, the activation functions decide whether 

or not a specific neuron in neural networks should be 

activated, determining to which category or class the 

output of the neural network belongs. Activation 

functions fall into various types, such as sigmoid, Tanh 

hyperbolic, and ReLU. The proposed method uses the 

ReLU and sigmoid functions as given by (3) and (4), 

respectively. 

f(x)=max (0,x)                                                                         (3) 

𝜎(𝑥) = 1/(1 + 𝑒−𝑥)                                                            (4) 

Results and Discussions 

This section discusses the evaluation criteria, datasets, 

and implementation results. Also, it compares the 

numerical results of the proposed method with some 

recent methods.  

Evaluation Criteria 

Here, the mAP criterion was used, as it is one of the 

most common and important evaluation criteria in object 

detection. 

Intersection Over Union (IOU) 

IOU is an evaluation criterion used to examine the 

precision of the predicted bounding box according to the 

ground truth box of the objects. Its value indicates the 

overlapping area between the predicted box and is a 

number that is the ground truth box of the object. In the 

case that this value is greater than a specific threshold, 

the system recognizes that anchor box as a predicted 

object. Therefore, this criterion determines the location 

precision by comparing the overlap between the ground 

truth box and the predicted bounding box. The 

determined value is between zero and one. The detection 

of an object is regarded as true when its IOU value 

exceeds a predefined threshold value. The usual 

threshold value is 0.5. When the predicted box overlaps 

with a ground truth box of more than 50%, the diagnosis 

made is considered valid. IOU is expressed as the follows: 

 IOU = (area of overlap)/(area of union)                           (5)  

where the area of overlap is the intersection between the 

two boxes that also indicates the level of overlap. Area of 

union indicates an area with zero overlap between the 

two boxes [26]. 

The Precision and Recall Criteria 

Precision (P) and recall (R) are used to evaluate the -

classification ability of a method in question. In that 

regard, the values of the following parameters should be 

determined: true positive (TP) diagnosis, false positive 

(FP) diagnosis, and false negative (FN) diagnosis. These 

parameters are estimated based on location precision, -

which is calculated based on IOU. Based on the IOU 

threshold values, then the values of TP and FP are 

calculated for the detected objects. The values of P and R 

are determined per each detection (true or false) based 

on TP and FP values using the Equations below [26]: 
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                                                      (6) = 
TP 

all detections 
 

TP 

 TP +FP 
 =P 

R= 
TP 

all ground truths 
=  

TP 

TP+FN
                                                (7) 

Average Precision (AP) and Mean Average Precision 

(Map) 

The average precision criterion is calculated according 

to the values of P and R. This parameter is the average 

precision obtained per recall. The value of mAP is then -

calculated by determining the mean of the AP value in 

different classifications [26], [27]. 

Datasets 

To assess the performance of every object detection 

system, they should be run on suitable databases, and the 

standard criteria should be calculated accordingly. In this 

study, the Pascal VOC and COCO datasets were used for 

this purpose. 

The Pascal Visual Object Classes (VOC) Dataset 

This dataset was introduced in 2005. It comprises two 

sections: the first section consists of various image 

classes. The second section includes the annual 

tournaments. It consists of five challenges: classification, 

diagnosis, segmentation, action classification, and person 

layout. The various solution methods used in different 

competitions are discussed and compared in a workshop. 

The tournament was held from 2005 to 2012. Fig. 3 shows 

several sample images of this dataset [28]. 

 

 

Fig. 3: Sample images of the Pascal VOC dataset [28]. 
 

The Microsoft Common Objects in Context (MS 

COCO) Dataset 

Microsoft researchers introduced this database in 

2014. It consists of 91 classes of objects and many 

samples and tagged images. Compared to Pascal VOC, it 

has fewer feature categories and samples in each 

category.  

This dataset addresses three core problems: detection 

of non-iconic view of objects, contextual reasoning 

between objects, and precise two-dimensional location of 

objects.  

Fig. 4 presents a sample image of images in this dataset 

[29]. 
 

 

 

 

 

 

 

 

 
 

Fig. 4: Sample images of the MS COCO dataset [29]. 

The Implementation Results 

This section is a discussion of simulation results 

performed on two important object detection datasets. 

First, the average precision criterion is separately applied 

as a sample to each class of the existing objects in both 

datasets. The mAP of the proposed method is then 

compared with some recent methods.  

Table 4 shows that the proposed method achieved a 

better average precision in 10 sample classes, such as 

Bird, Dog, Cat, and Person. Then, by calculating the 

precision of all classes and obtaining their means, the 

mAP value of the proposed method is calculated. This 

criterion indicates the performance of the object 

detection system. 
 

Table 4: The average precision of the proposed method in ten 
different classifications in the Pascal VOC 2007 and MS COCO 
datasets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5 compares the proposed method with several 

recent methods based on the values of the mAP criterion.  

As shown, the proposed method displayed a good 

object detection performance. The method proposed 

yielded a mean average precision (mAP) of 41.91 in the 

Pascal Voc2007 and 60.07% in COCO. Fig. 5 and Fig. 6 

display samples of the detected objects by the proposed 

method in Pascal VOC and MS COCO datasets. 

 

 
 

Class 
Average precision (%) 

Voc 2007 dataset MS COCO dataset 

Person 97.43 85.08 

Cat 96.91 71.42 

Dog 94.43 73.80 

Bird 98.40 87.43 

Train 91.23 67.42 

Car 98.29 90.06 

Motor 93.55 79.32 

Bus 95.14 76.83 

Cow 92.43 72.18 

Sheep 94.27 85.1 

 



S. M. Notghimoghadam et al. 

180  J. Electr. Comput. Eng. Innovations, 11(1): 173-182, 2023 
 

Table 5: The results of the mAP criterion of the proposed 
method and several recent methods in the Pascal VOC 2007 and 
MS COCO datasets 
 

 

 
Fig. 5: Samples of objects detected in Pascal VOC. 

 

 
 

Fig. 6: Samples of objects detected in MS COCO. 

The Proposed System Under Noise 

To better evaluate the proposed model, some noise 

was introduced to the proposed system to examine its 

performance under noise. The test images of the datasets 

were combined with the salt and pepper noise [32] to 

obtain the value of mAP for different noise levels. Fig. 7 

shows the mAP value against noise levels. 

As shown, even at 0.3 noise level (for instance, when 

30% of pixels of the image have been ruined by noise), the 

detection precision is above 50%. In real imaging 

situations, usually, the noise generated on the images is 

less than 0.05., hence the acceptable performance of the 

proposed model even in dealing with this level of noise. 

To obtain an intuitive understanding of the noise level, 

Fig. 8 display the output of the proposed model under 

different noise levels.  

 
 

Fig. 7: The mAP diagram based on the noise level. 
 

 
 

Fig. 8: Object detection with different noise levels: (A) 0.1, (B) 
0.25, (C) 0.35 and (D) 0.5. 

 

Conclusion 

Since object detection is widely used in various fields 

such as medicine, self-driving cars, radar images 

processing and etc, the aim of this article is to implement 

a method for object detection with high accuracy. In this 

research, we studied the new articles which were 

presented in the topic of object recognition in the last few 

years and we found this reality that the object detection 

by convolutional neural networks is superior to other 

methods, but still the existing methods can be improved 

in terms of accuracy and speed. Therefore, our most 

important goal in this article was to present a method 

based on deep learning, using convolutional neural 

networks to recognize objects so that the proposed 

method detects objects with the least error in the 

shortest possible time. In general, object detection 

methods are classified into single-stage and two-stage 

detectors, and two-stage detectors are often more 

accurate but slower than single-stage detectors. Here, a 

one-stage object detection method was implemented 

using CNNs with a ResNet50 core. An FPN was used to 

improve the quality of the feature extraction process. The 

proposed system was then trained and evaluated with MS 

COCO and Pascal VOC2007 datasets. In the end, the value 

of mAP, one of the most notable criteria for performance 

evaluation of object detection systems, was calculated. 

MS COCO 

mAP% 

Method 

Name 

Pascal VOC 

mAP% 

Method 

Name 

35.1 TTFNet [13] 79.7 PS-KD [14] 

45.3 
SpineNet-

49 [15] 
77.1 

DeNet-101 

[16] 

47.4 

UniverseNe

t-20.08s 

[30] 

81.50 Localize [17] 

48.3 

NAS-FPN 

AmoebaNet 

[18] 

83.00 HSD [19] 

55.1 
EfficientDet

-D7x [20] 
83.90 ReCoR [31] 

57.3 
YOLOR‑D6 

[21] 
88.6 

Cascade Eff-

B7 NAS-FPN 

[22] 

56.6 MSPLD [23] 76.60 FoveaBox [24] 

60.07 
proposed 

method 
91.41 

proposed 

method 
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The proposed method was evaluated against seven other 

methods based on the mAP value obtained in each 

dataset. Moreover, a specific noise level was added to 

further investigate the system's performance in different 

noise level scenarios and mAP values.  

The results indicated the better performance of the 

proposed method. Therefore, since the proposed system 

was trained using a deep-learning algorithm, the features 

of images were extracted hierarchically from the input 

images. The extracted data were then combined with an 

FPN. This combination improved the proposed method's 

detection precision. Accordingly, it can be concluded that 

using deep learning algorithms and CNNs and combining 

them with a feature network can significantly enhance 

object detection precision. And finally, considering the 

importance and many applications of object recognition a 

lot of research can be done in this field. Some examples 

of future work are as follows: 

• Implementation of the proposed method presented in 
the article with other architectures and comparison 
with the results of our method. 

• Investigating the use of noise reduction methods in 
object recognition . 

• Implementation of the proposed method in order to 
object detection in the video. 

• Designing a system by combining current object 
detection methods which may lead to improved 
performance . 
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Abbreviation 

CNN Convolutional Neural Network 

FPN Feature Pyramid Network 

MAP Mean Average Precision 

ResNet Residual Network 

COCO Common Objects in Context 

MS COCO MicrosoftCommon Objects in Context 

VOC Visual Object Classes 

RBM Restricted Boltzmann Machine 

ILSVRC ImageNet Large Scale Visual 
Recognition Challenge 

TTFNet Training Time Friendly Network 

PS-KD Progressive Self-Knowledge distillation 

IOU Intersection Of Union 

HSD Hierarchical Shot Detector 

BIFPN Bi-directional Feature Pyramid 
Network 

YOLOR You Only Learn One Representation 

MSPLD Multi-modal Self-Paced Learning for 
Detection  

DeNet Danish Ethernet Network 

AR Average Precision 
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Background and Objectives: The displacement of molecules is one of the major 
fabrication faults in manufacturing molecular electronic devices. In this paper, we 
profoundly study the effect of displacement on the current-voltage, and 
conductance-voltage characteristics of the Au-Benzenedithiol-Au single-molecule 
device. 
Methods: The ab-initio calculations on the isolated molecules were performed to 
obtain the basic single-level quantum-dot model parameters. These parameters 
were then used within the self-consistent field algorithm to calculate the electrical 
characteristics of the device. 
Results: The maximum conductance occurs when the molecule is placed exactly in 
the midpoint of the distance between the two electrodes, where the electrostatic 
capacitance reaches its minimum. When the molecule deviates from this point, 
and approaches one electrode, the conductance is decreased, and asymmetric 
behavior emerges. A molecular rectifier can be manufactured by placing the 
molecule close to one electrode.  
Conclusion: Although modern software packages may employ advanced and 
complicated models including the combination of the density functional theory 
(DFT) and non-equilibrium Green’s function (NEGF) methods to obtain accurate 
results, they are demanding in computer memory and time. Moreover, 
understanding the physical quantities of the systems from large-scale matrices is 
often difficult. The single-level model is a computationally light method, which 
provides a profound understanding of the device characteristics since all 
quantities are presented by numbers. 
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Introduction 
Molecules, due to their advantages such as small size, 

chemical tunability, and self-assembly properties, are 

considered the main components of future electronic 
devices and systems [1]. The first molecular electronic 

device was proposed by Aviram and Ratner in 1974. 

During their theoretical calculations, they predicted that 

an organic molecule can act like a diode when attached to 

the electrodes. The proposed rectifier structure was 

similar to a P-N junction and consisted of electron donor 
and acceptor parts that were separated from each other 

by a tunneling bridge [2]. But the main challenge was 

measuring the current and conductivity of individual 

molecules or a small group of them. This challenge was 

first overcome in 1997 by an experimental group at Yale 

University, led by Mark Reed. By using the mechanically 

controllable break junction (MCBJ) method, they 
succeeded in measuring the current in single molecules 

[3]. After this pioneering experiment, the measurement 

of molecular conformation, current and conductivity in 

molecular devices continued by many experimental 

research groups around the world [4]-[17]. Therefore, by 
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using various experimental procedures, including the 

spectroscopic, thermoelectricity, and break-junction 

methods, the researchers succeeded in fabricating single-
molecule devices, and as a result investigated the effect 

of various factors such as the types of molecule-electrode 

contact (bonding and anti-bonding), the length of the 

molecular bonds, different molecular functional groups 

and environmental factors (solvent and temperature) 

that affect their conductivity [7]-[13]. In recent years, 
many researchers have measured charge transfer in 

single organic molecules or a small group of them [9]-[13]. 

In addition, theoretical models at the semi-empirical and 

quantum chemical levels were utilized to understand the 

conductivity in such molecules. These models include the 

non-equilibrium Green's function (NEGF) multi-level 

models, tight-binding (TB) model, density functional 
theory model (DFT), local density approximation (LDA) 

and first-principles approaches [18]-[32]. Conductance of 

molecular devices is a challenging concept in which not 

only the chemical nature of the molecule plays a role, but 

also external factors such as the geometry of the metal-

molecule chemical bonds and the electrostatics of the 
environment are important [8]-[10] . Therefore, although 

the results of calculations and models generally 

determine the current-voltage behavior of the device, the 

values obtained from the ab initio methods are usually 

several tens of times higher than the measurements and 

practical observations [3], [21]. One reason is that the 
exact geometry of the electrodes made in practice is 

unknown. Additionally, modeling of the molecule-

electrode interface is challenging. In the last few decades, 

the molecular structure of benzene has been considered 

a small molecule in electronics. Benzene, with the 

molecular formula C6H6, is a planar molecule with a 

regular hexagonal structure in which each C-C-C bond 
angle is 120 degrees. Since each carbon atom is bonded 

to three other atoms, the orbitals are SP2 type, and each 

carbon has an orbital perpendicular to the hexagonal 

plane; So, each orbital overlap with two neighboring 

orbitals to the same extent. Therefore, all six electrons are 

completely delocalized in the ring path, resulting in two 
donut-like electron clouds, one at the top and one at the 

bottom of the ring. This molecule can establish strong 

chemical bonds with the surface of gold electrodes by two 

thiol end groups [6]. In the manufacturing process of 

molecular devices, there is a possibility of deposition of a 

molecule in an inappropriate position between the 

electrodes. This paper aims to investigate the effect of the 
displacement of the molecule between two electrodes on 

the conductance of Au-1,4-benzenedithiol (BDT)-Au two-

terminal device. Fig. 1 shows the BDT molecule between 

two gold electrodes. Changing the distance of the 

molecule to the source or drain changes its coupling to 

the electrodes (Fig. 2). Therefore, it is expected that the 
current and current-voltage characteristics of the device 

will be affected. 

 
 

Fig. 1:  BDT molecule between the source and drain electrodes. 
 
 

 
 

Fig. 2:  Structure of the Au-BDT-Au molecular device. The 
source and drain contacts are modeled as the two plates of 

two planar capacitors. 
 

In this research, we model the BDT molecule with a 

single-level quantum dot and investigate its displacement 

effect on the conductance of the Au-BDT-Au molecular 
device. Parameters in multi-level models are in the form 

of matrices, while they are in the form of numbers in 

single-level models. The single-level model is less 

complicated and accurate compared to other multi-level 

models, but because its parameters are numerical, it 

provides a better understanding of the physical behavior 

of the device in general. This paper is organized as follows. 
In the models and methods section, we briefly describe 

the single-level theoretical model, and in the discussion 

section, we analyze the effect of changing the position of 

the molecule on the device conductance, electrostatic 

capacitance, and molecule potential. Subsequently, we 

conclude in the last section.  

Models and Methods 

Although several mathematical and physical models 

and methods have been proposed for studying molecular 

devices, the results obtained using these models are often 
deviates from the measurements and experimental 

observations. Fig. 3 compares the practically measured 

current-voltage and conductance characteristics of the 

Au-BDT-Au device with the theoretical calculation results 

obtained from the multi-level DFT and NEGF model. This 

figure depicts that there is an impressive difference 

between theoretical and practical current values. To 
describe the electron transfer, we use the quantum dot 

(QD) model, which includes only one energy level. This is 

the simplest model to describe charge transfer in 

molecular devices, which includes the discrete nature of 

the energy spectrum of the molecule and ignores the 

effects related to the electrode-molecule contacts. In this 
model, the broadening of an energy level is approximated 

by the Lorentzian function as [20]: 
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𝑔(ℇ) =
2

𝜋

(Γ𝑆 + Γ𝐷)/2

(ℇ − ℇ0)2 + ((Γ𝑆 + Γ𝐷)/2)2
        (1) 

where, Γ𝑆 and Γ𝐷 are the coupling energies of the source 

and drain electrodes to the molecule, respectively. The 

coupling energies are inversely related to the electron 

transfer rate, τ = Γ/ℏ. In this paper we consider the 

coupling energies as follows: 

Γ𝑆(𝑧) = Γ𝑚exp (−
𝑧 − 𝑅𝑄𝐷

𝑙/4
)       (2) 

Γ𝑆(𝑧) = Γ𝑚exp (
𝑙 − 𝑧 − 𝑅𝑄𝐷

𝑙/4
)     (3) 

where, Γ𝑚 denotes the maximum coupling energy, R𝑄𝐷 is 

the radius of the molecule, and z and 𝑙 are the distance of 

the molecule from the source electrode, and the source-

drain distance, respectively. The energy of the highest 

occupied molecular orbital (HOMO) of the molecule, ℇ0, 

the energy of the lowest unoccupied molecular orbital, 

ℇ1, and R𝑄𝐷, and 𝑙 have been calculated using the DFT at 

the B3LYP level of theory with 6-31G* basis set. These 

calculations for the isolated BDT molecule have been 

performed using the Gaussian-09 software. The 

electrochemical potential of the gold electrodes is μ =

−5eV and the maximum coupling energy is Γ𝑚 = 0.1𝑒𝑉. 
 

 
Fig. 3:  The top figure depicts the measurement results [3], and 
the bottom figure shows the theoretical calculations [26] of the 

current-voltage and conductance of Au-BDT-Au device.  
 

Table 1 lists the model parameters. According to the 

calculations, the electrochemical potential energy of the 

gold electrode is closer to the HOMO than to the LUMO, 

so it is expected that electron transfer will take place 
through the HOMO level.  

 

Table 1: Model parameters used in this paper. 
 

ℇ0(e) ℇ1(eV) 𝑙(nm) R𝑄𝐷(nm) μ(eV) Γ𝑚(eV) 

-5.64 -0.36 5 1.5 -5 0.1 
 

Moreover, in previous studies, it has been reported 

that the transfer in the Au-BDT-Au structure takes place 

through the frontier HOMO orbital [17]. Thus, it is 
reasonable to use one-level quantum-dot model.  

After connecting the electrodes to the molecule, the 

Fermi energy level of the molecule is shifted by three 

mechanisms. The first mechanism is the state filling 

effect. Since initially the electrochemical potential of the 

electrodes is not equal to the Fermi energy of the 
molecule, some electric charge is transferred between 

the electrode and the molecule to equalize the Fermi 

energy   level   of the   molecule   to the   electrochemical  

potential of the electrodes. Charge transfer in this case 

leads to the state filling effect. The second mechanism is 

the charging effect. Since the electron has an electric 

charge, the potential energy of the molecule changes due 
to electron transport. The third mechanism is the 

electrostatic effect of electrodes. Due to the fact that the 

molecule is located between two electrodes connected to 

the power source, the electric field created by the 

electrodes changes the energy level of the molecule. 

Therefore, the total change, U, in the energy level of the 
molecule includes the change due to charging effect, 𝑈𝐶 , 

and the change caused by electrostatic effect, 𝑈𝐸𝑆, which 

is U = 𝑈𝐶   + 𝑈𝐸𝑆. These energies can be approximated 

using the planar capacitor model. Considering the surface 

of gold electrodes and the molecule as parallel plates of a 

planar capacitor, the electrostatic capacitance is C𝐸𝑆 =
𝐶𝑆   + 𝐶𝐷, as shown in Fig. 2. The charging energy of the 

molecule is given as [17]: 

𝑈𝐶 =
𝑞2

𝐶𝐸𝑆

(N − N0),        (4) 

where, 𝑞 is the elementary charge, N0 denotes the 

number of electrons in the molecule before charge 
transfer, and N is the number of electrons after charge 

transfer, which can be calculated from the following 

equations. 

𝑁0 = ∫ 𝑔(𝜀)𝑓𝑚(𝜀)𝑑𝜀
+∞

−∞

        (5) 

𝑁 = ∫
Γ𝑆𝑓𝑆(𝜀, 𝜇𝑆) + Γ𝐷𝑓𝐷(𝜀, 𝜇𝐷)

Γ𝑆 + Γ𝐷

𝑔(𝜀 − 𝑈)𝑑𝜀
+∞

−∞

    (6) 

In (5) and (6), 𝑓𝑚, 𝑓𝑆 and 𝑓𝐷 are the Fermi-Dirac electron 

distribution functions of the molecule, source and drain 

electrodes, respectively. The current of the device is 

described by the self-consistent field (SCF) approach as 
follows [20], 

𝐼 =
𝑞

ℏ
∫ 𝑔(𝜀 − 𝑈)

Γ𝑆Γ𝐷

Γ𝑆 + Γ𝐷

(𝑓𝑆(𝜀, 𝜇𝑆) − 𝑓𝐷(𝜀, 𝜇𝐷))𝑑𝜀
+∞

−∞

   
    

(7) 

The applied voltage, 𝑉𝐷𝑆, changes the electrochemical 

potential energy levels of the source and drain electrodes 

as, −𝑞𝑉𝐷𝑆 =  μ𝐷  − μ𝑆.    

The Fermi level of the molecule changes when the 

molecule moves between the source and the drain since 

the source and drain capacitors are changed. Thus, using 

the simple capacitor voltage divider circuit, the distant 
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dependent Fermi energy of the molecule is, 

𝐸𝐹(𝑧) = −
𝑧

𝑙
( μ𝐷  − μ𝑆) +  μ𝑆 .      (8) 

The SCF algorithm, which provides the solution to the 

above equations is shown in Fig. 4. 
 

SCF-Algorithm 

Input  𝑉𝐷𝑆, initial guess for 𝑈𝑜𝑙𝑑  
loop:   calculate 𝑁 based on (6) 
           calculate 𝑈𝑛𝑒𝑤    based on (4) 
           if     |𝑈𝑛𝑒𝑤 − 𝑈𝑜𝑙𝑑| < 𝛼 then go to current 
           else 
                   𝑈𝑛𝑒𝑤 = 𝑈𝑜𝑙𝑑 + 𝛽(𝑈𝑛𝑒𝑤 − 𝑈𝑜𝑙𝑑) 
           go to loop 
current: calculate current using (7) 
end 

 

Fig. 4:  The self-consistent field (SCF) algorithm for current 
calculation.  

Results and Discussions 

Considering the effects of the geometry of the metal-

molecule chemical bonds and the electrostatic potential 

energy of the molecule, we investigate the effect of 
moving the BDT between the two electrodes on the three 

physical quantities; namely, the electrostatic capacitance, 

the potential energy of the molecule, and the device 

conductance.   
 

 
 

Fig. 5:  The electrostatic capacitance vs. the distance of 
molecule from the source electrode, 𝑧. 

A.  The Potential Energy of the Molecule 

Fig. 6 shows the change in the electrostatic potential 

of the molecule based on the change in the charging 

energy described by (4). when its distance from the 

source electrode changes from 1.5 Å to 3.5 Å. The results 
show that the electrostatic potential is not equal for the 

corresponding positive and negative voltages, when 𝑧 ≠

𝑙/2. In the 𝑅𝑄𝐷 < 𝑧 < 𝑙/2  range, the electrostatic 

potential in positive applied voltages has a greater value 

than in negative voltages. Because when the molecule is 

closer to the source, using (2) and (3) result in Γ𝑆 ≫ Γ𝐷. 

Consequently, for positive voltages, the charge 
transferred from the source to the molecule is greater 

than the charge transferred from the molecule to the 

drain per unit time, which ultimately causes the molecule 

to lose a small amount of charge. But in negative voltages, 

the charge transferred from the drain to the molecule is 

less than the charge transferred from the molecule to the 

source per unit of time, and thus, the molecule loses a 

large amount of charge. 
 

 
 

Fig. 6:  The potential energy of the molecule vs. the distance of 
the molecule from the source electrode, 𝑧. 

 

Based on the results depicted in Fig. 5 and using (8), it 

can be deduced that the electron transfer process in 

V𝐷𝑆 > 0 takes place in lower applied voltages. In the 

range 𝑙/2 < 𝑧 < 𝑙  since Γ𝑆 ≫ Γ𝑆, the molecule loses 

more charge in V𝐷𝑆 > 0 than in V𝐷𝑆 < 0 , and this process 
takes place in less negative voltages. Placing the molecule 

at 𝑧 = 𝑙/2 results in Γ𝑆 = Γ𝑆 , and as a consequence, the 

amount of charge transferred from the molecule to the 

electrodes is equal in positive and negative voltages. The 

asymmetry properties suggest that by placing the 

molecule near one electrode, a molecular diode can be 

manufactured.  

B.  The Device Conductance 

Fig. 7 and Fig. 8 depict the current-voltage and 
conductance-voltage characteristics of the Au-BDT-Au 

molecular device, when the distance of the molecule from 

the source electrode changes from 1.5Å to 3Å. It can be 

seen that when 𝑧 ≠ 𝑙/2, the electrical characteristics of 

the device are asymmetric and the asymmetry increases 

when the molecule deviates more from the middle point 
of the electrodes. As the molecule approaches the source, 

𝑅𝑄𝐷 < 𝑧 < 𝑙/2, the conductance is greater in the V𝐷𝑆 >

0 region than in V𝐷𝑆 < 0 region. Because, in V𝐷𝑆 > 0 

region, the HOMO drops in the bias window in lower 

voltages and the conduction begins. The conduction 

starts when μ𝐷 reaches the HOMO level at positive 

voltages, and when μ𝑆 reaches the HOMO level at 
negative voltages. Fig. 8 shows that, in 𝑅𝑄𝐷 < 𝑧 < 𝑙/2, 

the conductance peak is larger for V𝐷𝑆 > 0 than for V𝐷𝑆 <

0. Because, when the molecule moves in this region, Γ𝑆 ≫

Γ𝑆, and as a result, the electron transfer rate from the 

source to the molecule is higher than the electron transfer 

rate from the drain to the molecule, for V𝐷𝑆 > 0. 

Therefore, at positive voltages, the current reaches its 
maximum value with a greater slope. Instead, in the 𝑙 <

𝑧 < 𝑙/2 region, the conductance is higher at V𝐷𝑆 > 0 than 

at V𝐷𝑆 > 0. At z = l/2,  the current-voltage (Fig. 7) and 
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the conductance-voltage (Fig. 8) characteristics are 

completely symmetric. The current-voltage and the 

conductance-voltage characteristics show that the 
maximum conductance occurs at z = l/2, and it is 

decreased when the molecule approaches the source or 

the drain electrode. Fig. 7 depicts the turn-on voltage is  

𝑉𝑜𝑛 ≈ 1𝑉 at z = l/2 , which agrees with the 

measurement results [3] and first-principles calculations. 

Moreover, the conductance gap depicted in Fig. 8 is 
𝑉𝑔𝑎𝑝 ≈ 2𝑒𝑉, which is in agreement with the previous 

studies [3], [26].  
 

 
Fig. 7:  The current-voltage characteristic of the device vs. the 

distance of the molecule from the source electrode, 𝑧. 

 
Fig. 8:  The conductance-voltage characteristic of the device vs. 

the distance of the molecule from the source electrode, 𝑧. 

Conclusions 

In this paper, within the framework of the single-level 
quantum dot model, we have shown that the 

conductance of the Au-BDT-Au molecular device is 

maximized when it is placed at the midpoint of the 

distance between the source and the drain electrodes, 

where the electrostatic capacitance reaches is minimum. 

When the molecule approaches one electrode, the 

capacitance is increased, while the conductance is 
decreased. Moreover, the charge transferred through the 

HOMO is unequal in corresponding positive and negative 

voltages. In the symmetric distances from 𝑧 = 𝑙/2, the 

charge transfer is equal for corresponding negative and 

positive applied voltages. The turn-on voltage, 𝑉𝑜𝑛 ≈ 1𝑉 

and the conductance gap, 𝑉𝑔𝑎𝑝 ≈ 2𝑒𝑉 are in agreement 

with other theoretical studies [26] and practical 

measurements [3]. The results also indicate that 

displacing the molecule leads to rectification 

characteristics, which finds application in the 
manufacturing process of molecular diodes. 
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Background and Objectives: A novel low-power and low-delay multi-digit ternary 
adder is presented in this paper which is implemented in carbon nanotube field 
effect transistor (CNTFET) technology.  
Methods: In the proposed design, CNTFET technology is used where reducing the 
power consumption is the main priority. A CNTFET’s geometry directly determines 
the threshold voltage. In this architecture, at each stage, a half adder is applied to 
generate the intermediate binary signals which are called half-sum (HS) and half-
carry (HC). To implement the binary operations of the design, the gate diffusion 
input (GDI) method is applied. A significant reduction of the power consumption 
is achieved while the PDP is improved.  
Results: The proposed designs are simulated in synopsis HSPICE simulator. The 
Stanford 32 nm CNTFET technology is applied while the power supply is 0.9 v and 
the simulation is performed at room temperature. In this case, the pitch value of 
20nm are chosen where the number of the tubes taken are 3. In this work a GDI 
based sum generator and a low-power encoder are used to calculate the final sum 
value of each stage. Furthermore, the proposed carry generation/propagation 
block results in a remarkable reduction of the overall propagation delay time. The 
simulation reveals a significant improvement in terms of the power consumption 
(up to 27%), the PDP (up to 41%) and the FO4 delay (up to 20%).  
Conclusion: An efficient CNTFET based multi-digit ternary adder has been 
presented in this paper. The Synopsis HSPICE simulator is used where Stanford 32 
nm CNTFET model are applied to simulate the design. According to the results, a 
significant saving in average power consumption is achieved where the power-
delay product (PDP) is improved by 41% compared to the best existing design. 
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Introduction 

Binary combinational logical circuits have an important 

concern in terms of the design complexity [1]. Generally, 

interconnects generate 70% of total on-chip capacitance 

[41]. Due to that, they are the most important sources of 

the power dissipation in a VLSI chip [2], [42], [43]. 

Recently, Multi Valued Logic (MVL) has been of interest.

   

It has brought many benefits in terms of hardware 

utilization, interconnects, number of digits required and 

average power consumption. Also reducing the scale size 

to the Nanometer limits the usage in the implementation 

of low-power digital designs.  A review of the literates 

depicts that non-silicon devices of multi-valued logic 

systems   are   an   offered   circuit   to   implement   high-

https://dx.doi.org/10.22061/jecei.2022.9065.570
http://jecei.sru.ac.ir/
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efficiency digital architectures. Since hardware 

complexity is directly proportional to the radix of a MVL 

system [3], calculations of base-3 (close to e = 2.718) is an 

optimum choice called ternary logic. New molecular 

devices have been widely developed to succeed 

conventional silicon-based CMOS technology. CNTFETs 

may be an alternative to silicon MOSFET devices due to 

their excellent operating characteristics with some 

similarity in their inherent characteristics [4].  

The similar dimension of an N-type and a P-type 

CNTFET has the same mobility. It affects the sizing of the 

transistors in a complex circuit.  CNTFETs are more 

suitable for implementing three-valued logic circuits 

because they can obtain multiple threshold voltages by 

changing the physical dimensions of the carbon 

nanotubes (CNTs). Chirality is a well-known characteristic 

of CNTFETs. It depends on the diameter of the CNTs. Any 

variation of the chirality affects the CNT’s threshold 

voltage.  

Multiple threshold voltages are required to implement 

a three-valued logic circuit. So, it can be obtained by 

CNTFETs of different chirality [5]. A wide different 

CNTFET-based ternary operations and logic circuits such 

as the logic gates, adders, and multipliers are discussed in 

[6]-[23].  

Also, two CNTFET based Ternary ALUs (TALUs) which 

include a huge number of transistors have been 

presented in [21] and [22]. These power-consuming 

structures use a decoder-encoder based approach. A 

novel CMOS based ternary ALU is proposed by [26]. It 

employees the decoders, the ternary gates and the 

ternary buffers to implement various digital blocks like 

the adder, the subtractor and the multiplier. In this work 

[26], the depletion type MOS transistors and the large off-

chip resistors significantly increase the power and the 

area consumption. A modified version of this TALU [26] is 

presented by [27] where the adder and the subtractor 

modules are in the same block and the outputs are 

multiplexed using the ALU select signals. There is a 

modified version of [27] which is proposed by [28], where 

the adder, the subtractor and the Ex-OR gate are 

combined in a single module. In this paper, a novel multi-

digit ternary adder is introduced while it is more efficient 

in terms of the power and the PDP metrics. The proposed 

architecture applies the GDI method for implementing 

the binary operations .  

Hence, an improvement is expected in terms of the 

power consumption. The rest of this paper is organized as 

the following: section two gives a concept of the ternary 

logic and the multi-digit ternary adders.  

Our detailed proposed design is presented in Section 

three. In section four the simulation results and the 

comparisons have been fully discussed. Finally, section 

five is the conclusion. 

Backgrounds of Research 

A. CNTFET Based Ternary Logic 

A three-valued logic (ternary logic) is an offered type 

of multi-valued logics. In this, the three truth 

values indicating true, false and an indeterminate 3rd 

value are included. In this case, 0, 1 and 2 directly 

correspond to a voltage value of 0, Vdd/2, and Vdd. In 

fact, f(y) is a ternary logic function of y= {y1, y2, …, yn} maps  
{0.1.2}𝑛 to {0.1.2}. In this three-state logic, AND and OR 

functions are defined as min {yi, yj} and max {yi, yj} 

respectively. In three-state logic, the inverting gate, which 

is widely used in the design of other gates like NAND and 

NOR and most of the logic circuits, is defined as NTI, PTI 

and STI (which stand for negative, positive and standard 

ternary inverter respectively). Threshold voltage changes 

in exchange for CNT diameter changes have made them a 

viable option in MVL circuits. A graphite sheet is rolled up 

to create a CNT. In this case, C is the roll-up vector ( 𝐶 =

𝑛𝑎̅ + 𝑚𝑏̅ ).  

In this equation,  𝑎̅ and 𝑏̅ are the unit lattice vectors 

and the pair (n,m) is the chirality vector of the carbon 

nanotube. The integer values (n,m) determine the type of  

a CNT: metallic or semiconducting. If (n = m) and (n-m = 

3i e.g. i is an integer), a CNT is a metal.  

Otherwise, it treats as a semiconductor. The diameter 

of a CNT in Nano-meter is expressed as: 𝐷𝐶𝑁𝑇 ≈

0.0783 √𝑛2 + 𝑚2 + 𝑛. 𝑚 . Also, the threshold voltage of 

a FET in volt and a CNT’s diameter in (nm) are inversely 

proportional as: 𝑉𝑡ℎ = 0.43 𝐷𝐶𝑁𝑇⁄  .  The most common 

chirality vectors that are used for implementation of MVL 

circuits are (19,0), (13,0) and (10,0) so that they provide 

threshold voltages of 0.289, 0.428 and 0.559 for an N-

CNTFET and equivalent values with negative sign for a P-

CNTFET respectively [29]. 

B. The GDI Transistor Level Implementation Technique  

The gate diffusion input (GDI) method [30]-[34] is a 

well-known method which is developed based on a simple 

cell including two transistors.  

It is shown in Fig. 1.  G: the common gate input of the 

NCNT and the PCNT transistors (in CMOS technology 

NMOS and PMOS are used), P: the outer diffusion node of 

the PCNT transistor, N:  the outer diffusion node of the 

NCNT transistor, D: the common diffusion node of the 

both transistors.  
 

 
Fig.1: The basic cell of the GDI method [34]. 

https://en.wikipedia.org/wiki/Truth_value
https://en.wikipedia.org/wiki/Truth_value
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Depending upon the circuit structure, P, N, and D 

would be   either input or output ports. Table 1 includes 

several simple logic functions implemented by the GDI 

method.  

Various Boolean functions could be simply 

implemented when a simple configuration changes 

occurred at the inputs. So, the GDI method gains simpler 

design, fewer transistor of the structure, and lower power 

dissipation [34].   

 
Table 1: Several functions which are implemented by the basic 

GDI cell [34] 

 

 

 

 

 

 

 

 

 

 

 

 

C. Ternary Adders 

Reviewing the literates introduces a simple 

architecture which implies several single-digit adders to 

implement a multi-digit adder [45]. This suffers from a 

long propagation delay time. A similar structure is 

presented by [46]. Another design including two half-

adders are applied to generate the sum where a 

standalone circuit is utilized to generate the carry signal.  

The carry is ternary in nature and it is propagated to the 

next stage [47]. In some ternary adders provided in the 

literates, a ternary decoder is utilized to generate the 

binary version of the input. The three outputs of the 

decoder (𝑌0. 𝑌1. 𝑌2) are created according to the input 

(𝑌) as in (1). Since there are two possible states of the 

decoder outputs, the binary logic gates are utilized to 

generate the intermediate binary values. Then, these 

intermediate binary values produce the ternary 

sum/carry. The adder presented in [35] has a simple 

structure. A fast carry generation block is included in the 

design. Hence, an improved overall delay for multi-digit 

adders is expected spending large average power 

consumption. A multi-digit adder is introduced by [36] in 

which two half-adders are applied to produce the sum 

value. It applies a self-governing circuit to create the 

carry. The carry signal is ternary in nature while it needs 

to be transferred to the next stage. The most important 

drawback of the design is huge power consumption and a 

large amount of delay. Why so at any stage of the adder, 

a voltage divider is applied made the ternary carry. An 

energy efficient single-digit/multi-digit adder is illustrated 

in [36]. In the first stage of the architecture, positive and 

negative ternary complements of the inputs are 

generated. Then, the outputs of the first stage and the 

original inputs are fed to a network of transistors to 

estimate the intermediate output. This structure gains a 

moderate power consumption and PDP in comparison 

with the other existing designs. 

𝑦𝑖 + 𝑦𝑗 =  max{𝑦𝑖 . 𝑦𝑗} 

    (1) 𝑦𝑖 . 𝑦𝑗 =  min{𝑦𝑖 . 𝑦𝑗} 

𝑦𝑖̅ = 2 − 𝑦𝑖  

The Proposed Multi-Digit Ternary Adder 

The proposed multi-digit ternary (multi-trit) adder 

applies some intermediate binary calculations to perform 

the operation. At each stage, two decoders are used to 

prepare the intermediate binary signals from the inputs. 

Then, the intermediate binary signals are applied to a half 

adder circuit. The outputs of the half adder are also binary 

signals which in turn drive the final sum generator circuit. 

The gate diffusion input method (GDI) method is utilized 

as a power efficient method to design the binary circuits. 

Finally, an encoder converts the binary sum to a ternary 

digit. The proposed structure is based on the model which 

is introduced in [37].  In the proposed architecture, a carry 

generator determines the carry-out of ith stage using the 

half-adder outputs of ith stage and the carry signals of the 

(i − 1) th stage.  It leads to a reduction in carry propagation 

time while the complexity is slightly increased. Since the 

half adders work in parallel while a part of the carry-out is 

pre-calculated by the half adder, the carry propagation 

delay is decreased. To explain the design in detail, 

(𝐴𝑁−1. … . 𝐴1. 𝐴0) , 𝐵(𝐵𝑁−1. … . 𝐵1 . 𝐵0) , 𝐶𝑖𝑛are 

considered as the ternary inputs. 

𝑆𝑢𝑚(𝑆𝑢𝑚𝑁−1. … . 𝑆𝑢𝑚1. 𝑆𝑢𝑚0), and Cout are the ternary 

outputs. The intermediate binary signals are expressed by 

𝑌𝑖
𝑗
 which corresponds to ith digit-adder stage.  There are 

two possible value of the intermediate binary signals: 

logic 2 (if Y = j) or logic 0 (if Y ≠ j), where j {0, 1, 2}. For 

instance, A0
1 corresponds to input of 0th digit-adder stage 

whose value is logic 2 only if ternary signal A is equal to 

logic 2. Fig. 2, shows the block diagram of the proposed 

multi-digit ternary adder for the ith stage. In this 

structure, ternary inputs are decoded to binary signals. A 

binary half adder computes the intermediate signals half-

sum (HS) and half-carry (HC) which in turn are used to 

compute the final sum/carry signals in the binary 

sum/carry generator block. Finally, an encoder converts 

the binary signals to a ternary value. The binary 

operations, which are applied to compute the HS and HC 

signals, are shown in Fig. 3 [38].  A power and delay 

optimized decoder are designed to generate the mutually 

exclusive binary signals as in (1). In this design, an NTI is 

N P G D FUNCTION 

′𝟎′ 𝐵 𝐴 𝐴̅𝐵 F1 

𝑩 ′1′ 𝐴 𝐴̅ + 𝐵 F2 

′𝟏′ 𝐵 𝐴 𝐴 + 𝐵 OR 

𝑩 ′0′ 𝐴 𝐴𝐵 AND 

𝑪 𝐵 𝐴 𝐴̅𝐵 + 𝐴𝐶 MUX 

′𝟎′ ′1′ 𝐴 𝐴̅ NOT 
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used to calculate Ai
0, a pair of PTI-GDI inverter is used to 

compute Ai
2 and finally a GDI NOR is applied to calculate 

Ai
1. 

 
Fig. 2: The ith stage block diagram of the proposed ternary 

adder.  
 

 
 

Fig. 3: The binary operations of the half adder to calculate the 
intermediate binary signals [38]. 

 

 

Fig. 4:  The proposed GDI-based decoder. 

The transistor level implementation of the proposed 

GDI-based decoder is shown by Fig. 4. These binary signals 

are fed to GDI-binary half adder to compute the 

intermediate binary signals. The proposed half adder 

generates mutually exclusive intermediate binary signals 

HSi
0, HSi

1 and HSi
2. HCi

1 represents the carry signal. Table 

2 is the truth table of a ternary half adder which represent 

HS and HC for all of the inputs states. According to Table 

2, (2)-(4) are obtained. Since HSi
0, HSi

1 and HSi
2 are 

mutually exclusive signals, only two of these signals 

should be calculated. The third one could be implemented 

applying a NOR operation [37]. In this case, the GDI 

method is used to implement (2)-(4). Noting to the 

equations, “OR, AND, NOT” operations are implemented 

using the basic GDI cell.  

Clearly, the transistor level implementation of the 

proposed GDI-binary half adder is presented by Fig. 5 

where all the N-CNTs and the P-CNTs have the chirality of 

(19,0). The circuits in Fig. 5(a), (b), (c) and (d) are the 

CNTFET-based implementation of HSi
0, HSi

1, HCi
1 and HSi

2 

respectively. 

𝐻𝑆𝑖
2= (𝐴𝑖

1 + 𝐵̅𝑖
1)  (𝐴𝑖

2 + 𝐵̅𝑖
0)   (𝐴𝑖

0 + 𝐵̅𝑖
2)      (2) 

𝐻𝑆𝑖
1= (𝐴𝑖

1 + 𝐵̅𝑖
0)  (𝐴𝑖

2 + 𝐵̅𝑖
2)   (𝐴𝑖

0 + 𝐵̅𝑖
1)     (3) 

𝐻𝐶̅̅ ̅̅
𝑖
1= (𝐴𝑖

0 + 𝐵̅𝑖
2)    (𝐴̅𝑖

2 + 𝐵̅𝑖
1)     (4) 

 

Table 2: The truth table of a ternary half adder 

 

 

 

 

 

 

 

 

Then, the intermediate binary signals are applied to 

the GDI-binary sum/carry generator block to calculate the 

sum and the carry.  

There are two separated CNTFET implementation for 

the sum and the carry generators. The GDI method is also 

utilized for the binary operations. Table 3 is the truth table 

of the ith stage output carry (Couti) in order to the sum of 

A B HS HC 

0 0 0 0 

0 1 1 0 

0 2 2 0 

1 0 1 0 

1 1 2 0 

1 2 0 1 

2 0 2 0 

2 1 0 1 

2 2 1 1 
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the inputs (Ai, Bi) and the previous stage carry (input carry 

of the ith stage: Couti-1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The intermediate binary signals (HSi, HCi) are also 

included in the table. According to the truth table, the 

carry signal could be simply calculating by the following 

logical (5), (6). That is clear that only binary AND, OR and 

NOT are required to implement these equations. In this 

case, the basic CNTFET based GDI cell is used to 

implement the carry generator. The ith stage carry 

generator generates 𝐶𝑜𝑢𝑡𝑖
0̅̅ ̅̅ ̅̅ ̅̅  𝑎𝑛𝑑 𝐶𝑜𝑢𝑡𝑖

2 for the even 

stages while it generates 𝐶𝑜𝑢𝑡𝑖
2̅̅ ̅̅ ̅̅ ̅̅  𝑎𝑛𝑑 𝐶𝑜𝑢𝑡𝑖

0 for the odd 

stages.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 shows the implementation of the carry generator 

in the 0th and 1th stage GDI-binary sum/carry generator 

block where the basic GDI cell is employed to implement 

the logical operations. The CNTFET based circuits in Fig. 

6(a), (b), (c) and (d) are used to implement Cout0
0, Cout1

0, 

Cout0
2 and Cout1

2 respectively.  In this design, all the 

CNTFETs have the chirality of (19,0).   

Fig. 5:   The proposed GDI-binary half adder. All the CNTFETs have the chirality of (19,0). 
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𝐶𝑜𝑢𝑡𝑖
0 = (𝐻𝑆̅̅ ̅̅

𝑖
2 + 𝐶𝑜𝑢𝑡𝑖−1

0 )  𝐻𝐶̅̅ ̅̅
𝑖
1  (𝐻𝑆𝑖

0 + 𝐶𝑜𝑢𝑡̅̅ ̅̅ ̅̅ ̅
𝑖−1
2 )        (5) 

𝐶𝑜𝑢𝑡𝑖
2 = 𝐻𝑆𝑖

1  𝐻𝐶𝑖
1  𝐶𝑜𝑢𝑡𝑖−1

2   (6) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Table 3: The truth table of the ith stage output carry (Couti) 
 

Sum 
(Ai,Bi) 

HCi HSi Couti 

|Couti-1=0 
Couti 

|Couti-1=1 
Couti 

|Couti-1=2 

0 0 0 0 0 0 

1 0 1 0 0 1 

2 0 2 0 1 1 

3 1 0 1 1 1 

4 1 1 1 1 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the GDI-binary sum/carry generator block, a CNTFET 

based GDI circuit, which is similar to the HS calculation 

circuit in the half adder block, is used to generate the final 

ternary Sum (Sumi
2, Sumi

1).  

Fig.6. The proposed carry generator in the 0th and 1th GDI-binary sum/carry generator block.  
All the CNTFETs have the chirality of (19,0). 
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In this case, the intermediate binary signals (HS) and 

the input carry of the stage is used to generate the final 

sum. Fig. 7(a), (b) represent the transistor level 

implementation to generate Sumi
2 and Sumi

2, while Fig. 

7(c) is the implementation of Couti-1
1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The GDI basic cell, which is comprises of a P-CNTFET 

and an N-CNTFET with the chirality of (19,0), is used to 

implement the design. Encoder is an essential element in 

the architecture of a ternary adder that uses binary 

operations to estimate the binary intermediate signals. In 

this work, the power optimized encoders that are 

presented in [39] are applied to generate the ternary sum 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

of each stage and the ternary carry signal of the last stage. 

The 

implementation of the encoder which is used in the 

proposed design for the ternary sum generation at each 

stage (Sumi) is presented by Fig. 8. Similarly, Fig. 8(b) 

represents the encoder which is used to implement the 

ternary final carry at the last stage (CoutN-1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: The proposed final sum generator in the GDI-binary sum/carry generator block. All the 
CNTFETs have the chirality of (19,0). 

Fig. 8: The encoder implementation for the sum (a) and the final carry (b) [39].  
All the CNTFETs have the chirality of (13,0). 
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All the CNTFETs for the both encoders have the 

chirality of (13,0). In the encoder circuit, which is applied 

in this work, when Sumi
2 is equal to logic 2, logic 2 is 

generated at the output. In this case, if Sumi
1 is equal to 

logic 2, a direct path between VDD and GND is created 

that forces the output to change to logic 1. If neither of 

Sumi
2 and Sumi

1 are logic 2 then the output is pulled down 

to logic 0. In this work, gate diffusion input is a method 

which is used to reduce the power dissipation, the 

propagation delay time, and the occupation area. The 

basic GDI cell is used to implement the GDI-decoder, GDI-

binary half adder and GDI-binary sum/carry generator.  

Due to this, the implementation of the proposed circuit 

is expected to be more efficient than previous works. 

The Simulation Results and Discussion 

The proposed designs are simulated in synopsis HSPICE 
simulator [49]. The Stanford 32 nm CNTFET technology is 
applied while the power supply is 0.9 v and the simulation 
is performed at room temperature. In this case, the pitch 
value of 20nm are chosen where the number of the tubes 
taken are 3. The main simulation parameters of the CNTs 
in Hspice simulator are included in Table 7. To have a 
meaningful comparison with the previous works, the 
proposed decoder, the proposed single digit adder and 
the proposed multi-digit adder are investigated in terms 
of the average power consumption, the power-delay 
product (PDP) and the fan out of 4 (FO4) delay. In this 
simulation the average power consumption is achieved by 
applying a random input pattern with the switching 
frequency of 500 MHz. The average power is composed 
of two types: dynamic and static. For instance, the static 
power consumption of the proposed single-digit adder is 
0.51 uW while the average power is reported 0.88 uW. 
Table 4 is a comparison of the decoders. 
 
Table 4: A comparison of the decoders 
 

Decoder Power 

 (μW) 

Delay-FO4 (ps) PDP (10-18 J) 

[38]  0.061 18.9 1.15 

[37]  0.053 16.80 0.88 

Proposed   0.042 15.28 0.64 

 
Table 5: A comparison of the encoders 

Encoder Power 

 (μW) 

Delay-FO4 

(ps) 

PDP (10-18 J) 

[38] 0.99          25.2 25.2 

[12]  9.31 5.09 47.3 

[6]  0.78 7.62 5.94 

[39]  0.37 8.53 3.15 

Table 6: A comparison of the single-digit adders 

 

 

 

 

 

 

 

The proposed decoder design results in a reduction of 

21% in power consumption, 9% in propagation delay and 

22% in PDP compared with [37]. Furthermore, the fan-out 

requirement of the decoder in [37] is more than the 

proposed architecture. Hence, a circuit connected to the 

input of the decoder consumes lower energy in our work. 

The decoder which is used in the proposed design has 

lower power spending more delay time while the PDP is 

improved. Table 5 shows the simulation results of the 

several already provided encoders where 4 STI gate are 

connected as the load and a random pattern waveform as 

the input that results in the same output is applied. An 

implementation of a single-stage adder, which has no 

carry chain, could be done applying one stage of the 

proposed multi-digit adder. In some cases, it is called a full 

adder (FA). To have an exact consideration of FO4 delay, 

power and PDP, the output of the single-digit adder is 

connected to 4 STI as in [37] and the simulation waveform 

is the same as in [37]. [37] improves the results in terms 

of the average power and the PDP, but delay is 40% 

worse. The main reason for the defect is the high delay of 

the encoder. Although the same encoder is used in the 

proposed design, the overall delay is greatly reduced due 

to the GDI-encoder, GDI-binary half adder and GDI-binary 

sum/carry generator. The single-digit adder of [6] gains 

lower propagation delay time due to the simple encoder 

structure. However, the proposed single-digit adder has 

improved delay by 10% than [6]. In terms of the average 

power and the PDP, the proposed design could improve 

the results by 23% and 26% respectively compared with 

[37].  It’s very important to study the effect of voltage 

variation on the behavior of the proposed CNT based 

design. Hence, the two graph of the propagation delay 

and the power consumption are plotted in term of the 

supply variation for the proposed design, [37] and [14]. 

Fig. 9 (a) shows that when the current of CNTFETs 

Single-digit 

adder 

    Power 

     (μW) 

Delay-FO4 

(ps) 

PDP (10-18 J) 

[12]    32.9    37.27  1.225 

[6]    2.47 26.85 0.066 

[5]    1.51 134.7 0.204 

[10]    7.43 34.28 0.255 

[14]    2.11 29.23 0.062 

[37]    1.14 37.78 0.043 

Proposed    0.88 36.37 0.032 
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increase due to the increase in voltage, the propagation 

delay decreases. On the other hand, as shown in Fig. 9(b), 

a positive change in supply voltage reduces the power 

consumption. Fig. 9(c) and Fig.  9(d) show how the 

temperature changes affect the design performance. 

Clearly, the temperature has a direct relation with the 

propagation delay and a reverse relation with the average 

power consumption. A metric describes the noise 

variation in presence of any noise pulse is called noise 

immunity curve (NIC).   

It is used to investigate the noise effect on the 

performance of a logic circuit.  The NIC calculation is 

presented by [40].  

The noise pulses are simply categorized by their width 

and amplitude [37].  

A pulse with an adequate width and amplitude may 

cause a glitch (spurious switching). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10 is the NIC of the single-digit adders. Any point 

above the curve represents a glitch at the output. Fig. 10 

clearly illustrates that the proposed single-digit adder has 

better noise immunity compared with [14] and [37].  

 

 

To evaluate the improvement achieved in the proposed 
CNT-based multi-digit ternary adder, the main 
parameters including the power consumption, the 
propagation delay and the PDP are reported. In order to 
have a favorable comparison with previous works, two 
ripple carry multi-digit adder [6]-[12], two ripple carry 
adder which apply single-digit adder for multi-digit 
operations [5]-[10], and a conditional sum adder 
proposed by [14] are completely investigated by the same 
test patterns. Moreover, a lately published add/sub 
ternary circuit is investigated [48]. Table 8 reports the 
average power consumption of the several N-digit adders 
for N= {3,6,9,12}. According to the results, the proposed 
3-digit, 6-digit, 9-digit and 12-digit adders improve the 
results by 10%, 25%, 27% and 19%, respectively, 
compared to the best design [37] in Table 8. In addition to 
the proposed power efficient GDI-CNT based circuits, the 
proposed power efficient decoder and the power efficient 
encoder [39], there is no encoder-decoder pairs in the 
carry propagation chain of the architecture [37]. There 
are the main reasons for the reduction of the power 

Fig. 9: The effect of the power supply (a, b) and temperature (c, d) variation on delay and power. 

Fig. 10: NIC of single-digit adders. 
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consumption. A comparison of the multi-digit adders in 
term of the propagation delay are reported by Table 9.  
 

Table 7 : The simulation parameters of the CNTs [49] 
 

Parameters                    Descriptions Value 

Lch Physical channel length 32nm 

Lss The length of doped CNT source-
side extension region 

32nm 

Ldd The length of doped CNT source-
side extension region 

32nm 

Lgeff The mean free path in the intrinsic 
CNT channel 

100nm 

Pitch The distance between the centres 
of the two adjacent CNTs within the 
same device 

20nm 

Tox The thickness of high-k top gate 
dielectric material 

4nm 

Csub The coupling capacitance between 
the channel region and the 
substrate 

40 
uF/um 

Efi The Fermi level of the doped S/D 
tube 

0.6 eV 

 

Table 8 : Power consumption of multi-digit   adders 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 9: Propagation delay of multi-digit adders 

 

 

 

 

 

 

 

 

 

 

 

 

In this case, the worst-case propagation delay is 

measured for all of the adders so that the signal changes 

propagate through the carry path and finally affect the 

CoutN-1 and SumN-1. Unlike [5] and [6], [14] and [37] have 

lower complexity. Hence, an efficient carry 

generation/propagation results in lower propagation 

delay for each of them. The FO4 delay is calculated when 

four STI gates are connected at each output node of the 

critical path as in [37].  

The simulation depicts that the proposed GDI based 

method improves the FO4-delay by 15% for N=3, 20% for 

N=6, 19% for N=6 and 8% for N=12 compared to the best 

design for each value of N. Although the overall structure 

of the proposed design is similar to [37], the proposed 

low-delay decoder and the low-complexity half adder has 

a great effect on reducing the overall propagation delay. 

The effect of the load capacitance on the propagation 

delay, is investigated. 1F, 2F and 3F capacitors are placed 

at the output node of the proposed multi-digit adder and 

two of the existing designs for N=6 and N=12. Fig . 11 

shows the propagation delay against the load capacitance 

for 6-digit and 12-digit adders where the FO4- delays are 

also included.  

The simulation reveals that there is lower dependency 

on the load capacitance for the both proposed 6-digit and 

12-digit adders compared with the other designs. [14] has 

the worse result due to the limited driving capability. The 

product of the propagation delay and the power 

consumption (PDP) is the most widely used metric to 

validate the performance of a design. The PDP of the 

proposed multi-digit adder are compared with the other 

existing designs by Table 10. The proposed delay and 

power optimized decoder, half adder and carry/sum 

generator play an important role to reach the more 

efficient structure. So that the PDP is improved by 25% for 

N=3, 41% for N=6 and N=9 and 36% for N=12. Since the 

PDP is a well-known metric to evaluate the efficiency of a 

digital design, it is widely used in this work to compare the 

proposed architecture with the other existing designs. 

However, a circuit with low PDP (i.e. a very energy 

efficient design) may do the operations in a very slow 

manner. In this case, the energy-delay product (EDP) may 

be used as a much more preferable metric in some cases. 

To meet all aspects the EDP of the proposed and the other 

existing designs are reported by Table 11.   

That is clear by the results that the proposed design is 

the most energy efficient design.  

A CNTFET circuits consists of various diameter size 

CNTs. Due to that, it is so important to investigate the 

effect of the size variation. In this case Monte Carlo 

simulation is performed on the proposed single-digit 

adder and two other existing designs.  

The simulation is performed with up to +-15% Gaussian 

distribution +- 3 variations and 30 iterations for each 

Power consumption (uW) 

(N)-digit 
adder 

       3 6 9 12 

[12] 51.10 103.7 134.3 212.4 

[6] 8.20 16.69 23.41 31.85 

[5] 5.69 12.18 17.61 22.64 

[10] 28.88 60.89 83.62 117.0 

[14] 6.68 13.36 20.17 27.07 

[37] 3.21 5.83 8.41 11.37 

[48] 1.30 4.93 8.91 14.30 

Proposed 2.89 4.32 6.11 9.21 

 

Propagation delay (ps) _FO4 

(N)-digit         3 6 9 12 

[12] 63.76 117.2 170.7 223.7 

[6] 97.52 205.4 313.4 422.6 

[5] 290.5 526.9 762.5 997.9 

[10] 108.7 206.1 303.3 381.4 

[14] 64.5 93.1 125.9 132.5 

[37] 62.8 93.7 124.4 155.6 

[48] 290.22 607.1 752.4 820.3 

Proposed 53.40 74.21 101.3 122.7 
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simulation. The simulation results are plotted in Fig . 12 

where the power and delay variation are considered 

versus the diameter variation. That’s clear that the 

proposed design depicts lower power variation compared 

with [14] and [37].  

In term of the delay variation [14] gains the best 

performance. 

 

 
 

Fig. 11 : Propagation delay vs load capacitance for 6-digit (a) 
and 12-digit (b) adders. 

 
Table 10: PDP of multi-digit adders 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 11: EDP of multi-digit adders 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
(a) 

 

 

(b) 

Fig. 12: Monte Carlo simulations for delay (a) and power (b).  

Conclusion  

A CNTFET based power and delay efficient multi-digit 

ternary adder has been presented in this paper. At each 

stage, a decoder converts the ternary inputs to the binary 

signals. The proposed structure includes a novel half 

adder to generate the intermediate binary signals. The 

binary signals have been used to calculate the final sum 

Power-delay product (fJ) 

(N)-digit 
adder 

       3 6 9 12 

[12] 3.26 12.2 22.9 47.5 

[6] 0.80 3.43 7.34 13.4 

[5] 1.66 6.42 13.4 22.6 

[10] 3.14 12.6 25.4 44.6 

[14] 0.43 1.24 2.54 3.59 

[37] 0.20 0.55 1.05 1.77 

[48] 0.38 2.99 6.70 11.73 

Proposed 0.15 0.32 0.62 1.13 

 

Energy-delay product (x 10^-24 J.s) 

(N)-digit 
adder 

       3 6 9 12 

[12] 0.21 1.43 3.9 10.6 

[6] 0.08 0.7 2.3 5.6 

[5] 0.48 6.42 3.4 22.5 

[10] 0.34 2.6 7.7 17.01 

[14] 0.03 0.12 0.32 0.48 

[37] 0.012 0.051 0.13 0.27 

[48] 0.11 1.1 5.04 9.6 

Proposed 0.008 0.023 0.063 0.138 
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and carry in the proposed sum/carry generator unit. The 

basic GDI cell has been widely used as an implementation 

method for the decoder, the half adder and the sum/carry 

generator designs.  

The proposed design has been simulated in HSPICE 

with Stanford 32 nm CNTFET technology [49]. The 

simulation reveals a significant improvement in terms of 

power consumption (up to 27%), PDP (up to 41%) and FO4 

delay (up to 20%). 

Abbreviations 

FA                                  Full Adder 

MVL                              Multi-Valued Logic 
HS                                  Half Sum 

HC                                  Half Carry 

NIC                                 Noise Immunity Curve 

GDI                                Gate Diffusion Input 
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 Background and Objectives: Development of intermittent wind generation 
has necessitated the inclusion of several creative approaches in modeling the 
deregulated power market with presence of wind sources. The uncertain 
nature of wind resources will cause the private companies meet several risks 
in their medium and long term planning in a restructured power market. In 
addition to considering the uncertainties such as load, fuel costs, wind power 
generation and technical actions of rivals for modeling the restructured power 
market, the regulatory policies i.e. incentive policy for wind resources and 
Carbon tax should be assumed in this approach.  
Methods: The first contribution of this article is to propose a developed 
mathematical model in order to evaluate the medium term deregulated 
power market by assuming the hybrid wind-thermal power plants. The second 
contribution is to evaluate the impact of different types of Feed in Tariff 
supports on Market Clearing Price, Expected Cost for Government, profits and 
contribution of each firm in electricity generation in the restructured power 
market. Also, the scenario based method has been used to generate the 
scenarios for wind uncertainties and then their reliability validate based on 
the statistical methods. 
Results: The proposed mathematical model in the first contribution is 
calculated for each season and load levels based on the proposed wind 
scenarios. The functionality and feasibility of this model is demonstrated by 
simulation studies.  
Conclusion: The proposed model in this article can be so useful for evaluating 
the different types of incentive policies for renewable energies. Moreover, 
this study confirms the previous researches that selected the Feed in Tariff as 
an efficient approach for developing the wind resources. 
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Introduction 

Wind power plants, because of the various regulatory 

policies as well as their uncertainties, are among the risky 

investment in the deregulated power market. Thus, it is 

essential to provide a comprehensive model to 

investigate the effect of different types of incentive 

policies in the deregulated power market. In this model, 

all uncertainties in the electricity market, market 

regulatory policies and incentives of renewable power 

plant should be considered.  

European Union (EU) countries have prepared several 

incentive policies to increase renewable resources [1]. 

Among renewable sources, the perfection rate of wind 

technology is higher than the others. The development 

has happened in consequence of several advantages of 

wind such as minimum environmental effects [2]-[5]. 

Furthermore , the wind has been developed very quickly 
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rather than the other renewable technologies because of 

the low R&D expenditure [6]. In the late 1990s, around 

70% of  wind generators had been installed in Europe, 

19% in North America and just 9% in Asia [7]. Besides the 

expansion of wind technologies, the structure of the 

power market has reformed from the centralized to the 

decentralized power market [8], [9]. In this article, 

competitive power market has been mentioned as 

restructured power market. However, these changes 

have a serious effect on the goals of the various power 

markets. The main purpose of the players in restructured 

markets are not the same as the objectives explained by 

the government in regulated markets. The main aims of 

planning in the regulated power market is to respond the 

demand through the acceptable reliability [10], [11]. 

While, maximize the profit is the goal of the investors in 

the deregulated power market [12]-[15]. In the 

restructured power market the decision makers of wind 

resources are encounter with several challenges. These 

challenges related to the volatility of wind speed, 

uncertainties in the restructured power market, 

regulatory policies (such as incentive policies, CO2 

taxation, etc.) and high capital investment of this 

technology. These challenges are barriers against the 

development of wind resources [16]. Moreover, the wind 

power plants could not compete with other conventional 

power plants in the restructured power market because 

of the intermittent nature of wind. Therefore, incentive 

policies need to expand the wind power plants [3], [17]. 

There are four main policies for developing the renewable 

energies which are including the auctions and fiscal 

incentives, tax credits, quotas and tradable green 

certificates and Feed-in tariffs (FIT). However, the FIT is 

the most effective incentive to develop the renewable 

resources [15], [21]. Feed-in tariffs are incentive 

mechanism suggested to speed up the investment 

in renewable energy by providing them reward (a "tariff") 

above the retail or wholesale rates of electricity. Spain is 

one of the first countries that have developed specific 

incentive mechanisms for implementing the renewable 

energies. They established the first FIT in 1994 through 

the fixed FIT. Then, Spain encouraged the renewable firms 

to sell their generation through the wholesale market and 

received premium in a restructured power market. Also, 

distribution utilities had been obliged to buy the whole 

renewable generation. Germany has supported the 

renewable energies by developing the technologies in 

order to decrease the generation cost of renewable 

energies. In addition to Research and development 

subsidies, the Feed in supports motivated the 

development of renewable in Germany [23], [24]. The 

other countries such as United States, Canada and 

Denmark are developing the renewable sections by 

considering the different types of supportive policies. 

Although FIT supports are effective policy to develop the 

renewable energies in developed countries, it exposes 

excessive cost to the government and costumers.  

In addition, the wind resources’ investors encounter 

more uncertainties rather than the conventional 

companies. These stochastic uncertainties are including 

the wind velocity, electricity demand and fuel price. Also, 

these stochastic parameters as well as the technical 

actions of rivals fluctuate the market clearing price. 

Therefore, the investors in the deregulated power market 

and governments should equip themselves with powerful 

and flexible decision making tools in order to investigate 

the effect of these uncertainties as well as the effect of 

various types of FIT on their, market clearing price (MCP), 

profits and contribution of each firm in electricity 

generation in the restructured power market. This 

decision tools should capable to model the uncertainties 

(such as demand, fuel price, wind and rational 

uncertainties) and the CO2 tax and bilateral contracts in 

addition of the FIT. Due to these uncertainties, modeling 

and planning in the restructured power market has 

encountered more risks. Different methods are available 

to evaluate the uncertainties. Usually, these methods are 

based on the probability and statistical methods. 

Accordingly, the decision problems such as planning and 

risk management should be solved by considering the 

stochastic uncertainties such as load and fuel price 

uncertainties and rational uncertainties that is the 

operational strategic behaviour of participants in the 

restructured environment. Moreover, the realities and 

the regulator policies should be considered in medium 

term planning.  

A mathematical model has been suggested in [25] for 

evaluating the effect of fix FIT. In this model, uncertainties 

and also the realities of the deregulated power market 

has been neglected. In [26], a review paper has been 

given for assessing the policy in power market. It has been 

illustrated that policy assessment and Generation 

expansion planning are the most important issues [26]. 

furthermore, an approach has been given in [27]. 

Although this model provide useful data about the 

incentive mechanism for renewable sources in the 

deregulated power market, the CO2 tax has been 

dismissed [27].  

In this article, a developed mathematical model is 

proposed to investigate the impact of FIT on the profit, 

MCP, Expected Cost for Government and contribution of 

each firm in the restructured power market. The main 

contribution of this paper is to propose a mathematical 

model in order to investigate the effect of different types 

of FIT by considering the hybrid wind-thermal power 

plants, rational and stochastic uncertainties and realities 

such as bilateral contracts and carbon tax for thermal 

units in a restructured power market. Also, the 
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uncertainty of output power of wind power plants has 

been considered in this study based on the scenario based 

method. The reliability of these scenarios validate based 

on the statistical methods. The developed mathematical 

model is examined with fixed FIT, variable FIT for different 

levels of demand and without FIT.  

The rest of this paper is structured as follows: Section 

2 illustrated the description of the proposed structure and 

describes the modeling of wind generation. Section 3 

demonstrate the proposed mathematical model to 

simulate the deregulated power market. Section 4 

implements the developed model on a power market and 

the results are discussed in Section 5.  Finally, the last 

section is focused to the conclusion.    

Description of the Proposed Structure 

The flowchart of the proposed model is revealed in Fig. 

1. It presents four main blocks, which are explained in the 

next paragraphs. In this study, a new method has been 

proposed to generate the wind scenarios according to the 

scenario-based method. The wind scenarios together 

with their probabilities have been generated based on the 

data mining algorithm.  Then, their results are validated 

with the statistical method. The proposed method has 

been applied for a standard system in order to reveal the 

effectiveness of this approach. This section is presented 

in block 1. In the second block, a model has been 

developed to evaluate and analyze the medium term 

restructured power market with the presence of the 

hybrid wind-thermal firm. In this model, electricity 

demand and fuel costs as short term uncertainties are 

simulated through Monte-Carlo method annually. In 

addition, the wind generation’s scenarios with 

probabilities of their occurrence have been calculated 

through the outcomes of block 1. These uncertainties are 

called the stochastic uncertainties which are considered 

in the proposed model to simulate the medium term 

power market. Besides the stochastic uncertainties, the 

strategic behavior of investors, as an effective parameter 

on the MCP, is analyzed based on the concept of Cournot 

game theory. This concept has been used in order to 

determine the MCP in the restructured power market. 

Also, regulatory interventions such as the CO2 tax, FIT, 

and bilateral contracts are assumed in this model as the 

exogenous parameters. 

Then, the proposed model has been examined with 

various types of FIT which are represented in the third 

block. Finally, the output results of this model are given 

for each type of FIT. These results are represented in the 

fourth block. The details of these blocks are described in 

the next sections.  

Different types of FIT

Modeling and clustering the 
output power of WTGs

Acceptable ?

NO

Medium term planning

Validating with real 
data and statistical 

analysis

Wind 
uncertainty 

Fuel price 
uncertainty 

Demand 
uncertainty 

Initial DATA ( generation, load 
level, fuel price, and etc) 

Regulatory intervention 
(Tax, FIT, ... )

Average annual 
market clearing price 

Maximum profit 
of each firm 

Mathematical Model 

Cournot game 

YES

START

Without 
FIT

Fixed FIT 
(92 $)

Fixed FIT 
(110 $)

Variable FIT

END

Total profit of 
Power Market 

1

2

3

4

Contribution of 
each firm

Expected Cost for 
Gorvrnment (EGC)

 
Fig. 1: Flowchart of the proposed structure. 
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Scenario Reduction Algorithm for Output Power of 

Wind Power Plants 

Although, various methods have been implemented to 

decrease the generated scenarios for the velocity of wind, 

the precision of them were not justified through a 

scientific method [15], [28], [29]. In this article, the 

proposed method has been validated and justified based 

on the real data and Weibull probability plot test. In this 

article, the generated scenarios for wind power plants are 

selected based on data mining. The basis of this method 

is to classify the real wind speed data that have certain 

characteristics in a specific group. Data mining have 

various methods that in this article the K-means method 

is used to generate wind scenarios. The main purpose of 

scenario reduction  algorithm is to downsize the data set 

whereas holding the stochastic data as intact as possible 

[30], [31]. In this paper, the clustering method is given to 

generate scenarios for the velocity of wind. In the 

proposed method, each year is divided into four seasons 

and then the acceptable number of scenarios determined 

for each season. Several scenarios can be generated for 

wind speed data in each season, but choosing the optimal 

number of scenarios can greatly help to increase the 

speed of the program. For this reason, a method should 

be proposed to select the appropriate number of 

scenarios in each season. In this article, after the wind 

scenarios have been generated, the parameters of the 

Weiball distribution function (scale and shape) are 

determined for these scenarios. Then, the scale and shape 

parameters compared for both Weibull distribution 

functions before and after the scenario generation. These 

steps are tested for the cases with different number of 

scenarios and reconciled with the Weibull parameters of 

real wind speed data. Finally, scenarios that are closer to 

the distribution function of real wind speed data in terms 

of scale and shape have been used for the next stage of 

this research. However, it is possible that the values of 

shape and scale parameters for each generated scenarios 

are very close to each other. Therefore, in order to avoid 

inaccurate selection, the authors of this article suggest a 

statistical method in addition to the previous method. In 

other words, in order to validate and justified the 

generated scenarios, an Anderson-Darling statistic test is 

applied according to Fig. 3. This test was done using 

Minitab software. Accordingly, if the scatter points are 

located between two references lines it means that the 

data set conform the Weibull distribution. Furthermore, 

if the P-value is higher than the significance level, for 

instance 0.05, then the Weibull probability plot test is 

meaningful and the data fit a Weibull distribution.  Also, 

less AD values demonstrate a better fit. In this article, the 

Weibull distribution functions for real wind data and wind 

scenarios data for each season together with the Weibull 

probability test have been applied to validate the number 

of scenarios which is selected for each season. This is 

because the Weibull distribution gives the best fit for the 

wind speed data that have been used in this study [4], 

[32].  

The k-means clustering algorithm which is proposed 

for this approach is as follows: 

Step 1: To calculate the number of clusters based on the 

mean and standard deviation. 

Step 2: To initialize the centroids of each cluster  

Step 3: To optimize the following objective function: 

 
( ) 2

1 2 1 1

min

, , , = =

−



K n

j

i j

j j i

x C
C C C

                                      (1) 

The k-means method is shown in Fig. 2. 
 

Start

Initialization: each cluster centroids

Assign the minimum distance of data from centroids

Next input

Converge? 

Grouping based on the minimum distance

Recalculating the position of cluster centroids

Save the cluster centroids

 
 

Fig. 2: Flow chart of K-means method. 
 

The wind speed data were gathered from Swift Current 

in the Saskatchewan state-Canada [33]. Finally, the 

proposed scenarios for all seasons are shown in Table 1. 

 

 

 

 

 

 

 
 

 

 

 

 

 

Fig. 3: Sample of Weibull probability plot test for first season. 
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Table 1: seasonal generated scenarios for wind farm 

 

 

Proposed Scenarios for electricity 

generation 

Weibull 

parameters for 

each scenario 

Weibull parameters 

from simulated data 

Statistical 

results 

Shape Scale Shape Scale P-value AD 

S1 Output 

[MW] 

0 3.31 10.02 16.63 24.66 34.93 2.184 7.251 2.1522 6.5248 >0.25 0.149 

Prob [%] 14 23 24 19 14 6 

S2 Output 

[MW] 

0 1.41 5.92 12.42 26.05  2.291 6.361 2.1695 5.1198 >0.25 0.166 

Prob [%] 24 22 17 26 11 

S3 Output 

[MW] 

0 5.13 11.71 19.61 27.17 38.24 2.279 7.671 2.5788 6.9993 >0.25 0.138 

Prob [%] 20 29 30 11 8 2 

S4 Output 

[MW] 

0 2.73 11.48 28.31  2.432 8.44 2.8548 8.0269 >0.25 0.195 

Prob [%] 20 23 35 22 

 

Mathematical Formulation for Deregulated Power 

Market  

The main goal of the proposed objective function is to 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

maximize the profit of each players in the deregulated 

power market. The objective function is presented in (2) 

to (4). Also, the constraints are shown in (5) to (9). 
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The main objective function which is represented in (2) 

is made up of two main sections. The revenue of 

renewable and traditional power plants as well as the 

income for each firm in contractual markets is shown in 

the first section. Also, the incentive policy for wind firms 

is given in first section. Then the costs such as the CO2 tax 

and costs for heat power plants are shown in the second 

part of the proposed model. The amounts of generations 

of traditional and hybrid traditional-renewable private 

firms are shown in (3), and (4), respectively.  

Electricity price for bilateral contract in each season 

and each load level is represented in (5). The demand 

constraints is shown in (6), because the private firms are 

not responsible to response the all request of the power 

market . Upper and lower limit of the generation capacity 

of each firms and units are represented in (7), and (8). 

Furthermore, the generation restriction in renewable 

units of hybrid firm is shown in (9). 

The outputs of the proposed model are including the 

whole energy generated in market, electricity produced 

by each company, profit of power market, and profit of 

each company. For this situation, investors in the power 

market with lower expenses as opposed to different firms 

will amplify their benefits by incrementing their 

generations. On the other hand, different individuals with 

excessive generating costs decide on not to take part in 

this type of power market or they will take part with 

minimum generation. Therefore, the 

equilibrium price and equilibrium quantity will no 

longer be provided.  

In the balance condition the amount of electricity load 

is equivalent with the amount of supply, which is the main 

characteristic to pursue choice in the deregulated market. 

In addition, the investors in the deregulated market has 

less data about the decision of rivals and they need a 

consistent model to make their operational decisions. 

Game theory is "the study of mathematical models of 

conflict and cooperation between intelligent rational 

decision-makers" [34]. 

There are three famous games to evaluate the 

competitive power market which are including Cournot, 

Bertrand, and van Stackelberg. In the first game theory 

model, each company picks a result amount to maximize 

benefit. Firms are accepted to deliver homogeneous 

merchandise that are non-storable. The equilibrium price 

is calculated based on an auction process. 

The mannequin additionally assumes that 

all corporations in the enterprise can be recognized at 

the beginning of the game, and decision-making by way 

of companies happens simultaneously [35]-[37].  

Subsequently, on account of numerous likenesses 

between Cournot game model and the deregulated 

power market, the idea of Cournot game has been 

implemented in this paper to decide the Market Clearing 

Price (MCP). The concepts which is used in this paper in 

order to calculate the MCP by considering the 

uncertainties of demand and fuel costs are shown in Fig. 

4 and Fig. 5.  

In order to clarify the issue, the steps of the proposed 

algorithm are explained in 8 steps as follows: 

Step 1: Calculate the power generation of each company 

using the proposed objective function based on the 

initial electricity price. 

Step 2: Update the electricity price using the following 

linear demand function. 

( ) = −  +sl sl sl sl slA SPP BSD                                  (10) 

where Dsl is the total generation of power market in each 

season and load levels. Also, A and B are constant value 

which are determined based on (11) and (12) 

respectively.  

,sl.
= sl

sl
base

B
A

pc
 

                                       (11) 

,.=sl base slB dc D                                         (12) 

Step 3: The calculated price is compared with the initial 

price. If these 2 values are equal, the program is saved 

and the results are shown. Otherwise, steps 1 and 2 are 

repeated until the Nash equilibrium is reached. These 

three steps show in internal loop of Fig. 4.  

Step 4: The above three steps are implemented for all the 

wind scenarios generated in the previous section of 

this article. This step represents in external loop of Fig. 

5.  

Step 5: Simulating the demand and fuel costs for each firm 

based on the Monte Carlo technique. In this paper, 

normal distribution function is considered to generate 

random data for these uncertainties. The proposed 

algorithm shows in Fig. 5. 

https://en.wikipedia.org/wiki/Mathematical_model
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 Step 6: Save the output results which are including the 

average market clearing price (AMCP), annual average 

market clearing price (AAMCP), expected cost for 

government (ECG), average annual profit (AAP) for 

each firm and total profit of power market.  
 

start

Initialization: Firms, units, fuel price, heat rate function, ...

Wind scenarios for each 
seasn

Optimization in each firm (Max profit)

Determining the total firms generation and substitute with Dsl

Determining the price based on the demand function

Price and profit 
converge?

SNsNUSNs

Save prices as MCP 
&End

  
Fig. 4: Proposed algorithm to determine the MCP. 

Start 

Set countMC=0

Proposed model
(Figure 4)

Dsl (countMC), 
FP(countMC)=Dsl(1),FP(1)

CountMC < Defined 
countMC

Calculating the average of 
MCP & Profit

Save MCP & Profit

YES

NO

 
Fig. 5: Monte-Carlo for simulating the uncertainties (Demand 

and fuel costs). 

                                                           
1 Reliability test system 

Case Study  

The proposed approach in this study is tested by 

applying IEEE RTS1 [38]. The whole installed capacity and 

the peak load of the study system are 2850 and 2500 MW, 

respectively. Characteristics regarding the firms in this 

system are revealed in Table 2. The study system includes 

five price maker investment companies.  

The fuel costs and the information related with the 

producing units of these investment companies are taken 

from sources [39], [40] and are shown in Table 3. It is 

considered one year for the period of this study. Four 

windy seasons were considered for each year. Also, three 

load levels (off-peak, medium and peak levels) were 

assumed in this study for each season. The results of 

simulating wind scenarios are shown in Table 1. 

The load duration data have been gathered from [41] 

and illustrated in Table 4. The amounts of CO2 emission 

for candidate units are illustrated in Table 5. The 

percentages of FIT for each load level are illustrated in 

Table 6. 

 
 Table 2: specifications of units  

 

  
Type of units 

Oil/steam Coal/steam Wind Nuclear 

Firm 1 2 2 - - 

Firm 2 3 3 - 1 

Firm 3 4 4 - - 

Firm 4 1 2 - - 

Firm 5 1 2 6 - 

 
Table 3: Fuel cost and power limitation for each unit 
 

Types of unit Oil/steam Coal/steam Wind Nuclear 

Fuel[$/MBTU] 5.27 1.68 - 1.65 

Max P [MW] 12-197 76-350 50 400 

Min P [MW] 2.4-68.95 15.2-140 0 100 

 
Table 4: Load duration data for each season and each load level 

 

Season 

Load level and duration [MW]&[hrs] 

Off-peak  

(Duration) 

Medium 

(Duration) 

Peak 

(Duration) 

1 950(876) 1800(985.5) 2300(328.5) 

2 1200(876) 1650(985.5) 2370(328.5) 

3 1300(766.5) 1900(876) 2500(547.5) 

4 1000(876) 1550(985.5) 2250(328.5) 
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Table 5: CO2 emission [ lb/MMBTU] 

 

  Oil/steam Coal/steam Wind Nuclear 

CO2 EM 170 210 0 0 

 

Table 6: Percentages of FIT for each load level 

 

 Base (%) Medium (%) Peak (%) 

SN1 50 60 70 

SN2 70 80 90 

SN3 110 120 130 

SN4 120 130 140 

 

Results and Discussions 

In this section, the findings of this research are 

examined. These results will be analyzed in three parts. 

The first part related to the generated scenarios for wind 

power plants.  

Then the robustness of the proposed mathematical 

model is examined in the second part based on the 

sensitivity analysis technique. Finally, the proposed 

model is investigated for different types of FIT in the last 

part.  

A. Wind Scenario Gereration 

In this section, the results of the Weibull distribution 

functions of wind speed data as well as the clustering 

wind data for each season are shown in Fig. 5 and Fig. 12.  

 

 
 

Fig. 5: Weibull probability plot test – first season. 

 

Fig. 6: Weibull distribution function - first season. 

 
 

Fig. 7: Weibull probability plot test - second season. 

 

 
 

Fig. 8: Weibull distribution function for second season. 
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Fig. 9: Weibull probability plot test for third season. 
 

 

Fig. 10: Weibull distribution function for third season. 

Fig. 11: Weibull probability plot test for forth season. 

 

Fig. 12: Weibull distribution function for forth season. 

B. Sensitivity Analysis of Proposed Model 

The main purpose of this section is to validate and 

verify the proposed model. In fact, sensitivity analysis is 

used to examine the relationship between a specific 

dependent variable and independent variables. In this 

article, the effect of fuel price changes on the profit of 

each company and also the whole market is investigated. 

The results are given in Table 7. Accordingly, with the 

increase in the fuel price, the total profit of the power 

market decreases. These results show the correctness of 

the proposed model in which the profit of firms decrease 

as their costs increase.  

 
Table 7: Sensitivity analysis of proposed model 

 

Growth 
of fuel 
price 

Profit [M$] 

Firm1 Firm2 Firm3 Firm4 Firm5 Total 

2% 25.56 78.99 51.11 62.95 29.66 248.3 

4% 24.55 75.29 49.1 62.06 27.59 238.6 

6% 24.18 73.96 48.36 61.33 25.35 233.2 

 

C. Investigating the Different Types of FIT 

The developed model is tested for four types of FIT and 

their results are illustrated in Table 7 and Table 8. Each 

case study is described as below: 

Case study No. 1: In this case study, the FIT is not 

considered for wind resources.  

Case study No. 2: The proposed model for simulating the 

restructured power market is solved with fixed FIT. 

Two different scenarios have been considered for this 

case study. These scenarios are including the FIT lower 

than the average fixed FITs in European countries (92 
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$/MWh), and FIT higher than the average fixed FITs in 

European countries (110 $/MWh). 

Case study No. 3: In this case study, the FIT changes for 

different load levels. But these variations are 

considered fixed for each load level. Three different 

scenarios are imagined for solving the proposed 

model. In the first scenario, 80% of the MCP for each 

load levels (Low, Medium, and High) is paid to wind 

resources as FIT. In the second and third scenario 100% 

and 120% of the MCP for each load levels is considered 

for wind resources as FIT, respectively.  

Case study No. 4: The MCP is increased by growing the 

electricity demand. Accordingly, the more FIT can be 

proposed in peak load level and it reduces to lower 

level. In case study No. 4, the proposed model solves 

for four different types of scenarios. The percentages 

of FIT for each load level are illustrated in Table 6. In 

scenario No.1, For instance, 50%, 60% and 70% of the 

MCP will be paid to wind resources as FIT for base, 

medium, and peak load levels, respectively. The 

average market clearing price (AMCP), annual average 

market clearing price (AAMCP) and expected cost for 

government (ECG) are illustrated in Table 8. ECG is 

mentioned as a factor in order to determine the cost 

that the government should pay as incentive. It 

calculates according to (13). According to Table 7, the 

AAMCP increases by growing the rate of fixed FIT from 

zero to 110 $/MWh. Also, The ECG increases through 

these variations.   

, ,( ) ( )
Nn Nl

e e sl e sl sl

s l

ECG g inc g MCP  =  − 
 

 (13) 

 

 

 

Table 8: Simulation results for investigating the effect of type of FIT on MCP and ECG 

 

Cases Types of FIT 
AMCP [$/MWh] AAMCP 

[$/MWh] 
ECG[$] 

L M H 

No. 1 W/out FIT 22 42.924 90.748 51.891 0 

No. 2 

Fixed FIT (92) 22.028 42.96 90.743 51.91 93141.95 

Fixed FIT (110) 22.033 42.972 90.748 51.918 135734.6 

No. 3 

F/V SN1 22.02 42.915 90.547 51.827 99307.1 

F/V SN2 22.02 42.975 90.501 51.832 122898.8 

F/V SN3 22.036 42.913 90.788 51.912 148283.9 

No. 4 

V/V SN1 22.028 42.979 90.793 51.933 79625.51 

V/V SN2 22.013 42.982 91.074 52.023 105031.9 

V/V SN3 22.019 42.954 90.847 51.94 155961.7 

V/V SN4 22.008 42.99 90.481 51.826 167411.8 

The results for investigating the effects of different 

case studies on the average annual profit (AAP) for each 

firm and total profit of power market have been 

represented in Table 9.   

Accordingly, the firm No. 5 as a hybrid wind-thermal firm 

could not compete with conventional firms without FIT. 

Also, it will gain the maximum profit in case study No. 2. 

Since the demand and fuel price are considered as 

uncertain parameters in the proposed model, the 

standard deviation (SD) of each case study is shown in the 

following table.  

 

In order to complete the discussion, the share of each 

private company in the market are compared for different 

case studies. These results are represented in Fig. 6.  

This figure represents that the share of the generation 

of firm 5 as hybrid wind-thermal firm increases by 

considering the fixed FIT (110 $) rather than others. This 

analysis is referred to evaluate the incentive policy on the 

proposed model to simulate the deregulated power 

market.  
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Table 9: Simulation results for investigating the effect of type of FIT on AAP and total profit of power market 

 

Cases Types of FIT 

AAP for each firm [M$] 
Total profit 

[M$] 
SD 

firm 1 firm 2 firm 3 firm 4 firm 5 

No. 1 W/out FIT 26.01 82.61 52.02 65.49 -4.36 221.79 3.94 

No. 2 

Fixed FIT (92) 26.43 83.45 52.87 64.40 22.56 249.72 5.50 

Fixed FIT (110) 26.67 82.85 53.35 64.11 32.16 259.16 4.48 

No. 3 

F/V SN1 26.08 82.75 52.16 64.76 14.89 240.65 6.49 

F/V SN2 26.08 81.83 52.17 64.01 20.28 244.38 8.78 

F/V SN3 26.20 83.04 52.41 64.78 25.28 251.74 7.54 

No. 4 

V/V SN1 26.48 82.71 52.96 63.92 11.09 237.17 6.79 

V/V SN2 26.52 82.92 53.05 63.39 16.35 242.26 7.23 

V/V SN3 26.27 83.09 52.54 64.10 25.57 251.59 8.78 

V/V SN4 26.29 83.15 52.59 63.90 27.86 253.82 7.48 

 

 
Fig. 13: Contribution of each firm in different types of FIT. 

Conclusion 

The first contribution of this article is to propose a 

developed model in order to simulate the medium term 

deregulated power market by assuming the hybrid wind-

thermal firm. The second contribution is to evaluate the 

impact of different types of FIT on MCP, ECG, profits and 

contribution of each firm in electricity generation in the 

restructured market of energy. To this end, the wind 

power generation has been evaluated based on the 

scenario based method.  

 
 

The wind scenarios are generated based on the data 

mining technique. Besides the wind uncertainty, the 

demand and fuel price uncertainties are assumed in this 

approach based on the Monte-Carlo technique. Also, the 

strategic behavior of other participants in each tactical 

period evaluates based on the Cournot game theory. The 

findings affirm that the wind resources could not compete 

with conventional firms. Furthermore, the proposed 

model in this article can be so useful for evaluating the 
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Firm 3 23.46 21.173 20.586 21.68 21.35 20.82 22.33 21.90 20.88 20.72

Firm 4 29.53 25.788 24.74 26.91 26.19 25.74 26.95 26.17 25.48 25.18

Firm 5 0.00 9.034 12.412 6.19 8.30 10.05 4.68 6.75 10.17 10.98
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different types of incentive policies for renewable 

energies. Moreover, this study confirms the previous 

researches that selected the FIT as an efficient incentive 

policy for developing the wind resources. For future work 

this model can be examined with quota or other incentive 

policies in the restructured power market.     
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List of Variables and Parameters in the Model 

i.Indices  

l  Load level 

s  Season 

e  Traditional generation firm 

'e  
Hybrid traditional and renewable 

generation firm 

u  Thermal unit of traditional firm 

u  
“Thermal unit of hybrid traditional 

and renewable generation firm” 

uw  
“Wind unit of hybrid traditional and 

renewable generation firm”  

ii. parameters  

sld
 

Duration of time [hours] 

,e uN
 

“Number of thermal units in e” 

,e uN    “Number of thermal units in 
'e ” 

' ,e uw
N

 “Number of wind units in 
'e ” 

,e slQ
 

Total generation contracted by firm e 

in sl [MW] 

,e slQ   

“Total generation contracted by firm 
'e  in sl [MW]” 

slSP
 

“Average electricity price of power 

market in sl [$/MW]” 

slBP
 

“Contracted electricity price in sl 

[$/MW]” 

uFP
 

“Fuel price of unit u [$/MBtu]” 

, ,u u ua b c
 

“Constant coefficients of heat rate 

function for unit u” 

, ,u u ua b c    
“Constant coefficients of heat rate 

function for unit u’” 

Tax “CO2 tax rate [$/lbCO2]” 

uEM
 

“CO2 produced by unit 

u[lb/MMBTU]” 

GP “Percentage of electricity price” 

slD
 

“Average demand in sl [MW]” 

, mine uP
 

“Minimum generation of thermal 

unit u of firm e [MW]” 

, maxe uP
 

“Maximum generation of thermal 

unit u of firm e [MW]” 

, mine uP    
“Minimum generation of thermal 

unit u’ of firm e' [MW]” 

, maxe uP    
“Maximum generation of thermal 

unit u’ of firm e' [MW]” 

', , mine uw nPW
 

“Minimum generation of wind unit 

uw of firm e' for scenario n [MW]” 

', , maxe uw nPW
 

“Maximum generation of wind unit 

uw of firm e' for scenario n [MW]” 

iii. Decision 

variables 
 

, ,e u slP
 

“Power generation by thermal unit u 

of firm e in sl [MW]” 

', ',e u slP
 

“Power generation by thermal unit u’ 

of firm e’ in sl [MW]” 

', , ,e uw sl nPW
 

Power generation by wind unit uw of 

firm e’ in sl for scenario n [MW] 

', ,e e sl
g

 
Total power generation of firms e, e' 

[MW] 

MCPsl Market clearing price in sl [$/MW] 
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Background and Objectives: In this paper, a novel structure as a Folded-Mirror (FM) 
Trans-impedance Amplifier (TIA) is designed and introduced for the first time based on 
the combination of the current-mirror and the folded-cascade topologies. The trans-
impedance amplifier stage is the most critical building block in a receiver system. This 
novel proposed topology is based on the combination of the current mirror topology and 
the folded-cascade topology, which is designed using active elements. The idea is to use 
a current mirror topology at the input node. In the proposed circuit, unlike many other 
reported designs, the signal current (and not the voltage) is being amplified till it reaches 
the output node. The proposed TIA benefits from a low input resistance, due to the use 
of a diode-connected transistor, as part of the current mirror topology, which helps to 
isolate the dominant input capacitance. So, as a result, the data rate of 5Gbps is obtained 
by consuming considerably low power. Also, the designed circuit employs only six active 
elements, which yields a small occupied chip area, while providing 40.6dBΩ of trans-
impedance gain, 3.55GHz frequency bandwidth, and 664nArms input-referred noise by 
consuming only 315µW power using a 1V supply. Results justify the proper performance 
of the proposed circuit structure as a low-power TIA stage. 
Methods: The proposed topology is based on the combination of the current mirror 
topology and the folded-cascade topology. The circuit performance of the proposed 
folded-mirror TIA is simulated using 90nm CMOS technology parameters in the Hspice 
software. Furthermore, the Monte-Carlo analysis over the size of widths and lengths of 
the transistors is performed for 200runs, to analyze the fabrication process. 
Results: The proposed FM TIA circuit provides 40.6dBΩ trans-impedance gain and 
3.55GHz frequency bandwidth, while, consuming only 315µW power using a 1V supply. 
Besides, as analyzing the quality of the output signal in the receiver circuits for 
communication applications is vital, the eye-diagram of the proposed FM TIA for a 50µA 
input signal is opened about 5mV, while, for a 100µA input signal the eye is opened 
vertically about 10mV. So, the vertical and horizontal opening of the eye is clearly shown. 
Furthermore, Monte-Carlo analysis over the trans-impedance gain represents a normal 
distribution with the mean value of 40.6dBΩ and standard deviation of 0.4dBΩ. Also, the 
value of the input resistance of the FM TIA is equal to 84.4Ω at low frequencies and 
reaches the value of 75Ω at -3dB frequency. The analysis of the effect of the feedback 
network on the value of the input resistance demonstrates the input resistance in the 
absence of the feedback network reaches up to 1.4MΩ, which yields the importance of 
the existence of the feedback network to obtain a broadband system. 
Conclusion: In this paper, a trans-impedance amplifier based on a combination of the 
current-mirror topology and the folded-cascade topology is presented, which amplifies 
the current signal and converts it to the voltage at the output node. Due to the existence 
of a diode-connected transistor at the input node, the input resistance of the TIA is 
comparatively small. Furthermore, four out of six transistors are PMOS transistors, which 
represent less thermal noise in comparison with NMOS transistors. Also, the proposed 
Folded-Mirror topology occupies a relatively small area on-chip, due to the fact that no 
passive element is used in the feedforward network. Results using 90nm CMOS 
technology parameters show 40.6dBΩ trans-impedance gain, 3.55GHz frequency 
bandwidth, 664nArms input-referred noise, and only 315µW power dissipation using a 
1volt supply, which indicates the proper performance of the proposed circuit as a low-
power building block. 
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Introduction 

The beam of light, as the fastest signal carrier, was always 

an attractive candidate for communication systems. 

Optical fibers, as a proper medium for transferring a beam 

of light, introduce better performance in terms of 

crosstalk, bandwidth, electromagnetic interference, and 

channel loss in comparison with conventional mediums 

[1]. 

Also, the rapid increase in the transit frequency of 

CMOS technologies made deep-submicron CMOS devices 

a proper candidate to provide an acceptable level of 

integration besides a proper level of speed and low cost.  

In Fig. 1 the building block of the transmitter and the 

optical receiver system are demonstrated. At the receiver 

stage after the photodiode, the trans-impedance 

amplifier (TIA) stage, as the most critical building block in 

a receiver system, is shown in gray. The photodiode 

receives the optical signal and proportionally produces a 

weak signal current. 

At the Far-end, a weak signal current in the range of 

microampere is detected [1], [2], which requires to be 

amplified with low noise and a proper bandwidth, to be 

detectable in the digital circuitry. Of course, nonlinearities 

and second-order effects besides the trade-offs among 

gain, bandwidth, speed, noise, power consumption, and 

voltage headroom are part of the challenges the designer 

must consider when using deep-submicron technologies. 

Furthermore, a large parasitic capacitance in the input 

node of the TIA limits the frequency bandwidth at the 

beginning [4]-[10].  

Of course, many researchers have published many 

different structures such as regulated cascade (RGC) 

structures [3], [11]-[13] to compensate for the effect of 

this large parasitic capacitance. In [11]-[13] broadband 

circuits are introduced using passive inductors and 

resistors to enlarge the bandwidth, which of course 

requires a large occupied area on the chip.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Additionally, high voltage headroom is required for 

RGC structures at high-speed applications, which is not 

possible due to the occurrence of the quantum tunneling 

phenomena in nanometer CMOS technologies. 

In [14] a method, which converts the 

transconductance of a transistor into a trans-impedance, 

is proposed.  

In this method, no resistor is required to do the 

conversion, and a further degree of freedom is obtained 

in comparison with previously published circuit 

structures, but the usage of passive inductors in this 

structure yields a large occupied chip area. Moreover, a 

π-network as the TIA stage is proposed in [15] alongside a 

shunt amplifier based on folded-cascade structures, 

which benefits from a high gain and low-noise 

characteristic, while, suffering from high power 

consumption and a large occupied chip area due to the 

use of passive inductors.  

Also inverter [5], [6]-[21] is another attractive 

structure used in designing TIA stages. In [5], a cascaded 

circuit structure is employed in a conventional inverter 

structure, which eliminates the Miller capacitance and 

enlarges the bandwidth, but limits the output swing. 

Furthermore, a three-stage cascaded push-pull 

conventional inverter, which uses a series inductive 

peaking technique to extend the bandwidth, is proposed 

in [16]. 

Of course, this technique also requires a largely 

occupied area on-chip. Additionally, an inverter 

employing a diode-connected NMOS and a cascaded 

PMOS is proposed in [17],  which provides a wide dynamic 

range with 227MHz frequency bandwidth.  

Moreover, a conventional inverter employing active 

feedback with an extra gain stage is proposed in [18], 

while, a similar circuit is proposed in [19], which uses an 

inverter structure in its input stage, followed by a 1.5KΩ 

feedback resistor. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Location of the TIA stage in an optical receiver system [1]. 
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Clearly, a 1.5KΩ resistor occupies a considerable area 

on-chip. Also, a conventional inverter is employed as the 

booster amplifier in an RGC structure [19], which 

introduces low input resistance that isolates further the 

parasitic capacitance of the photodiode, while, suffering 

from the miller capacitance in the inverter stage.  

In [7] a current-mirror-based TIA is proposed, which 

amplifies the current signal and covers it to the voltage at 

the output node, unlike many other reported TIAs, which 

convert the current signal to a voltage signal at the 

begging, and then try to amplify the voltage. 

In this paper, a new trans-impedance amplifier namely 

“Folded-Mirror” (FM) is proposed, which benefits from a 

low input resistance (due to the use of a diode-connected 

transistor at the input node), and a relatively low noise 

behavior (due to the use of PMOS transistors instead of 

NMOS transistors). As the time constant of the dominant 

pole is reduced due to the small value of the input 

resistance, the circuit is capable of providing an extended 

bandwidth, without the requirement of consuming extra 

power. 

The Proposed TIA 
This novel proposed topology is based on the 

combination of the current mirror topology and the 

folded-cascade topology, which is designed using active 

elements.  

The idea is to use a current mirror topology at the input 

node, as in Fig. 2-1 (a), which introduces a small value of 

(gm)-1 as the input resistance. Then, the signal requires to 

be amplified further in a cascade stage. So, a cascade 

stage is added to the structure, and a current source is 

used as its load, as in Fig. 2-1 (b). As these two stages 

cannot provide proper trans-impedance gain, a folded 

cascade structure is used instead of the cascade structure, 

to fold the current signal toward M5, as it is shown in Fig. 

2-1 (c).  

The M5 transistor, as the diode-connected load, is 

used in a current mirror topology to further amplify the 

signal, as in Fig. 2-1 (d). So, the signal is now amplified in 

three steps, in which M2 and M5 are used commonly in 

the current mirror structure and in the folded cascade 

structure, simultaneously. Finally, Fig. 2-1 (e) 

demonstrates the active type of the proposed open-loop 

TIA. 

Fig. 2 (b) demonstrates the final version of the 

proposed FM TIA. The produced signal of the photodiode 

amplifies in a current-mirror structure (consists of M1 and 

M2), a folded-cascade structure (consists of M2, M3, M4, 

and M5) and in the second current-mirror topology 

(consists of M5 and M6), respectively. Usage of a current-

mirror stage at the input node introduces a low input 

resistance, which isolates the parasitic capacitance of the 

photodiode. Moreover, the proper usage of the voltage-

current feedback decreases the output resistance and the 

input resistance even more. Also, the usage of four PMOS 

transistors out of six transistors yields less generated 

thermal noise, due to the less mobility of holes in the 

PMOS transistors. 

Moreover, Fig. 3 shows the model of the photodiode 

[25], [26] and Fig. 4 demonstrates the equivalent circuit 

of the proposed FM TIA. 

So, the open-loop trans-impedance gain (AV) of the FM 

TIA can be calculated as follows: 

𝐴𝑉 =
𝑔𝑚2

𝑔𝑚1

×
𝑔𝑚6

𝑔𝑚5

× 𝑟𝑜6  (1)  

which, gm represents the transconductance, and ro 

represents the drain-source resistance of the MOSFET. 

Considering the fact that the gate-source voltage of 

M1 and M2 are equal (𝑉𝑔𝑠1 = 𝑉𝑔𝑠2) and also 𝑉𝑔𝑠5 = 𝑉𝑔𝑠6, 

and M1, M2, M5 and M6 are PMOS transistors (µ𝑝1 = µ𝑝2 

,𝐶𝑜𝑥5 = 𝐶𝑜𝑥6) with a same length at a specific technology 

(𝐿1 = 𝐿2  , 𝐿5 = 𝐿6), (1) can be simplified as follows: 

𝐴𝑉 =
𝑤2

𝑤1

×
𝑤6

𝑤5

× 𝑟𝑜6 (2) 

 

which (
𝑤2

𝑤1
×

𝑤6

𝑤5
) defines the current amplification.  

The input resistance of the proposed TIA is 

comparatively small, due to the use of the diode-

connected transistor M1, which yields the value of (
1

𝑔𝑚1
) 

as the input resistance, for the open-loop FM TIA. So, the 

input resistance of the closed-loop FM TIA (𝑅𝑖𝑛,𝑓) can be 

calculated as follows: 

𝑅𝑖𝑛,𝑓 =

1
𝑔𝑚1

1 + 𝐴𝑉 .
1
𝑅𝑓

=
𝑔𝑚5 𝑅𝑓

𝑔𝑚1 𝑔𝑚5 𝑅𝑓 + 𝑔𝑚2 𝑔𝑚6 𝑟𝑜6

 

(3) 

where Rf represents the feedback resistance. 

Besides, the output resistance of the open loop FM TIA 

is equal to (ro6).  

In order to calculate the closed-loop output resistance, 

it can be written as follows: 

𝑅𝑜𝑢𝑡,𝑓 =
𝑟𝑜6

  1 + 𝐴𝑉
1
𝑅𝑓

   

=
𝑔𝑚1 𝑔𝑚5 𝑅𝑓 𝑟𝑜6

 𝑔𝑚1 𝑔𝑚5 𝑅𝑓 + 𝑔𝑚2 𝑔𝑚6 𝑟𝑜6 
 

(4) 
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Fig. 2-1: Design Process, a) current mirror topology, b) a cascade stage is added to (a), c) a folded cascade structure 

instead of the cascade structure in (b), (d) a current mirror topology is added to (c), and e) the active type of the 

proposed open-loop TIA. 

Fig. 2-2: The Final Model of the proposed TIA. 
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Also, for the capacitance seen at the input and output 

nodes of the FM TIA, it can be written as follows: 

𝐶𝑖𝑛 = 𝐶𝑔𝑠1 + 𝐶𝑔𝑠2 + 𝐶𝑃𝑑 ≈ 𝐶𝑃𝑑 (5) 

𝐶𝑜𝑢𝑡 = 𝐶𝐿 (6) 

which Cgs represents the gate-source parasitic 

capacitance of a MOSFET, CPd is the parasitic capacitance 

of the photodiode and CL represents the load capacitance. 

As the parasitic capacitance of the photodiode contains 

comparatively a large value, it can be concluded that the 

input capacitance of the TIA is approximately equal to 

𝐶𝑃𝑑. 

So, in order to calculate the closed-loop trans-

impedance gain of the proposed FM TIA at low 

frequencies, it can be written as follows: 

𝐴𝑉,𝑓 =
𝐴𝑉

  1 + 𝐴𝑉  
1
𝑅𝑓

   

=
𝑔𝑚2 𝑔𝑚6 𝑅𝑓 𝑟𝑜6

   𝑔𝑚1 𝑔𝑚5 𝑅𝑓  +  𝑔𝑚2 𝑔𝑚6 𝑟𝑜6   
  

(7) 

And hence, the transfer function of the proposed FM 

TIA can be achieved as follows: 

𝐴𝑉(𝑆) =
𝐴𝑉,𝑓

(1 + 𝑆. 𝐶𝑖𝑛 . 𝑅𝑖𝑛,𝑓) (1 + 𝑆. 𝐶𝑜𝑢𝑡 . 𝑅𝑜𝑢𝑡,𝑓)
 (8) 

By using (3) to (7) and considering the fact that 𝐶𝑖𝑛 ≫

𝐶𝑜𝑢𝑡, (8) can be re-written as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝐴𝑉(𝑆) =
𝑔𝑚2 𝑔𝑚6 𝑅𝑓 𝑟𝑜6

(𝑔𝑚1 𝑔𝑚5 𝑅𝑓 + 𝑔𝑚2 𝑔𝑚6 𝑟𝑜6)
 

        
1

(1 + 𝑆. 𝐶𝑃𝑑  
𝑔𝑚5 𝑅𝑓

 𝑔𝑚1 𝑔𝑚5 𝑅𝑓 + 𝑔𝑚2 𝑔𝑚6 𝑟𝑜6 
)

 

 (9) 

As (9) reveals, the proposed FM TIA is approximated as 

a single pole circuit, with its pole equal to 𝑆 ≈

−
  𝑔𝑚1.𝑔𝑚5.𝑅𝑓+ 𝑔𝑚2.𝑔𝑚6.𝑟𝑜6  

 𝐶𝑝𝑑.𝑔𝑚5.𝑅𝑓
. So, the -3dB frequency can be 

written as follows: 

 𝑓−3𝑑𝐵 ≈
  𝑔𝑚1. 𝑔𝑚5. 𝑅𝑓 + 𝑔𝑚2. 𝑔𝑚6. 𝑟𝑜6  

 2𝜋. 𝐶𝑝𝑑 . 𝑔𝑚5. 𝑅𝑓

 (10) 

Results and Discussions 

In the following, the circuit performance of the 

proposed folded-mirror TIA is simulated using 90nm 

CMOS technology parameters. The frequency response of 

the proposed TIA up to 10GHz is demonstrated in Fig. 5. 

As Fig. 5 presents, the proposed FM TIA circuit provides 

40.6dBΩ trans-impedance gain and 3.55GHz frequency 

bandwidth, while, consuming only 315µW power using a 

1V supply. 

 

 

Fig. 3:  Model of the Photodiode . 

Fig. 4:  Equivalent Circuit of the Proposed FM TIA . 
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Fig. 5:  Frequency Response of the proposed FM TIA. 

 

As analyzing the quality of the output signal in the 

receiver circuits for communication applications is vital, 

the eye-diagram of the proposed FM TIA is demonstrated 

in Fig. 6, using Non-Return to Zero (NRZ) Pseudo-Random 

Bit Sequence (PRBS) 27-1 for two different values of 50µA 

and 100µA input signals, respectively. As Fig. 6 suggests 

for a 50µA input signal, the eye is opened about 5mV, 

while, for a 100µA input signal the eye is opened vertically 

about 10mV. So, the vertical and horizontal opening of 

the eye is clearly shown. 

Furthermore, the Monte-Carlo analysis over the size of 

the widths and lengths of the transistors is performed for 

200runs, to analyze the fabrication process. Fig. 7 

demonstrates the results over frequency response, while, 

Fig. 8 demonstrates the results over the trans-impedance 

gain. Monte-Carlo analysis over the trans-impedance gain 

represents a normal distribution (the red line) with the 

mean value of 40.6dBΩ and standard deviation of 0.4dBΩ, 

as in Fig. 8. 
 

 

(a) 

 

 

(b) 

 
Fig. 6: The eye-diagram of the FM TIA using NRZ PRBS for (a) 

50µA and (b) 100µA input signal. 

 
 

 
 

 
Fig. 7: Monte-Carlo Analysis over frequency response. 

 
 
 

Also, the input resistance of the optical receivers (the 

TIA stage) is a challenging parameter, as discussed before. 

So, the input resistance of the proposed FM TIA versus 

frequency is shown in Fig. 9.  

As it was theoretically discussed before, the input 

resistance of the FM TIA should be relatively small due to 

the existence of a diode-connected transistor at the input 

node, and the use of a voltage-current feedback. So, Fig. 

9 displays the value of the input resistance of the FM TIA, 

which is equal to 84.4Ω at low frequencies and reaches 

the value of 75Ω at -3dB frequency. 
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Fig. 8: Monte-Carlo Analysis over transimpedance gain. 

 

 
Fig. 9:  Input resistance of the FM TIA. 

 

Furthermore, the effect of the feedback network on 

the value of the input resistance is analyzed and 

summarized in Table 1. As it can be concluded from Table 

1, the input resistance in the absence of the feedback 

network reaches up to 1.4MΩ, which yields the 

importance of the existence of the feedback network to 

obtain a broadband system. 
 

Table 1: effect of the feedback network on the input resistance 
 

 
The Open-loop 

TIA 

The Closed-
loop TIA 

Input resistance 
(@low freq.) 

84.4Ω 1.4MΩ 

 

As it is important that a broadband system can operate 

properly in a reasonable range of temperature, the effect 

of temperature variations on the frequency response of 

the proposed FM TIA is analyzed, and the results are given 

for three different values of -30ºC, +30ºC, and +90ºC in 

Fig. 10. As Fig. 10 suggests, increasing the temperature 

results in an increased gain while resulting in a decreased 

frequency bandwidth, which shows the trade-off 

between the trans-impedance gain and the frequency 

bandwidth. Table 2 numerically summarizes this analysis.  
 

 
Fig. 10: Effect of temperature variations on frequency response. 

Table 2: Effect of temperature variation on transimpedance 
gain, frequency bandwidth and power consumption 
 

 -30ºC +30ºC +90ºC 

Transimpedance 
Gain 

40.4dBΩ 40.6dBΩ 40.9dBΩ 

Frequency 
Bandwidth 

3.64GHz 3.55GHz 3.44GHz 

Power 
Consumption 

274µW 318µW 355µW 

 

Moreover, the sensitivity of the proposed FM TIA to 

VDD is analyzed and the results are given in the following. 

In Fig. 11, the result of %10 variations of the supply 

voltage (VDD) is shown over frequency response. 

According to Fig. 11, the trans-impedance gain varies 

from 40.34dBΩ to 41.02dBΩ (varies about 0.68dB), while, 

the frequency bandwidth varies from 3.425GHz to 

3.695GHz (270MHz). Also, Table 3 summarizes the 

numerical analysis of supply voltage variations. As Table 3 

reveals, a %10 reduction in the value of the supply voltage 

(from VDD to 0.9VDD), results in 0.06 less power 

dissipation, and 0.04 less bandwidth, while, 0.01 more 

gain value can be achieved.  
 

Table 3: Effect of VDD variation on Transimpedance gain, 
frequency bandwidth and power consumption 
 
 

 1.1VDD VDD 0.9VDD 

Transimpedance 
Gain 

40.34dB 40.66dB 41.02dB 

Frequency 
Bandwidth 

3.69GHz 3.56GHz 3.42GHz 

Power 
Consumption 

413µW 315µW 298µW 
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Fig. 11: Supply voltage variations Vs. frequency response. 

Noise Analysis  

The demonstration of noise sources in the block 

diagram of the proposed FM TIA as in Fig. 12, provides a 

better understanding of the noise performance in this 

circuit. According to (11), input-referred noise of the 

proposed FM TIA circuit structure can be calculated as the 

sum of noise in the core of the TIA, and the feedback 

network, as follows [1]: 

𝐼𝑛,𝑖𝑛
2̅̅ ̅̅ ̅ = 𝐼𝑛,𝑅𝑓

2̅̅ ̅̅ ̅̅ +
𝑉𝑛,𝐶𝑜𝑟𝑒

2̅̅ ̅̅ ̅̅ ̅̅

𝑅𝑓
2  (11) 

which 

In,Rf
2̅̅̅ ̅̅ =

4KT

Rf

 (12) 

 
Fig. 12: Demonstration of noise sources in the block diagram of 

the FM TIA. 
 
 

Now, according to (11) calculation of the noise of the 

TIA core is required. So, a current source is put in parallel 

with the drain-source terminals of transistors, to 

demonstrate the produced thermal noise in each 

transistor, as in Fig. 13. First of all, it should be noted that 

M1 is operating in the triode region, due to the fact that 

it is used as a diode-connected transistor. Hence, the 

generated noise of M1 is shunted to the ground [27]. So, 

according to the shunted parasitic capacitance of the 

photodiode, the produced thermal noise of M1 can be 

calculated as follows: 

𝐼𝑛,𝑀1
2̅̅ ̅̅ ̅̅ =

𝐾𝑇

𝐶𝑃𝑑

 (13) 

which, K is the Boltzmann constant and T is the 

temperature. 
 

 
 

Fig. 13: representation of noise in the core of the FM TIA 
by current sources . 

 

Besides, as M4 forms a cascade structure, the thermal 

noise generated by M4 is negligible [27]; due to the fact 

that if the channel length modulation of M4 is neglected, 

it can be said that 𝐼𝑛2 + 𝐼𝐷2 = 0, and hence M4 does not 

affect Vn,out .  

 So, considering (11) and Fig. 13, 𝑉𝑛,𝐶𝑜𝑟𝑒
2̅̅ ̅̅ ̅̅ ̅̅  can be 

calculated as follows: 

𝑉𝑛,𝐶𝑜𝑟𝑒
2̅̅ ̅̅ ̅̅ ̅̅ = 4𝐾𝑇𝛾

[
 
 
 𝑔𝑚2 + 𝑔𝑚3 + 𝑔𝑚5

|𝑔𝑚2|
2

+
𝑔𝑚6

|
𝑔𝑚6

𝑔𝑚5
 .
𝑔𝑚2

𝑔𝑚1
|
2

]
 
 
 

 

(14) 

where γ refers to the channel noise factor of a MOSFET. 

 So, in order to calculate the input-referred noise of the 

TIA, considering (11), (12), and (14), it can be written as 

follows: 

𝐼𝑛,𝑖𝑛
2̅̅ ̅̅ ̅ =

4𝐾𝑇

𝑅𝑓

[1 +
𝛾

𝑅𝑓 . |𝑔𝑚2|
2
(𝑔𝑚2 + 𝑔𝑚3 + 𝑔𝑚5

+
(𝑔𝑚5. 𝑔𝑚1)

2

𝑔𝑚6

)] 

(15) 

As (15) suggests, by increasing the transconductance 

of gm2, it is possible to decrease the input referred noise 

of the proposed FM TIA. Additionally, the input referred 

noise and the output noise of the proposed TIA are shown 

in Fig.  14 and Fig. 15, respectively. As Fig. 14 shows, the 

input referred noise at low frequencies is equal to 

10pA/√Hz, and reaches the value of 11.1pA/√Hz at -3dB 
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frequency. Also, the total input referred noise current of 

the proposed FM TIA is equal to 10.4pA/√Hz (664nArms). 

As it was discussed before, the employed feedback 

resistor decreases the thermal noise of the FM TIA. Table 

4 compares the value of the input referred noise of the 

proposed FM TIA with and without the feedback network. 

As Table 4 reveals, the feedback network considerably 

decreases the thermal noise current of the FM-TIA. 

 

 

Fig. 14: Input referred noise of the FM TIA . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 15: Output noise of the FM TIA . 

Table 4: Effect of the feedback network on the input referred 
noise current density 
 

 
The Open-loop 
TIA  

The Closed-loop 
TIA  

Input referred 
noise current 
density 

664nArms 9.5mArms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5: Performance comparison among the proposed TIA and other reported designs 

 [14] [15] [22] [23] [24] [28] [29] [30] [31] 
This 
Work 

Year 2017 2016 2021 2016 2021 2015 2016 2017 2016  

Technology 
(CMOS) 

0.18µm 0.18µm 90nm 0.13µm 90nm 0.13µm 
0.13µm 
SiGe 
BiCMOS 

0.13µm 
SiGe 
BiCMOS 

0.18µm 90nm 

Gain(dBΩ) 59 58 41 54 42.3 50.1 72 83.7 55-69 40.6 

Bandwidth (GHz) 7.9 8.1 6.5 11.5 5 7 38.4 32.1 1 3.55 

Power 
Consumption (W) 

18m 34.8m 1.67m 45m 2.7m 7.5m 261m 150m 6m 315µ 

Cpd (fF) 300 300 250 - 250 250 - - - 220 

Supply Voltage 
(V) 

1.8 1.8 1 1.5 1 1.5 3.3 3.3 1.8 1 

Input referred 
noise(pA/√Hz) 

23 15 33.4 6.8 32.5 31.3 14.8 - 9.33 10.4 

No. of passive 
inductors 

2 2 0 2 0 0 0 0 0 0 

FoM1 425 184.8 436 128 167 299 585 3276 417 1206 

FoM2 5.54 3.69 3.25 - 1.3 2.4 - - - 25.5 

Area 0.11 mm2 - - 
0.048 
mm2 

312 
µm2 

16200 
µm2 

- 
2.345 
mm2 

7500 µm2 98 µm2 

Work* Sim Sim Sim Exp Sim Exp Exp Exp Sim Sim 

* Sim and Exp refer to experimental and simulation results, respectively. 
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Moreover, Fig. 16 demonstrates the layout of the FM 

TIA.  

As the proposed circuit contains only six transistors in 

the feedforward network, and a small resistance equal to 

50Ω as the feedback network, the occupied chip area of 

the proposed TIA is only 98µm2, which is a small area. 

 

Fig. 16:  The circuit layout of the proposed FM TIA . 

Table 5 provides a summary of performance and 

compares the parameters of the proposed TIA circuit with 

other reported designs. The power consumption value of 

the proposed TIA is shown to be significantly less than 

other reported designs. However, in order to provide a 

fair comparison, two Fig.s of Merit (FOMs) are defined in 

Table 5, as follows: 

𝐹𝑂𝑀1 =
𝐺𝑎𝑖𝑛 ×  𝐵.𝑊.

𝑃𝐷𝐶

 (
Ω. 𝐺𝐻𝑧

𝑚𝑊
) (16) 

𝐹𝑂𝑀2

=
𝐺𝑎𝑖𝑛 ×  𝐵.𝑊.× 𝐶𝑖𝑛

𝑃𝐷𝐶  ×  𝐼𝑛. 𝑅𝑒𝑓. 𝑁𝑜𝑖𝑠𝑒
 (

Ω. 𝐺𝐻𝑧. 𝑝𝐹

𝑚𝑊. (
𝑝𝐴

√𝐻𝑧
)
) 

(17) 

Conclusion  

In this paper, a trans-impedance amplifier based on a 

combination of current-mirror topology and folded-

cascade topology is presented, which amplifies the 

current signal and converts it to the voltage at the output 

node.  

Due to the existence of a diode-connected transistor at 

the input node, the input resistance of the TIA is 

comparatively small.  

Furthermore, four out of six transistors are PMOS 

transistors, which represent less thermal noise in 

comparison with NMOS transistors. Also, the proposed 

Folded-Mirror topology occupies a relatively small area 

on-chip, due to the fact that no passive element is used in 

the feedforward network.  

Results using 90nm CMOS technology parameters 

show 40.6dBΩ trans-impedance gain, 3.55GHz frequency 

bandwidth, 664nArms input-referred noise and only 

315µW power dissipation is using 1volt supply, which 

indicates the proper performance of the proposed circuit 

as a low-power building block. 

Author Contributions 

Authors have had an equal contribution in the problem 

and data analysis, interpreting the results and writing the 

manuscript. 

Acknowledgement 

The authors gratefully thank the anonymous reviewers 

and the editor of JECEI for their useful comments and 

suggestions. 

Conflict of Interest 

The authors declare no potential conflict of interest 

regarding the publication of this work. In addition, the 

ethical issues including plagiarism, informed consent, 

misconduct, data fabrication and, or falsification, double 

publication and, or submission, and redundancy have 

been completely witnessed by the authors. 

Abbreviations 

TIA   Trans-impedance Amplifier 

FM Folded-Mirror 

RGC Regulated Cascode 

PMOS Positive Metal-Oxide Semiconductor 

NMOS Negative Metal Oxide 

Semiconductor 

CMOS Complementary metal–oxide–

semiconductor 

NRZ Non-Return to Zero 

PRBS Pseudo-Random Bit Sequence 

MOSFET metal-oxide semiconductor field-

effect transistor   
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Background and Objectives: In this paper, a novel linear parameter varying (LPV) 
model of a wind turbine is developed based on a benchmark model presented by 
Aalborg University and KK-electronic a/c. The observability and validity of the 
model are investigated using real aerodynamic data. 
Methods: In addition, a robust fault detection and reconstruction method for 
linear parameter varying systems using second-order sliding mode observer is 
developed and implemented on the linear parameter varying model. The fault 
signal is reconstructed using a nonlinear term named equivalent output error 
injection during sliding motion and a proper transformation. The effect of 
uncertainties and incorrect measurements are minimized by employing an 
oriented method that requires solving a nonlinear matrix inequality. During 
numerical simulations, an actuator fault in the pitch system is considered and the 
performance of the method in fault reconstruction is investigated. 
Results: Wind speed range is considered from 14 m/s to 16 m/s and it is regarded 
as a stochastic input exerting aerodynamic torque. Fast and accurate fault 
reconstruction happens in 0.6 seconds with less than one percent error. The 
observer performance is not affected by the fault and fault is estimated in 2.5 
seconds with an error smaller than 2.48 percent. 
Conclusion: Results illustrate fast and accurate fault reconstruction and accurate 
state estimations in the presence of actuator fault. 
In this paper, a novel linear parameter varying (LPV) model of a wind turbine is 
developed based on a benchmark model presented by Aalborg University and KK-
electronic a/c. The observability and validity of the model are investigated using 
real aerodynamic data. In addition, a robust fault detection and reconstruction 
method for linear parameter varying systems using a second-order sliding mode 
observer is developed and implemented on the linear parameter-varying model. 
The fault signal is reconstructed using a nonlinear term named equivalent output 
error injection during sliding motion and a proper transformation. The effect of 
uncertainties and incorrect measurements are minimized by employing an H_∞ 
oriented method which requires solving a nonlinear matrix inequality. During 
numerical simulations, an actuator fault in the pitch system is considered, and the 
performance of the method in fault reconstruction is investigated. Wind speed 
range is considered from 14 m/s to 16 m/s and it is regarded as a stochastic input 
exerting aerodynamic torque. Fast and accurate fault reconstruction happens in 
0.6 seconds with less than one percent error. The observer performance is not 
affected by the fault and fault is estimated in 2.5 seconds with an error smaller 
than 2.48 percent results illustrate fast and accurate fault reconstruction and 
accurate state estimations in the presence of actuator fault. 
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Introduction 

The costs of wind turbines consist of two parts of 

implementation and maintenance. The maintenance of 

large wind turbines is a time-consuming process [1], and 

a costly procedure, especially in offshore wind farms. It 

requires the generator disconnection from the power 

distribution network. Therefore, designing and utilizing a 

fault detection and isolation (FDI) system to diagnose, 

isolate, and reconstruct wind turbine faults is highly 

beneficial and critical in supervisory and maintenance 

cost reduction. In addition, it increases the lifetime of the 

turbine components and enhances the power generation 

due to the fault accommodation and active fault-tolerant 

control in which a reconfigurable controller is employed 

to accommodate the effect of faults [2]-[6]. 

The faults occurring in a large wind turbine are 

classified into three categories. Sensor faults which 

include rotor speed, generator speed, generator torque, 

and pitch angle and they, appear as biased output, 

random output, fixed output, or no output as discussed in 

[7]. Component faults such as drive train deficiency [8], 

mass imbalance of the rotor [9], and the generator system  

[10] are included in the second class. The third category 

of wind turbine faults aims at the actuator faults, such as 

the pitch actuator fault, which is addressed in this paper. 

The pitch system is responsible for the adjustment of the 

pitch angle of the rotor blades for the variable-pitch wind 

turbines. Such systems are important in terms of the 

amount of wind power captured by blades. 

Two types of pitch control systems are used in 

variable-pitch wind turbines. In the first type, three 

individual electrical motors are implemented. This is 

beneficial for the fast reaction of the turbine to wind 

speed changes and power demand. The second type 

consists of three individual hydraulic pumps, which are 

slower but bear more stiffness and have smaller backlash. 

Therefore, considering large wind turbines, a hydraulic 

pitch system is suggested for higher reliability. Pitch 

actuator faults occur for three reasons such as high air 

content of oil, pump wear, and hydraulic leakage. 

Hydraulic leakage is an incipient fault and occurs faster 

compared to the other faults. Thus, it should be 

considered to reduce cost and energy consumption, 

decrease operational load, increase power harvesting, 

and avoid stalling [8], [11]-[13], [37], [38]. 

The rate of occurrence and the values of faulty and 

healthy properties are shown in the corresponding 

columns of Table 1. The state of 𝜃 = 0 represents proper 

situation and 𝜃 = 1 is fully faulty operation [7]. In the case 

of hydraulic fault incidence in each of the individual pitch 

systems, control efforts may lead to two decisions: (1) 

generator power exceeds the nominal value (2) output 

power is reduced, which results in power efficiency 

reduction. As a result of the leakage in the pitch system, 

the actuation of the pitch angle becomes slower, and 

smaller wind power is captured. As a result, fault 

detection, reconstruction, and fault accommodation are 

useful decisions to reinforce the control system in a way 

that energy-related cost functions are satisfied [2]-[6]. 

Many research projects such as the current work have 

been conducted for this issue to improve the estimation 

speed and accuracy of the observer-based fault diagnosis 

methods [2], [3], [6].  

 
Table 1 Rate of incidence and values of faulty and healthy 
properties in pitch hydraulic system 
 

 Faulty operation 
Rate of fault 

incidence 

No-fault 𝜔𝑛 = 11.11 𝑟𝑎𝑑/𝑠, 𝜁 = 0.6  

High air 

content 

𝜔𝑛 = 5.73 𝑟𝑎𝑑/𝑠, 𝜁 = 0.45 |𝜃̇| ≈ 1/𝑚𝑜𝑛𝑡ℎ 

Pump 

wear 

𝜔𝑛 = 7.27 𝑟𝑎𝑑/𝑠, 𝜁 = 0.75 |𝜃̇| ≈ 1/(20 𝑦𝑒𝑎𝑟𝑠) 

Hydraulic 

leakage 

𝜔𝑛 = 3.42 𝑟𝑎𝑑/𝑠, 𝜁 = 0.9 |𝜃̇| ≈ 1/(100 𝑠𝑒𝑐𝑜𝑛𝑑𝑠) 

 

The wind turbine benchmark considered in this paper 
is developed by Aalborg University and KK-electronic a/c, 
enabling the simulation of various sensor and actuator 
faults [14]. This model is nonlinear due to the relation of 
wind and aerodynamic torque exerting on wind turbine 
blades. This kind of nonlinearity has been handled in 
different methods. Linearizing around one or several 
operating points and switching among them (gain-
scheduling control) [15] is one of these methods. In this 
method, several observers are designed in which for 
reducing switching effects, bumpless switching between 
models should be considered. Linear parameter varying 
(LPV) modelling is another method where nonlinear terms 
are turned into linear but time-varying parameters (quasi-
linear) [16]-[18]. In such methods, nonlinear terms are 
expressed in LPV form. Generally, LPV models yield higher 
accuracy for the all operating points. Using LPV models 
leads to LPV observer design; thus, the advantages of 
linear system characteristics could be utilized. 

In this paper, fault detection and reconstruction are 
covered. An LPV model of the wind turbine is developed 
and a model-based robust second-order sliding mode 
observer is applied to the LPV wind turbine model. LPV 
model is valid in the entire operating trajectory and does 
not require linearization around one or several operating 
point(s) [19]-[24]. Once the observer gains are obtained, 
the observer and fault reconstruction formula are 
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attainable for all the wind turbine operating regions. 
Actually, LPV methods attempt to parametrize the model 
closer to real world at the cost of larger computational 
effort and complication. Model-based methods are 
preferable in fault detection and reconstruction studies 
where physical components’ parameters of the plant are 
accessible. Some surveys in model-based wind turbine FDI 
have been carried out in [22], [24]-[32]. 

The proposed observer of this paper includes an LTI 
gain for linear output error signal and an LPV gain for 
nonlinear residual signals. The reconstructed actuator 
fault is generated once the sliding motion takes place 
using a nonlinear residual signal called “equivalent output 
injection”. Observer design matrices are obtained using 
𝐻∞ concepts and solving a nonlinear matrix inequality in 
which the effect of uncertain and imperfect 
measurements is minimized.  

This paper is structured as follows. Section 2 describes 
the wind turbine benchmark model. Section 3 presents 
the development of the methodology and observer 
design procedure. Then, the pitch actuator fault 
description is presented in Section 4. Section 5 explains 
the LPV system description and Section 6 is dedicated to 
numerical results and energy analysis. Finally, Section 7 is 
the conclusion. 

Wind turbine benchmark model 

An overview of the wind turbine model in the 
benchmark developed by Aalborg University and KK-
electronic a/c [14] is illustrated in Fig. 1. The variables are 
introduced in the following subsections. 

 

Blade and pitch system

ControllerDrive train

Gear-box and Generator

ωr

ωg
Tg

Pmeasured

 ωg,measured Tref

Tmeasured

βref

ωr,measuredTa

Vw

 

Fig. 1: Wind turbine benchmark developed by Aalborg 
University and KK-electronic a/c (background photo [31]). 

 
Using aerodynamic principles, the correlation between 

the wind speed, rotor speed, blades’ pitch angle, and the 

aerodynamic torque exerting the blades is shown in (1). 

The mentioned correlation is derived considering two 

assumptions. 

1. The wind speed is constant all over the surface of 

the blades. 

2. The wind speed is perpendicular to the rotor plane. 

𝜌𝑎𝑖𝑟 , 𝑅, 𝛽(𝑡), 𝜔𝑟(𝑡), and 𝑉𝑤(𝑡) are air density, blade 

radius, pitch angle, rotor speed, and average wind speed, 

respectively. 𝜆(𝑡) is the tip speed ratio which is defined in 

(2). The aerodynamic torque is approximated in (1) using 

a factor named aerodynamic torque coefficient 

𝐶𝑞(𝜆(𝑡), 𝛽(𝑡)). 

        (1) 𝑇𝑎 =
𝜌𝑎𝑖𝑟  𝜋𝑅3𝐶𝑞(𝜆, 𝛽)𝑉𝑤

2

2
 

       (2) 𝜆(𝑡) =
𝑅𝜔𝑟(𝑡)

𝑉𝑤(𝑡)
 

The pitch system consists of three identical hydraulic 

pumps as the actuator for adjusting the blades’ angle by 

rotation. Three internal controllers are adopted for each 

actuator giving proper input signals to the actuators. In 

addition, a second-order transfer function is considered 

for each of the pitch actuators correlating control input 

(𝛽𝑟𝑒𝑓) to the pitch angle (𝛽). The damping ratio and 

natural frequency of this model are 𝜁(𝑡) and 𝜔𝑛(𝑡), 

respectively. These properties might be time-varying in 

the event of faults for each system. 𝛽𝑟𝑒𝑓  is pitch control 

input signal entering each pitch actuator. 

     (3) 
𝛽̈(𝑡) = −2𝜁(𝑡)𝜔𝑛(𝑡)𝛽̇(𝑡) + 𝜔𝑛

2(𝑡)𝛽𝑟𝑒𝑓

− 𝜔𝑛
2(𝑡)𝛽(𝑡) 

The drive-train of the wind turbine consists of two 

shafts as the low-speed (driver) and the high-speed shaft 

(driven). The shafts are connected using a gear-box and 

the aerodynamic power is transferred to the generator 

through a high-speed shaft. The coupled dynamic 

equations of the shafts which are considered as a mass-

spring model are expressed in  (4), (5). 

     (4) 

𝐽𝑟  𝜔̇𝑟(𝑡) = 𝑇𝑎(𝜔𝑟 , 𝛽, 𝑉𝑤 , 𝑡) − 𝐾𝑑𝑡  𝜃(𝑡)
− (𝐵𝑑𝑡 + 𝐵𝑟 )𝜔𝑟(𝑡)

+
𝐵𝑑𝑡

𝑁𝑔

𝜔𝑔(𝑡) 

     (5) 

𝐽𝑔𝜔̇𝑔 (𝑡) =
𝜂𝑑𝑡𝐾𝑑𝑡

𝑁𝑔

𝜃(𝑡) +
𝜂𝑑𝑡𝐵𝑑𝑡

𝑁𝑔

𝜔𝑟(𝑡)

− (
𝜂𝑑𝑡𝐵𝑑𝑡

𝑁𝑔
2

+ 𝐵𝑔)𝜔𝑔(𝑡)

− 𝑇𝑔 

    (6) 𝜃̇(𝑡) =  𝜔𝑟(𝑡) −
1

𝑁𝑔

𝜔𝑔(𝑡) 

where, 𝜔𝑟, 𝜔𝑔 are the rotor and generator speeds, 

respectively, 𝜃(𝑡) is the torsion angle of the drive train, 𝑇𝑔 

is generator torque, 𝐽𝑟 and 𝐽𝑔 are rotor and generator 

moments of inertia, 𝐾𝑑𝑡  and 𝐵𝑑𝑡  are torsional stiffness 
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and damping, 𝐵𝑟  and 𝐵𝑔 are the rotor and generator 

viscous friction, 𝑁𝑔 is the gear ratio and 𝜂𝑑𝑡 is the 

efficiency of drive-train. The generator and converter 

subsystem are modeled by first-order transfer functions: 

          (7) 
𝑇𝑔(𝑠)

𝑇𝑔,𝑟𝑒𝑓(𝑠)
=

𝛼𝑔𝑐

𝑠 + 𝛼𝑔𝑐

 

where, 𝛼𝑔𝑐  is the generator and converter model 

parameter and 𝑇𝑔,𝑟𝑒𝑓 is the control output signal of the 

converter. Parameter values of the benchmark are: 𝐽𝑟 =

55𝑒6 kg.m^2, 𝐾𝑑𝑡 = 2.7𝑒9 m/rad, 𝐵𝑔 = 3.034 N.m. s/

rad, 𝑁𝑔 = 95, 𝜂𝑑𝑡 = 0.92, 𝑅 = 57.5 m, 𝐽𝑔 = 390 kg.m2, 

𝜌𝑎𝑖𝑟 = 1.225 kg/m3, 𝐵𝑟 = 27.8 kNm/(rad/s), 𝐵𝑑𝑡 =

945 kN.m/(rad/s). 

Observer Design 

Nowadays, condition monitoring is attracting more 

attention in technology advancements. It is implemented 

to prevent serious failures by detecting faults. Condition 

monitoring in advanced engineering instruments analyses 

the deviations from normal conditions and detects the 

existence of faults and failures. On the other hand, Fault 

reconstruction is an online fault detection method that 

offers additional information about the size, location, and 

severity of faults. Such data are useful in the choice of 

proper action during faulty conditions. Moreover, control 

efforts are configured considering reconstructed fault 

data (fault accommodation) to provide better 

performances during faulty conditions. 

A.  LPV System Description 

An uncertain LPV plant that is subjected to actuator 

faults is described by 

       (8) 

𝑥̇(𝑡) = 𝐴(𝝆)𝑥(𝑡) + 𝐵(𝝆)𝑢(𝑡) + 𝑀(𝝆)𝑓𝑖(𝑡)
+ 𝑄𝜉(𝝆, 𝑥, 𝑡)  

   𝑦(𝑡) =  𝐶𝑥(𝑡) + 𝜗(𝑡) 

where, 𝐴(𝝆) ∈ 𝑹𝑛×𝑛, 𝐵(𝝆) ∈ 𝑹𝑛×𝑚, 𝑀(𝝆) ∈ 𝑹𝑛×𝑠  are 

the linear parameter varying matrices of the model. 

𝑥(𝑡) ∈ 𝑹𝑛, (𝑡) ∈ 𝑹𝑚 , 𝑓𝑖(𝑡) ∈ 𝑹𝑠,  𝜉(𝝆, 𝑥, 𝑡) ∈ 𝑹𝑘,  and 

𝑦(𝑡), 𝜗(𝑡) ∈ 𝑹𝑝, are model states, control input signal, 

faults of actuators, model uncertainty, and measurement 

noises, respectively. 𝑠 and 𝑝 are the lengths of fault and 

output signal. It is supposed that 𝑠 is smaller than 𝑝 (𝑠 <

𝑝). 𝝆 is the varying parameter vector and is measured or 

estimated. 𝐶 is an LTI and full-rank matrix. Also, for 

Lyapunov stability [32], 𝜉(𝝆, 𝑥, 𝑡) and 𝜉̇(𝝆, 𝑥, 𝑡) are 

assumed to be bounded. 

Assumption 1. The actuator fault matrix might be 

parameter varying (𝑀(𝝆)). It is assumed 𝑀(𝝆) is made up 

of a parameter invariant matrix (𝑀𝑖𝑛𝑣) multiplied by a 

nonsingular parameter varying matrix (𝑀𝑣𝑎𝑟(𝝆)) in a way 

that 

      (9) 𝑀(𝝆) = 𝑀𝑖𝑛𝑣𝑀𝑣𝑎𝑟(𝝆) 

where, 𝑀𝑖𝑛𝑣 ∈ 𝑹𝑛×𝑠 and 𝑀𝑣𝑎𝑟(𝝆) ∈ 𝑹𝑠×𝑠. Defining a new 

variable 𝜎(𝝆, 𝑡) = 𝑀𝑣𝑎𝑟(𝝆)𝑓𝑖(𝑡), (8) is rewritten in the 

form of  

(10) 

𝑥̇(𝑡) = 𝐴(𝝆)𝑥(𝑡) + 𝐵(𝝆)𝑢(𝑡)
+ 𝑀𝑖𝑛𝑣 𝜎(𝝆, 𝑡)
+ 𝑄𝜉(𝝆, 𝑥, 𝑡) 

  𝑦(𝑡) =  𝐶𝑥(𝑡) + 𝜗(𝑡) 

𝜎(𝝆, 𝑡) is the new fault vector which will be converted to 

the actual fault vector (𝑓𝑖(𝑡)) after being estimated. The 

new fault signal is bounded due to the Lyapunov stability 

proof [32]. 

Assumption 2. 𝜗(𝑡) presents the corruption of sensor 

measurements and is assumed 

   (11) 𝜗(𝑠) = 𝐷(𝑠)𝜑(𝑠) 

   (12) 𝐷(𝑠) =
𝑎𝑓

𝑠 + 𝑎𝑓

 

𝐷(𝑠) is a stable transfer function and 𝜑(𝑡) is an unknown 

but bounded signal [30]. Using this assumption, the effect 

of output noises on estimations is optimized (this will be 

discussed later). Then, substituting (11) into (12) yields 

    (13) 𝜗̇(𝑡) = −𝑎𝑓𝜗(𝑡) + 𝑎𝑓𝜑(𝑡) 

Assumption 3. 𝑟𝑎𝑛𝑘(𝐶𝑀) = 𝑠. This condition determines 

whether the effect of the fault signal is observable in 

outputs or not. This is a necessary condition for the fault 

estimation method presented by Tan and Edwards [33]. 

B.  Second-order LPV Sliding Mode Observer 

The LPV sliding mode observer is in the form of 

    (14) 

𝑥̇̂(𝑡) = 𝐴(𝝆)𝑥̂(𝑡) + 𝐵(𝝆)𝑢(𝑡)
+ 𝐻𝑒𝑞(𝝆)𝑒𝑦(𝑡)

+ 𝐻𝑠𝑤𝑤(𝑡) 

   𝑦̂(𝑡) =  𝐶𝑥̂(𝑡) 

where, 𝐻𝑒𝑞(𝝆) and 𝐻𝑠𝑤  are observer design matrices and 

𝑤(𝑡) represents discontinuous output error injection to 

induce a sliding motion [33]. 𝑒(𝑡) and 𝑒𝑦(𝑡) as state 

estimation error and output estimation error are 

expressed as  

   (15) 𝑒(𝑡) = 𝑥̂(𝑡) − 𝑥(𝑡) 

   (16) 𝑒𝑦(𝑡) = 𝑦̂(𝑡) − 𝑦(𝑡) = 𝐶𝑒(𝑡) − 𝜗(𝑡) 

The design steps are expressed in the following. First, 

the system is transformed in a way that the states are 

classified into measured states (outputs) and unmeasured 

states [34]. It is proved that the measured states are 

estimated in a finite time defining the sliding surface as 

𝑆 = {𝑒(𝑡) ∈ 𝑅𝑛: 𝑒𝑦(𝑡) = 0} [34]. Then, with the 

appropriate choice of parameters, unmeasured states are 

estimated asymptotically. Finally, the faults are 

reconstructed using 𝑤(𝑡). 
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As stated before, sliding mode observer gains are 

divided into an equivalent gain for linear terms and 

switching motion gain for nonlinear terms. The equivalent 

gain (𝐻𝑒𝑞(𝝆)) and its corresponding linear signal are 

existed to force the incidence of the sliding motion. Such 

an action is called the reaching phase [27].  

Furthermore, the switching gain (𝐻𝑠𝑤) and its 

corresponding nonlinear signal (𝑤(𝑡)) are responsible for 

the maintenance of sliding motion which is called the 

sliding phase. 

There exists a coordinate-transformation 𝑥𝑓(𝑡) →

𝑇𝑓𝑥(𝑡) which changes the output matrix to the form of  

𝐶𝑓 = [0𝑝×(𝑛−𝑝)  𝑇𝑝×𝑝] in which 𝑇 is an orthogonal 

nonsingular matrix.  

Here, the index ‘f’ refers to the system of 𝑥𝑓(𝑡). Also, 

for an invertible square matrix 𝑀0, the fault matrix 

becomes in the form of (17). 

    (17) 𝑀𝑖𝑛𝑣,𝑓 = [

0(𝑛−𝑝)×𝑠

0(𝑝−𝑠)×𝑠

𝑀0𝑠×𝑠

] 

Then, the following structure is obtained after the first 

transformation. 

    (18) 𝑦𝑓(𝑡) = [0   𝑇] [
𝑥1,𝑓

𝑥2,𝑓
] + 𝜗(𝑡) 

    (19) 𝐴𝑓(𝝆) = [
𝐴11,𝑓 𝐴12,𝑓

𝐴21,𝑓 𝐴22,𝑓
] 

   (20) 𝑄𝑓 = [
𝑄1,𝑓

𝑄2,𝑓
] 

Rewriting (8) and using the structures of (17)-(20) 
yields 

      (21) 

[
𝑒̇1,𝑓

𝑒̇2,𝑓
] = 𝐴𝑓 [

𝑒1,𝑓

𝑒2,𝑓
] − 𝑄𝑓𝜉(𝝆, 𝑥, 𝑡)

− 𝐻𝑒𝑞,𝑓(𝝆)𝑒𝑦(𝑡)

+ 𝐻𝑠𝑤,𝑓𝑤(𝑡)

− [
0(𝑛−𝑠)×𝑠

𝑀0𝑠×𝑠

] 𝜎(𝝆, 𝑡) 

Using (8) and (21) 

𝑒𝑦(𝑡) = 𝑇𝑒2,𝑓 − 𝜗(𝑡) 

Thus, if the sliding motion takes place, from the 

definition 𝑒𝑦(𝑡) = 0 and then 𝑇𝑒2,𝑓 = 𝜗(𝑡) . Using (21) 

and regarding 𝑇 as an orthogonal matrix gives: 

    (22) 

𝑒̇1,𝑓(𝑡) = 𝐴11,𝑓 + 𝐴12,𝑓𝑇
𝑇𝜗(𝑡) − 𝐿𝑇𝑇𝑤𝑒𝑞(𝑡)

− 𝑄1,𝑓𝜉(𝝆, 𝑥, 𝑡) 

   0 = 𝑇𝐴21𝑒1,𝑓(𝑡) − 𝑇𝑄2,𝑓𝜉(𝝆, 𝑥, 𝑡)

+ 𝑇𝐴22𝑇
𝑇𝜗(𝑡) − 𝜗̇(𝑡) 

(23) +𝑤𝑒𝑞(𝑡) − 𝑇 [
0(𝑝−𝑠)×𝑠

𝑀0𝑠×𝑠

] 𝜎(𝝆, 𝑡) 

 

𝑤𝑒𝑞(𝑡) is the equivalent output error injection i.e. the 

same as 𝑤(𝑡) after the sliding motion. As a definition, for 

a design matrix 𝑌 ∈ 𝑹𝑠×(𝑝−𝑠) and the structure of 𝑊 =
[Y 𝑀0

−1] the new fault signal is reconstructed as 

      (24) 𝜎̂(𝝆, 𝑡) = 𝑊𝑇𝑇𝑤𝑒𝑞(𝑡) 

In the system of (21), the LTI observer gain is 

considered in the form of 

      (25) 𝐻𝑠𝑤,𝑓 = [−𝐿𝑇𝑇

𝑇𝑇 ] 

𝐿 is the design matrix and is of the form 

 (26) 𝐿 = [𝑍   0(𝑛−𝑝)×𝑠] and 𝑍 ∈ 𝑹(𝑛−𝑝)×(𝑝−𝑠) 

𝑍 improves the sliding motion incidence and is 

synthesized by solving some matrix inequalities (it will be 

discussed later). Joining measurement noises signal and 

𝑒1,𝑓(𝑡) together as a new state vector, an assembled 

state-space is obtained. 

    (27) 
𝑒𝑎(𝑡) = 𝐴𝑎(𝝆)𝑒𝑎(𝑡) + 𝐵𝑎(𝝆)𝜉𝑎(𝑡) 

𝜎̂(𝝆, 𝑡) − 𝜎(𝝆, 𝑡) = 𝐶𝑎𝑒𝑎(𝑡) + 𝐹𝑎𝜉𝑎(𝑡) 

where, 

    (28) 

𝑒𝑎
𝑇(𝑡) = [𝑇𝑇𝜗(𝑡) 𝑒1,𝑓(𝑡)]

𝑇
, 

𝜉𝑎
𝑇(𝑡) = [𝜉(𝑡) 𝑇𝑇𝜑(𝑡)]𝑇 

𝐴𝑎(𝝆)

= [
−𝑎𝑓𝐼𝑝 0𝑝×(𝑛−𝑝)

𝐴12(𝝆) + 𝐿𝐴22(𝝆) + 𝑎𝑓𝐿 𝐴11 + 𝐿𝐴21(𝝆)
] 

   (29) 𝐵𝑎(𝝆) = [
0𝑝×(𝑛−𝑝) −𝑎𝑓𝐼𝑝

−𝑄1,𝑓 − 𝐿𝑄2,𝑓 −𝑎𝑓𝐿
] 

     (30) 
𝐶𝑎(𝝆)
= [−(𝑊𝐴22(𝝆) + 𝑎𝑓𝑊) −𝑊𝐴21(𝝆)] 

    (31) 𝐹𝑎 = [𝑊𝑄2,𝑓 𝑎𝑓𝑊] 

The effect of uncertainty and measurement noises are 

minimized if there exist positive definite and symmetric 

matrices 𝑃𝑎𝑓𝑝×𝑝
 and 𝑃11(𝑛−𝑝)×(𝑛−𝑝)

 such that the 

following matrix inequalities hold 

(32) 𝑿(𝝆) = [
𝑃1𝐴𝑎 + 𝐴𝑎

𝑇𝑃1 𝑃1𝐵𝑎∆ 𝐶𝑎
𝑇

(𝐵𝑎)
𝑇𝑃1 −𝛾𝐼 (𝐹𝑎)

𝑇

𝐶𝑎 𝐹𝑎∆ −𝛾𝐼

] < 0 

(33) 𝑃1 = [
𝑃11 0
0 𝑃𝑎𝑓

] > 0 
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where, Γ > 0 means Γ is a positive definite matrix; then, 

using bounded real lemma ‖𝜎̂(𝝆, 𝑡) − 𝜎(𝝆, 𝑡)‖ <

𝛾‖𝜉𝑎(𝝆, 𝑡)‖. Also, 

Remark 1. It should be mentioned that there exist 
parameter varying terms in the matrix inequality (32)  
which make it confusing to solve the matrix inequality to 
determine a unique minimized 𝛾. Therefore, we are 
unable to obtain the second transformation and the 
design matrices and the range of variation of 𝝆 has to be 
considered. As a result, the effects of uncertainty and 
measurement noises are almost minimized. 

Once 𝐿 is obtained, the observer gain 𝐻𝑠𝑤,𝑓 is 

calculated and reverted to a system of (10) using 

    (34) 𝐻𝑠𝑤 = 𝑇𝑓
−1 × 𝐻𝑠𝑤,𝑓 

After obtaining the design matrix 𝐿, a second 

transformation is applied to the system of (21) where 𝐶𝑓 

is reformed into 𝐶𝑠 = [0𝑝×(𝑛−𝑝)  𝐼𝑝]. ‘s’ represents second 

coordinate transformation. 

   (35) 

[
𝑥1,𝑠

𝑥2,𝑠
] = 𝑇𝑠 [

𝑥1,𝑓

𝑥2,𝑓
]  

where 𝑇𝑠 = [
𝐼(𝑛−𝑝)×(𝑛−𝑝) 𝐿

0𝑝×(𝑛−𝑝) 𝑇
] 

   (36) 𝐴𝑠(𝝆) = [
𝐴11,𝑠 𝐴12,𝑠

𝐴21,𝑠 𝐴22,𝑠
] 

𝐻𝑒𝑞(𝝆) in the second coordination is obtained online 

after the calculation of 𝐿 in a parameter varying structure 

of  

    (37)   𝐻𝑒𝑞,𝑠(𝝆) = [
𝐴12,𝑠(𝝆)

𝐴22,𝑠(𝝆) + 𝑘2𝐼𝑝
] 

𝐻𝑒𝑞,𝑠(𝝆) is reverted to the main coordinates (14) by 

       (38) 𝐻𝑒𝑞(𝝆) = 𝑇𝑓
−1 × 𝑇𝑠

−1 × 𝐻𝑒𝑞,𝑠(𝝆) 

The notation of j’th component of a vector 𝑉⃗  is defined 

as an index, e.g. 𝑉𝑗. Then, the equivalent output injection 

signal is calculated cell by cell separately in  

    (39) 𝑤𝑗(𝑡) = −𝑘1𝑠𝑖𝑔𝑛 (𝑒𝑦,𝑗(𝑡)) |𝑒𝑦,𝑗(𝑡)|
1
2

+ 𝑧𝑗(𝑡) 

   (40) 𝑧𝑗̇(𝑡) = −𝑘3𝑠𝑖𝑔𝑛 (𝑒𝑦,𝑗(𝑡)) − 𝑘4𝑒𝑦,𝑗(𝑡)  

for  j=1,2,...,p  

𝑘1, 𝑘2, 𝑘3, 𝑘4 are design parameters in satisfying 

inequalities below. By choosing proper values of scalars 

𝑘1, 𝑘2, 𝑘3, 𝑘4, second-order sliding motion takes place in 

a finite time and the fault reconstruction process begins 

where proof by the Lyapunov method is explained in [35]. 

   (41)  
        𝑘𝑘22 >> 00 

 𝑘3 > 𝜖 

𝑘4 >
𝑘2

2[(𝑘1)
3 + 1.25(𝑘1)

2 + 2.5(𝑘3 − 𝜖)]

𝑘1(𝑘3 − 𝜖)
 

𝜖 is the bound of fault incidence rate or |𝑓𝑖̇(𝑡)| < 𝜖. 

Substituting (40) into (39), the output injection signal is 

obtained by  

      (42) 

𝑤𝑗(𝑡) = −𝑘1𝑠𝑖𝑔𝑛 (𝑒𝑦,𝑗(𝑡)) |𝑒𝑦,𝑗(𝑡)|
1
2

+ ∫[−𝑘3𝑠𝑖𝑔𝑛 (𝑒𝑦,𝑗(𝑠))

− 𝑘4𝑒𝑦,𝑗(𝑠)] 𝑑𝑠 

By substituting (9) into (24), the fault estimation signal 
becomes 

   (43) 
𝑓𝑖̂(𝑡) = 𝑀𝑣𝑎𝑟

−1 (𝝆)𝜎̂(𝝆, 𝑡)
= 𝑀𝑣𝑎𝑟

−1 (𝝆)𝑊𝑇𝑇𝑤(𝑡) 

It should be mentioned that fault reconstruction in (43) 

is obtainable if only the sliding motion takes place. 

Remark 2. The estimation of the new fault signal is 

enhanced by exploiting a low-pass filter in the form of 

       (44) 𝐹(𝑠) =
𝑏

𝑠 + 𝑏
                          

Such a filter lowers the high frequency of 

measurement noises to enhance the new fault estimation 

signal. Filter reduces the amplitude of noises and results 

in a smoother estimation signal. 

Remark 3. The method explained in Section 3 does not 

require any redundant instruments. Usually, wind turbine 

sensors consist of three pitch angles, generator and rotor 

speed, generator torque, and effective wind speed [16]. 

Using the filtered sensors’ data and a microcomputer, the 

proposed FDI algorithm could be implemented and states 

and pitch faults are calculated. 

Observability of the wind turbine model is inspected 

which is baffling due to the LPV description of wind 

turbine plant (Section 5) [36], where using Simulink, we 

watched the rank of LPV observability matrix online. For 

all the wind turbine operating regions 𝑟𝑎𝑛𝑘(𝑶𝐿𝑃𝑉) = 6; 

therefore, the system is observable and the states can be 

estimated utilizing a proper observer. 

Pitch Actuator Fault Model 

It is assumed that an identical performance and fault 

occur in all the pitch systems, and we only look through 

one system.  

A second-order transfer function is assumed for each 

of the pitch actuators. Thus, the pitch angle and pitch rate 

are regarded as the system states.  

The matching condition mentioned in assumption 3 

does not hold unless a change of variables in dynamic 

equations of the pitch system is performed. 
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       (45) [
𝛽(𝑡)

𝛽′̇ (𝑡)
] → 𝑇̅ [

𝛽(𝑡)

𝛽̇(𝑡)
] 

 

where, 𝑇̅ = [
1 0

0
1

𝜔𝑛
2 (𝑡)

] and the pitch system equations 

are transformed to 

  (46)   [
𝛽̇(𝑡)

𝛽′̈ (𝑡)
] = [

0 𝜔𝑛
2(𝑡)

−1 −2𝜁(𝑡)𝜔𝑛(𝑡)
] [

𝛽(𝑡)

𝛽′ ̇ (𝑡)
] 

Therefore, the assumption of 𝑟𝑎𝑛𝑘(𝐶𝑀𝑖𝑛𝑣) = 1 =

𝑠 ≤ 𝑝 = 1 still holds. 

Hydraulic leakage affects the pitch actuator properties 

such as the natural frequency and damping ratio of each 

actuator. The system properties are 𝜔𝑛,ℎ and 𝜁ℎ  as 

healthy and 𝜔𝑛,𝑓 and 𝜁𝑓  as a faulty situation. Then, 

considering the fault as changing properties in a linear 

fraction of both healthy and faulty mode, the incidence of 

the fault is modeled using two varying parameters 𝜃1and 

𝜃2. 𝜃1 = 𝜃2 = 0 means no fault in the system and 𝜃1 =

𝜃2 = 1 indicates a totally faulty situation. 

    (47) 

𝜔𝑛
2(𝑡) = 𝜃1(𝑡)𝜔𝑛,𝑓

2 + (1 − 𝜃1(𝑡))𝜔𝑛,ℎ
2

= 𝜔𝑛,ℎ
2

+ 𝜃1(𝑡)[𝜔𝑛,𝑓
2 − 𝜔𝑛,ℎ

2 ] 

 

 (48) 

−2𝜁(𝑡)𝜔𝑛(𝑡) = −2𝜁𝑓𝜔𝑛,𝑓𝜃2(𝑡)

+ (1 − 𝜃2(𝑡))(−2𝜁ℎ𝜔𝑛,ℎ)

= −2𝜁ℎ𝜔𝑛,ℎ

+ 𝜃2(𝑡)[−2𝜁𝑓𝜔𝑛,𝑓

+ 2𝜁ℎ𝜔𝑛,ℎ] 
 

It is assumed that the set of {𝜔𝑛,ℎ, 𝜁ℎ} or the set of 

{𝜔𝑛,𝑓 , 𝜁𝑓} occur, simultaneously. When the pitch system 

performance is normal, its properties are in a healthy 

situation. Malfunctioning of the pitch system means a 

faulty situation for both properties. Thus, 𝜃1(𝑡) ≈ 𝜃2(𝑡). 

Substituting (47) and (48) into (46), yields 

      (49) 

 [
0 𝜔𝑛

2(𝑡)

−1 −2𝜁(𝑡)𝜔𝑛(𝑡)
]

= [
0 𝜔𝑛,ℎ

2 + 𝜃1(𝑡)(𝜔𝑛,𝑓
2 − 𝜔𝑛,ℎ

2 )

−1 −2𝜁ℎ𝜔𝑛,ℎ + 𝜃1(𝑡)(−2𝜁𝑓𝜔𝑛,𝑓 + 2𝜁ℎ𝜔𝑛,ℎ)
]

= [
0 𝜔𝑛,ℎ

2

−1 −2𝜁ℎ𝜔𝑛,ℎ
]

+ [
0 𝜃1(𝑡)(𝜔𝑛,𝑓

2 − 𝜔𝑛,ℎ
2 )

0 𝜃1(𝑡)(−2𝜁𝑓𝜔𝑛,𝑓 + 2𝜁ℎ𝜔𝑛,ℎ)
] 

Multiplying (50) with the states gives, 

      (50) 

[
0 𝜃1(𝑡)(𝜔𝑛,𝑓

2 − 𝜔𝑛,ℎ
2 )

0 𝜃1(𝑡)(−2𝜁𝑓𝜔𝑛,𝑓 + 2𝜁ℎ𝜔𝑛,ℎ)
] [

𝛽(𝑡)

𝛽′̇ (𝑡)
]

= [
𝜔𝑛,𝑓

2 − 𝜔𝑛,ℎ
2

−2𝜁𝑓𝜔𝑛,𝑓 + 2𝜁ℎ𝜔𝑛,ℎ
] 𝛽′̇ (𝑡)𝜃1(𝑡)

= 𝑀𝑖𝑛𝑣𝑀𝑣𝑎𝑟(𝝆)𝑓𝑖(𝑡) 

where, 𝑀𝑖𝑛𝑣 = [
𝜔𝑛,𝑓

2 − 𝜔𝑛,ℎ
2

−2𝜁𝑓𝜔𝑛,𝑓 + 2𝜁ℎ𝜔𝑛,ℎ
] and 𝑀𝑣𝑎𝑟(𝝆) =

𝜌4, 𝑓𝑖(𝑡) = 𝜃1(𝑡). Therefore, the process fault is modeled 

as an actuator additive fault in (50). 

Wind Turbine LPV Description 

Tables may place within the texts or just before the 

figures. All quantities in tables should be accompanied by 

their units. Table footnotes should be indicated by letters 

a, b, c, etc. The states of the wind turbine model are rotor 

rotational speed, generator speed, torsion angle of the 

drive-train, generator torque, pitch angle, and pitch angle 

rate. One of the purposes of the first transformation is 

reshaping the output matrix. Therefore, we rearrange the 

order of the states in a way that the specific structure 

takes place. The state vector is defined as 

  (51) 
𝑥(𝑡)

= [𝛽′ ̇ (𝑡) 𝜃(𝑡) 𝜔𝑟(𝑡) 𝜔𝑔(𝑡) 𝑇𝑔(𝑡) 𝛽(𝑡)]
𝑇

 

Among the considered states in the model, the drive-

train equation is severely nonlinear. Such a nonlinear 

differential equation can be linearized and expressed in a 

linear parameter varying manner where the model 

matrices change with a varying parameter. The drive-train 

equation is shown in (52). 

      (52) 

𝜔𝑟̇(𝑡) =
1

𝐽𝑟
𝑇𝑎(𝜔𝑟 , 𝛽, 𝑉𝑤 , 𝑡) −

𝐾𝑑𝑡

𝐽𝑟
𝜃(𝑡)

−
𝐵𝑑𝑡 + 𝐵𝑟

𝐽𝑟
𝜔𝑟(𝑡)

+
𝐵𝑑𝑡

𝐽𝑟
𝜔𝑔(𝑡) 

The nonlinear term is 𝑇𝑎(𝜔𝑟 , 𝛽, 𝑉𝑤 , 𝑡) which is the 

aerodynamic torque exerted by the wind turbine and 

estimated in the form 𝑇𝑎(𝜔𝑟 , 𝛽, 𝑉𝑤 , 𝑡) =
1

2
𝜌𝑎𝑖𝑟𝜋𝑅3𝐶𝑞(𝜔𝑟 , 𝛽, 𝑉𝑤)𝑉𝑤

2. 𝐶𝑞 is a torque coefficient table 

and consists of aerodynamic experimental data. Using 

surface fitting by the well-known software MATLAB, a 

fifth-degree (quintic) polynomial is derived in which 

𝜔𝑟 , 𝛽, 𝑉𝑤  are the variables. The interpolated form of  
1

𝐽𝑟
𝑇𝑎(𝜔𝑟 , 𝛽, 𝑉𝑤 , 𝑡) becomes 

      (53) 

𝑇𝑎(𝜔𝑟 , 𝛽, 𝑉𝑤 , 𝑡)/𝐽𝑟 = 𝑝1𝑉𝑤𝜔𝑟 + 𝑝2𝜔𝑟
2

+ 𝑝3

𝜔𝑟
3

𝑉𝑤
+ 𝑝4

𝜔𝑟
4

𝑉𝑤
2
+ 𝑝5

𝜔𝑟
5

𝑉𝑤
3

+ 𝑝6𝑉𝑤𝜔𝑟𝛽 + 𝑝7𝑉𝑤𝜔𝑟𝛽
2

+ 𝑝8𝑉𝑤𝜔𝑟𝛽
3 + 𝑝9𝑉𝑤𝜔𝑟𝛽

4

+ 𝑝10𝑉𝑤
2𝛽 + 𝑝11𝜔𝑟

2𝛽

+ 𝑝12𝑉𝑤
2𝛽2 + 𝑝13𝑉𝑤

2𝛽3

+ 𝑝14𝑉𝑤
2𝛽4 + 𝑝15𝑉𝑤

2𝛽5

+ 𝑝16𝜔𝑟
2𝛽2 + 𝑝17𝜔𝑟

2𝛽3

+ 𝑝18

𝜔𝑟
3𝛽

𝑉𝑤
+ 𝑝19

𝜔𝑟
3𝛽2

𝑉𝑤

+ 𝑝20

𝜔𝑟
3𝛽

𝑉𝑤
+ 𝑝21𝑉𝑤

2 
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To validate the accuracy of the model, the parameters 

of the benchmark and presented model are compared. 

Fig. 2 demonstrates real data points (colored surface) and 

some sampled data from the LPV model (black points). 

 
 

Fig. 2: Torque aerodynamic coefficient (10) (colored surface) 
and sample points from the proposed model (black points). 

 

The black points approximately coincide with the real 

data surface showing the validity of the model. The 

varying parameters are capsulated in 𝝆 =

[𝑉𝑤 , 𝜔𝑟 , 𝛽, 𝛽′ ̇ ]
𝑇

. Then, a new structure is obtained by 

rearranging (53). Table 2 consists of the LPV coefficients. 
 

Table 2: Coefficients of the wind turbine LPV model 
 

𝑝1 = 2.13𝑒 − 5 𝑝2 = −8.18𝑒 − 3 𝑝3 = −3.92𝑒 − 5 

𝑝4 = 2.89e − 1 𝑝5 = −3.70𝑒 − 7 𝑝6 = 2.17𝑒 − 10 

𝑝7 = −1.10𝑒 − 11 𝑝8 = 2.47𝑒 − 13 𝑝9 = −2.63 

𝑝10 = 9.26 𝑝11 = −11.42 𝑝12 = −1.27𝑒 − 4 

𝑝13 = 8.89𝑒 − 7 𝑝14 = 1.44𝑒 − 2 𝑝15 = −3.34𝑒 − 2 

𝑝16 = −3.15𝑒 − 4 𝑝17 = 1.31𝑒 − 5 𝑝18 = −2.36𝑒 − 7 

𝑝19 = 1.53e − 7 𝑝20 = −1.2𝑒 − 9  

 

𝑇𝑎(𝜔𝑟 , 𝛽, 𝑉𝑤 , 𝑡)/𝐽𝑟

= [𝑝1𝜌1 + 𝑝2𝜌2 + 𝑝3

𝜌2
2

𝜌1

+ 𝑝4

𝜌2
3

𝜌1
2

+ 𝑝5

𝜌2
4

𝜌1
3 + 𝑝6𝜌1𝜌3 + 𝑝7𝜌1𝜌3

2

+ 𝑝8𝜌1𝜌3
3 + 𝑝9𝜌1𝜌3

4] 𝜔𝑟

+ [𝑝10𝑉𝑤
2𝛽 + 𝑝11𝜌2

2 + 𝑝12𝜌1
2𝜌3

+ 𝑝13𝜌1
2𝜌3

2 + 𝑝14𝜌1
2𝜌3

3 + 𝑝15𝜌1
2𝜌3

4

+ 𝑝16𝜌2
2𝜌3

 + 𝑝17𝜌2
2𝜌3

2 + 𝑝18

𝜌2
3

𝜌1

+ 𝑝19

𝜌2
3𝜌3

𝜌1

+ 𝑝20

𝜌2
3

𝜌1

] 𝛽 + 𝑝21𝑉𝑤
2

= ∆𝐴3,3𝜔𝑟 + ∆𝐴3,6𝛽 + 𝑝21𝑉𝑤
2 

Substituting into (52) results in 

(55) 

𝜔̇𝑟(𝑡) = −
𝐾𝑑𝑡

𝐽𝑟
𝜃(𝑡) −

𝐵𝑑𝑡 + 𝐵𝑟

𝐽𝑟
𝜔𝑟(𝑡)

+
𝐵𝑑𝑡

𝐽𝑟
𝜔𝑔(𝑡)

+ ∆𝐴3,3(𝝆)𝜔𝑟(𝑡)

+ ∆𝐴3,6(𝝆)𝛽(𝑡) + 𝑝21𝑉𝑤
2 

We are unable to merge the last term of the (55) in the 

system matrix and it is considered as model uncertainty. 

The LPV description of the model is expressed in 
 

𝐴(𝝆)

=

[
 
 
 
 
 
 
 
 
 
 
−2𝜁ℎ𝜔𝑛,ℎ 0 0 0 0 −1

0 0 1 −
1

𝑁𝑔

0 0

0 −
𝐾𝑑𝑡

𝐽𝑟
𝑎33(𝝆)

𝐵𝑑𝑡

𝑁𝑔𝐽𝑟
0 𝑎36(𝝆)

0
𝜂𝑑𝑡𝐾𝑑𝑡

𝑁𝑔𝐽𝑔

𝜂𝑑𝑡𝐵𝑑𝑡

𝑁𝑔𝐽𝑔
𝑎44 −

1

𝐽𝑔
0

0 0 0 0 −𝛼𝑔𝑐 0

𝜔𝑛,ℎ
2 0 0 0 0 0 ]

 
 
 
 
 
 
 
 
 
 

 

𝐵 = [
0 0 0 0 𝛼𝑔𝑐 0

1 0 0 0 0 0
]
𝑇

, 

𝐶 = [

0 0 1 0 0 0
0 0 0 1 0 0
0
0

0
0

0 0 1 0
0 0 0 1

], 

𝑄 = [0 0 1 0 0 0]𝑇,  

𝑀𝑖𝑛𝑣 = [𝑚1 0 0 0 0 𝑚6]
𝑇, 

   𝑀𝑣𝑎𝑟(𝝆) = 𝜌4,  𝑢(𝑡) = [𝜏𝑔,𝑟(𝑡) 𝛽𝑟(𝑡)]𝑇, 𝑓𝑖(𝑡) = 𝜃1(𝑡) 

(56) 
 

A summary of the wind turbine fault reconstruction 

and observation is illustrated in Fig. 3.  

 
 

Fig. 3: Design algorithm flowchart for wind turbine fault 
reconstruction. 

(54) 
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Results and Discussion 

In this section, reconstruction of pitch actuator fault is 

investigated. The observability of the proposed model has 

been checked in Section 3.3. The observability matrix (51) 

is full-rank during the operation which means the model 

is observable even by the time-varying nature of 𝝆. 

Considering the structure in (17), 𝑇 = 𝐼4 and  

𝑇𝑓 =

[
 
 
 
 
 
46.7 0 0 0 0 3
15.6 1 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1]

 
 
 
 
 

 

Then, solving matrix inequality (32) gives 𝑃𝑓, 𝑃11, 𝐿 and 

𝑊. Once 𝐿 is calculated, the first observer gain 𝐻𝑒𝑞(𝝆) is 

built in the structure of (41). The second transformation 

is then possible substituting 𝐿 in (39). The fault is 

reconstructed substituting 𝑊 and 𝑇 in (47). 

𝑃𝑎𝑓

= [

3.41 −0.0019
−7.854 −4.31𝑒 − 10

3.35 1.61𝑒 − 8
3.35 −10.82

3.35 3.35
1.61𝑒 − 8 −2.88𝑒 − 2

5.12𝑒 − 4 −2.88𝑒 − 2
−7.44𝑒 − 9 7.11

] 

𝐿 = [
0.0011 −1.86𝑒 − 5 5.22𝑒 − 24 0

−0.0075 −2.48𝑒 − 5 3.26𝑒 − 24 0
] 

𝑊 = [8.81𝑒 − 5 −1.06𝑒 − 7 0 −8.95𝑒 − 3] 

𝑃11 = [
17.2 −35.9

−35.9 112.8
] 

𝑘1 = 10, 𝑘2 = 1, 𝑘3 = 50, 𝑘4 = 100, 𝑎𝑓 = 50 

Wind speed, as stochastic input data, has been 

manipulated using a stochastic input profile gathered 

from the actual wind speed measurements of a wind park 

[37] An average of 15 m/s has been chosen for wind speed 

which is included in region 3 of operation regions. 

A high-slope ramp (nearly unit step) between 8th to 

14th seconds is considered as an actuator fault in the 

pitch system caused by hydraulic leakage. Hydraulic 

leakage is an incipient and fast decaying fault [7]. The 

range and the rate of such a fault are illustrated in Table 

1. To emphasize the paper methodology i.e. robust LPV 

fault reconstruction using second-order sliding mode 

observers, a different fault scenario is inspected. To 

exhibit the rapid and precise fault recognition and 

reconstruction, it is supposed that an abrupt fault takes 

place faster than 1/(100 seconds) (according to Table 1) 

in the simulation. 

Fig. 4 shows the reconstruction of the LPV fault 

indicator in the presence of model uncertainty and 

measurement noise during 6 seconds. A step is 

considered as the fault indicator 𝜃1. Also, the estimation 

of pitch system properties (natural frequency and 

damping ratio) are illustrated in Fig. 4. 

As shown in Fig. 4, once an actuator fault occurs, it is 

reconstructed accurately and immediately. The effects of 

noises and uncertainty have been minimized in (32) . 

However, the fault estimation signal conveys noise 

between the 8th to 14th seconds. The estimation of the 

new fault signal in (24) is enhanced by exploiting a low-

pass filter in the form of 

(60) 𝐹(𝑠) =
10

𝑠 + 10
 

As mentioned, the new fault signal in (10) is passed 

through a low-pass filter 𝐹(𝑠) in order to become 

smoother in (44). The measurement noise in all of the 

sensors appears as fluctuations. The measurement 

noises’ powers are chosen as ‖𝜑𝜔𝑟
‖ = 10−5, ‖𝜑𝜔𝑔

‖ =

10−1, ‖𝜑𝜏𝑔
‖ = 10+3, and ‖𝜑𝛽‖ = 10−4. It should be 

noted that the robustness of the proposed observer is not 

disturbed by the amplitude of the noises with known 

bounds. In addition, all the measurements could be 

properly filtered to avoid the harmful effects of the noises 

in state estimation. 

Figs. 5 & 6 illustrate the performance of second-order 

sliding mode observers in the presence of pitch actuator 

fault. The estimation signals converge to the system 

states in at most 2.5 seconds with less than 2.48 percent 

estimation error in generator speed. 

Rahnavard et al. [22] used an LTI first-order sliding 

mode observer to reconstruct wind turbine faults. 

Compared with this paper, both methods are fast and 

accurate and also overcome the output noises’ effects. 

But, the proposed LPV method covers all the wind turbine 

operating regions and no linearization approximations are 

required at the cost of heavier computations. While in 

[22], the nonlinear equations are linearized around an 

operating point. It requires gain-scheduling and switching 

among the models which reduces the robustness and 

model-accuracy of the method. 

Sloth et al. [17], used robust theory for LPV active-

fault-tolerant control of a benchmark model, similar to 

this paper. The LPV model in [17], contains linearizing the 

aerodynamic torque around a floating trajectory. The LPV 

model of the current paper uses a quintic multi-variable 

polynomial instead of linearization which improves the 

accuracy. 

A time-invariant sliding mode observer (with the same 

procedure for designing observer gains) is carried out for 

a nonlinear model in which the aerodynamic torque is 

regarded as the uncertainty (𝜉𝑁𝐿 = 𝑇𝑎/𝐽𝑟). It should be 

mentioned that 𝜉𝐿𝑃𝑉 = 𝑝21𝑉𝑤
2 from (55) is considered as 

the uncertainty signal, exerting the proposed LPV model. 

Fig. 7 illustrates the comparison between the fault 

reconstruction performance of the nonlinear model (in 

which the aerodynamic torque is regarded as an 

uncertainty) and the LPV model of a wind turbine from 

Section 5. As expected, the LPV model provides a more 
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accurate estimation of the actuator faults using the same 

filters (60).   

As an average value, the amplitude of fluctuations of 

fault reconstruction in the nonlinear model is 

approximately 11.5 times larger than fluctuations of fault 

reconstruction in the LPV model.  

In addition, the mean value of fault reconstruction of 

the nonlinear model is biased about 3 percent before 

fault occurrence which demonstrates the weaker 

performance of the observer, affected by large 

uncertainty (𝜉𝑁𝐿 = 𝑇𝑎/𝐽𝑟).  

It arises from the severe nonlinearity of aerodynamic 

torque which is handled using LPV methods. In this case, 

the magnitude of uncertainty in (58) is much less than 

that in the nonlinear model i.e. ‖𝜉𝐿𝑃𝑉‖ = 0.0288 𝑟𝑎𝑑/

𝑠2 in comparison with ‖𝜉𝑁𝐿‖ = 0.8979 𝑟𝑎𝑑/𝑠2. In 

addition, the observer LPV gain is calculated in an 

adaptive manner (38). 

Conclusion 

The application of SMO on a wind turbine system that 

contains a parameter varying model is investigated. The 

results of this paper show that the sliding mode fault 

reconstruction method is applicable for LPV systems. It is 

interesting to note that the severity of the pitch hydraulic 

pump is estimated while the model parameters are 

varying, sensors are faulty, and some parameters are 

uncertain.  

The LPV model of a wind turbine is derived by surface 

interpolation and fitting a quintic polynomial for the 

aerodynamic torque coefficient. The LPV model predicts 

the real behavior of the system with the highest error of 

3.2 percent.  

The robustness of the estimation and reconstruction 

scheme is another merit of the proposed SMO as shown 

in the results. Wind speed range is considered from 14 

m/s to 16 m/s and it is regarded as a stochastic input 

exerting aerodynamic torque. Fast and accurate fault 

reconstruction happens in 0.6 seconds with less than one 

percent error.  

Compared to the previous works, the proposed 

observer performance is less affected by the pitch 

actuator fault, and the fault severity is estimated in 2.5 

seconds with an error smaller than 2.48 percent. The LPV 

observer presented in this work covers both of the wind 

turbine operating regions which are more appropriate for 

large-scale applications.  

As a prospective, the proposed method will be applied 

to a real large wind turbine to assess its performance. In 

addition, the tuning mechanism of the design parameters 

of the proposed observer can be determined by using 

optimization methods such as genetic algorithm which 

results in better performance and smaller errors. 

 
 

Fig. 4: Fault indicator, natural frequency, and damping ratio of 
pitch actuator. The Blue (dashed) line is the actual signal and 

the red (solid) line is the estimation. 

 

 
 

Fig. 5: Measured state estimation (output estimation) using 
second-order SMO in the presence of pitch actuator. 
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Fig. 6: Unmeasured state estimation using second-order SMO 

in the presence of pitch actuator fault. 

 
 

Fig. 7: Comparison of fault reconstruction results in nonlinear 
model and LPV model. 
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