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Background and Objectives: In this paper, a new version of the particle swarm
optimization (PSO) algorithm using a linear ranking function is proposed for
clustering uncertain data. In the proposed Uncertain Particle Swarm Clustering
method, called UPSC method, triangular fuzzy numbers (TFNs) are used to
represent uncertain data. Triangular fuzzy numbers are a good type of fuzzy
numbers and have many applications in the real world.

Methods: In the UPSC method input data are fuzzy numbers. Therefore, to
upgrade the standard version of PSO, calculating the distance between the fuzzy
numbers is necessary. For this purpose, a linear ranking function is applied in the
fitness function of the PSO algorithm to describe the distance between fuzzy
vectors.

Results: The performance of the UPSCis tested on six artificial and nine benchmark
datasets. The features of these datasets are represented by TFNs.

Conclusion: The experimental results on fuzzy artificial datasets show that the
proposed clustering method (UPSC) can cluster fuzzy datasets like or superior to
other standard uncertain data clustering methods such as Uncertain K-Means
Clustering (UK-means) and Uncertain K-Medoids Clustering (UK-medoids)
algorithms. Also, the experimental results on fuzzy benchmark datasets
demonstrate that in all datasets except Libras, the UPSC method provides better
results in accuracy when compared to other methods. For example, in iris data,
the clustering accuracy has increased by 2.67% compared to the UK-means
method. In the case of wine data, the accuracy increased with the UPSC method is
1.69%. As another example, it can be said that the increase in accuracy for abalone
data was 4%. Comparing the results with the rand index (RI) also shows the

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

superiority of the proposed clustering method.
oo

Introduction

Data clustering plays an essential role in machine
learning, data mining, statistical analysis, image
segmentation, and pattern recognition [1]-[3]. Clustering
groups data objects based on the information found in
that qualifies the objects and their communications. The
aim of clustering is that the objects within a group be
similar or related to one another and different from the
objects in the other groups.

Doi: 10.22061/jecei.2023.9641.645

The greater likeness within a group and the greater
disagreement between the groups, the better the
clustering [4]. Almost all standard heuristic clustering
methods are developed for crisp datasets. At the same
time, in real-world applications such as sensor
measurements, biomedical, and microarray, information
cannot often be expressed by crisp numbers. For simple
example in the sentence "Ryan's intelligence is good." The
goodness of Ryan's intelligence is a qualitative sense and
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cannot be measured by any quantity. These data are
known as uncertain data.

Uncertain data can be used in many cases. There are
some quantities that must be mentioned by interval data;
For instance, the range of temperature during a day. Also,
uncertainty may have resulted from the lack of
knowledge, implicit randomness in data generation, data
staling, and inability to perform adequate physical
measurements or vagueness [5]. It is usually related to
missing or incomplete information or the probability of
occurrence of given information [6]. Therefore, it is a
critical issue to consider uncertain data in clustering
algorithms. The clustering of uncertain data has been
considered in various papers [7]-[13]. In some studies,
interval data is used to represent uncertain data [7]. A
famous example of interval data is the temperature data
set [7]. The temperature interval data set gives the
minimum and the maximum monthly temperatures of 37
cities in degrees centigrade. This data set has 12 features
and 4 cluster. In [8], an uncertain clustering algorithm
using cloud model is proposed. In [9], one method of
multiple kernel fuzzy clustering for uncertain data
classification has been presented. A suitable cluster
validity index for uncertain data clustering is presented in
[10]. In[11], a new clustering algorithm is presented using
the k-medoids for uncertain objects. In [12], uncertain
data clustering in distributed peer-to-peer networks has
been done. In [13], an upgrade of particle swarm
optimization (PSO) algorithm for the fuzzy environment
has been reported where particles have been defined as
fuzzy numbers, and their motion has been reformulated
by fuzzy equations.

In [14], interval data clustering based on the adaptive
dynamic cluster method has been described. Carvalho et
al. used adaptive Hausdorff distances and dynamic
clustering to cluster the interval data [15]. In [16], a novel
clustering method based on novel density and
hierarchical density has been proposed for interval data.
Likewise, using interval data in various methods and
applications is described in [7]. Using fuzzy numbers is
another common way to express uncertain data. Tayyebi
proposed a fuzzy clustering method (FCM), which clusters
trapezoidal fuzzy numbers [17]. In this method, a linear
ranking function is applied to define a distance between
trapezoidal fuzzy data.

On the other hand, the powerfulness of optimization
algorithms has caused those the heuristic clustering
methods such as the genetic algorithm-based clustering
method [18], [19] particle swarm optimization algorithm-
based clustering method [20], [21], learning automata-
based clustering method [22], and clustering method
based on gravitational search algorithm [23], [24] be
created. In these clustering methods, the optimization
algorithms are used to find the optimal centroids for

clusters.

This type of clustering method (heuristic clustering
method) is used in many types of research [18]-[24], and
their results show that these clustering methods have
good potential to apply in different applications. Despite
all the advances of these clustering methods [18]-[24],
clustering of uncertain data with these methods is one of
the topics that have not yet been investigated. So, in this
paper, we want to promote one of these clustering
methods to cluster uncertain data. Thus, the particle
swarm optimization algorithm-based clustering method,
which is one of the best clustering methods of this family,
is chosed. The particle swarm optimization (PSO)
algorithm is a relatively novel heuristic algorithm
introduced by Kennedy and Eberhart [25]. PSO algorithm
efforts to find the optimal solution throughout the
simulation of some concepts that obtained from bird
flocking, fish schooling, and other social folks. Each
particle can efficiently attain his objective using the
information that is owned by itself and the information
thatis assigned between the folk. This means that the PSO
algorithm is an optimization procedure that utilizes the
laws of social behavior [26]. Data clustering using the PSO
algorithm was first suggested by Engelbrecht and Merwe
in [27]. The idea of this clustering algorithm was allocating
all cluster centroids to each particle and update the
particle following to the fitness function value computed
for the particle. As mentioned, particle swarm
optimization has used only for certain data until now. In
this paper, an enhancement of the PSO algorithm is
proposed to appropriate for clustering uncertain data
(triangular fuzzy numbers).

In this paper, for the first time, the new version of the
particle swarm optimization algorithm is proposed for
clustering uncertain data. For presenting uncertain data,
triangular fuzzy numbers are used. On the other hand, in
the present paper, particle swarm optimization algorithm
is promoted to proceed with clustering triangular fuzzy
numbers. The proposed method is called the Uncertain
Particle Swarm Clustering (UPSC) method. In the UPSC
method, particles are triangular fuzzy numbers.
Therefore, to upgrade a version of standard PSO,
obtaining the distance between the fuzzy numbers is
necessary. For this purpose, a linear ranking function is
applied to describe the distance between fuzzy vectors.

Ranking function used in the proposed method (UPSC)
is introduced for triangular fuzzy numbers; because
triangular fuzzy numbers are a good type of fuzzy
numbers and have many applications in the real world.
Much of the data in the real world is expressed with
specific precision, which can be well represented by a
triangular fuzzy number. The proposed method can also
be used for clustering datasets of the type of interval
data, real data or trapezoidal fuzzy number.
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The contributions of this paper are as follows:

1- The method proposed in this paper can cluster
uncertain or fuzzy data. In other words, uncertain
data can be given as input to the proposed algorithm
and be clustered.
in order to capable cluster uncertain data by the
proposed algorithm, it is necessary to make changes
in the conventional PSO algorithm. An important
change is the use of a linear ranking function in the
fitness function of PSO algorithm. With this, the
distance between fuzzy/uncertain numbers can be
calculated and evaluated. The changes applied to the
conventional PSO algorithm provide a new version of
the conventional PSO algorithm that can cluster
fuzzy/uncertain data.

3- The new proposed cost function (using linear ranking
function) of the proposed method can find the
optimal centers of the clusters for data whose
features are expressed in triangular fuzzy numbers
(TFNs).

4- The most important advantage of the proposed
method is compatibility with real-life applications.
For example, the proposed method is its applicability
in missing value data because one way to express
missing value data is to estimate it with triangular
fuzzy numbers by using the Fuzzy Nearest
Neighborhood Mean (FNNM) method [17].

5- The proposed method can also be implemented for
crisp data because crisp data is a particular type of
fuzzy data and can be represented as triangular fuzzy
data easily. It is necessary to mention uncertain data
is uncertain due to noise. The fact that we defined a
fuzzy membership function for each input data
indicates that it is noisy.
One of the strengths of the proposed method is its
general and modular form. Most of the
computational work of the proposed method, such as
fitness function and fuzzification of features, are
general, and other heuristic methods with minimum
changes can be utilized instead of PSO.

The rest of this paper are constituted as follows:
Initially some preliminary notations and concepts of fuzzy
numbers and fuzzy theory is presented. Then the
proposed particle swarm optimization algorithm for
clustering fuzzy data and the experimental clustering
results are reported. Finally, conclusion of the paper is
reported.

N
'

[e)}
1

Preliminary Concepts

This section is divided into two subsections. Subsection
“A” describes several concepts of the fuzzy set theory.
Due to the importance of ranking function in the method
presented in the present paper, Subsection “B” will
investigate this issue, and in it, a linear ranking function
for comparing fuzzy numbers are introduced. While

Clustering of Triangular Fuzzy Data Based on Heuristic Methods

introducing ranking function, the necessary definitions
and lemmas is provided.

A. A Brief Introduction to Fuzzy Set Theory

In this section, we review the main concepts of the
fuzzy set theory, initialize by Bellman and Zadeh in [28],
and is applied in this paper.

Let UNI be the universal set. A mapping P:UNI —
[0,1] is a fuzzy set. The value P(x) of P at x € UNI stands
for the grade of membership of x in P. A fuzzy set P is
normal if there exists x, € UNI such that P(x;) = 1. An
a-cut of fuzzy number P, ac[0,1],isa crisp set as:

a= {x€ UNLP (x) > a} (1)

If a fuzzy set P satisfies that P is a closed interval for
every a€ [0,1], then P is called a fuzzy number. A
particular type of fuzzy numbers is the triangular fuzzy
number (TFN) to be determined as:

0 for X< Pq
-P
5 ﬁ for Pi<X< P,
=< P3—x 2
a == for P, <x< P, (2)
0 for P; <x

For reduction, the TFN P has been marked by P =
(P, P, P3) (Fig. 1). Next, arithmetic operation on
triangular fuzzy numbers is described. Suppose that p =
(p1,P2,P3) and § = (q41,92, q3) be two triangular fuzzy
numbers and c a real number. Scalar product and scalar
addition operators are described as follows:

c.p=(cpy,cpycps) ifc=0,c€ER (3)
c.p = (cps,cpycpy) ifc<0,c€ER (4)
p+d=(p1+3d:u,p2+92pP3+0q3) (5)
p—d=(p1—d3P2—d2P3 —4q1) (6)
P(x)
el

\
I
Py P, Py
Fig. 1: Membership function of TEN P = (P,, P,, P;).

B. Ranking Function

There are several procedures for comparing fuzzy
numbers, which can be viewed in Tanaka and Ichihashi
[29], Lai and Hwang [30], Fang and Hu [31], and
Shoacheng [32].

One of the most suitable of these procedures has
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relied on the notion of comparison of fuzzy numbers using
ranking functions [33]-[41]. In this section, a ranking
function have been investigated to determine a distance
between fuzzy vectors.

An effective approach for arranging the point of F(R) is
to determine a ranking function R: F(R)—>R that maps each
triangular fuzzy number into the actual line, where a
natural order exists.

The ranking function is applied to specify a distance
between triangular fuzzy vectors in the section 3. In this
section, only linear ranking function are considered, i.e., a
ranking function R such that

R(® +cd) = R(P) + cR(Q) (7)

for any p, GEF(R) and any c €R, it is clear that R (0) = 0,
where 0 = (0,0,0). The ranking function is defined using
Lemma.

Lemma 2.2.1 For constant nonnegative numbers a, S€ER,
the function R: F(R)->R is determined as:

R(p) = ap; + 2Bp, + aps (8)

where p = (p1, P2, P3)EF(R) is a linear ranking function.
The proof was given in [17]. For example, if a=f=1/4,
then R(P) = p; + 2p, + p3/4, that has been suggested
by Yager [42].

In the proposed method (UPSC), we set a=£=1/4 for
the ranking function.

Then, for triangular fuzzy numbers p and g, we have

~(q3 +q1) (9)

Ranking function used in the proposed method (UPSC)
are introduced for triangular fuzzy numbers; because
triangular fuzzy numbers are a standard approximation
for fuzzy numbers and have many applications in the real
world. Much of the data in the real world is expressed
with specific precision, which can be well represented by
a triangular fuzzy number. For example, persons ‘weight
can be defined with a sure accuracy, which can be well
represented by triangular fuzzy numbers. The proposed
method (UPSC) can also be applied for clustering datasets
of the type of interval data, real data or trapezoidal fuzzy
number.

A ranking function to specify a distance between
trapezoidal fuzzy vectors/numbers is explained in [17].
Obviously, any real number and any interval number can
be rewritten as a trapezoidal fuzzy number.

Uncertain Particle Swarm Clustering (UPSC)
Method

In this section, at first, an overview of PSO and then
PSO clustering method for certain data and finally
proposed method (UPSC) for uncertain data will be
explained respectively.

C. An Overview of PSO

The particle swarm optimization (PSO) algorithm is a
relatively novel heuristic algorithm introduced by
Kennedy and Eberhart [25], [26]. In PSO method, the
particles fly through the problem/search space by
following the optimal particles. Each particle recollects
the best position that it has searched (Pyest) and also best
position among all the particles in the Population/group
(Gpest). The position of each particle updates according to
the Ppest and Gpest in the search space. A simple and
standard implementation of PSO algorithm is as follows
[43]:

1. Create a random population of particles in the search
space

2. Calculate the fitness of each particle according to the
fitness function defined in the problem

3. Update the velocity of each particle based on the
velocity (10)

Velid(t +1) = erl?(t) + rand X ¢; X [pgesti -
x3(t)] + rand x ¢, X [ggesti —x{(®)] (10)

where, ¢; and c; are two positive constants, rand is
random number uniformly distributed within the
span [0,1], w is the inertia weight. In the proposed
method (UPSC), we set c;=c,=2 and w=0.7. position of
the ith particle shows with X; = (x{,x2, ...,x") and
velocity of the ith particle shows with VEL; =
(vell,vel?, ..., vell). Also, the best previous position
of the ith particle represent with Pyesii =
(Pbest;» Phestyr > Phest;) and  the  best  previous
position among all the particles in the group shows
with Gbesti = (g%)esti' gtz)esti' ""ggesti)'

4. Update the position of each particle using the
position (11)

x3(t+ 1) = veld(t + 1) + x3(t) (11)

5. Repeat loops 2 to 4 until the stop condition is met.
The condition for stopping is usually to achieve the
desired accuracy or maximum number of repetitions.

D. PSO Clustering Method for Certain Data

Among all the literature attempts to improve the
particle swarm optimization algorithm to real/certain
data clustering, [44] represents to be the one that is
nearest to the main ideas of the PSO because each
particle perceives an entire candidate solution to the
problem. In other words, each particle represents the
center of the cluster. Based on this method, a particle X;

is created as follows:

X; = (mjq, myy, ..., my.) for L=1,2,..c (12)
For clusters with n dimension mj;y, is as follows.

m;, = (m}, m3,...,mY}) for p=1,2,..,n (13)

where c is the number of clusters to be organized, and
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m;;, corresponds to the Lth centroid of the ith particle, the
centroid of the cluster C;. So, a lonely particle
demonstrates a candidate solution to a given clustering
problem.

The input data set D contains N samples with
dimensions n.

D = (d4,d,, ...,dy) fork=1,23,..,N (14)
where dy defines as follows:
dy = (d, dZ, ..., d}) for p=123,..,n (15)

The fitness of each particle is evaluated by the
following fitness function.

ZE:l[ZdeECiL ED(dy, mj)/|Cig ]
c

Fitness function =

(16)

where dy = (di, d3, ..., dD) defines the kth data vector,
|Ci.| is the number of data vectors belonging to the
cluster C;;, and ED is the Euclidian distance between d,
and myj, .

E. The Proposed Uncertain Particle Swarm Clustering
(UPSC) Method

In this section, a novel PSO algorithm is offered for
clustering triangular fuzzy data. This algorithm expands
the standard PSO algorithm introduced in [44] because
the standard PSO algorithm just clusters certain/real data.

Suppose we have a dataset such as:
D =[d;,d,,....,dy] fork=1,23,..,N (17)

where N is the number of data vector to be clustered.
In (17) we have:

de = (di,d2...,d)T for

And

p=123..,n (18)

dp = (), (d}), (d),) fork=123,.,N and
p=123,..,n (19)

Thus, D is a part of F**N(R). The goal is to divide dy's
into ¢ clusters.

Allow X; be a triangular fuzzy matrix of the prototype.
X, is defined as:

Xi = (fﬁil,fﬁiz, ...,fflic) for L=1,2,...,C (20)

Fitness function(UPSC) =

ZE=1[zvakec_L23=1[a((d£)1+(d£)3—(mFL)l—(m}’L)3)+zB((dﬁ)z—(m&)zn2/|ciL|1

Clustering of Triangular Fuzzy Data Based on Heuristic Methods

X, is a part of F"™*¢(R). In (20) we have:
m, = (fﬁilL' ﬁlizL'

fﬁ?L = ((m?L)l, (mFL)Z. (mipL)3) forL =

1,2,3,..,c and p=1,23,..,n (22)

,Af) for p=1,2,.,n (21)

Because the data are fuzzy, it is assumed that the
prototype is also triangular fuzzy numbers. But in the
implementation of the proposed method (UPSC), it was
decided to obtain cluster centers as real numbers, so in
(22) (me)l = (me)z = (me)3 is considered. In the
following, the linear ranking function is applied to
describe a distance between the fuzzy vector dy's and
vector ;. 's to be necessary to extend the standard PSO
algorithm.

Definition 3.3.1 allow R be a linear ranking function. The
mapping dg: F*(R) X F*(R) — R with

n n

dR(?' g) = Z R? (?p - gp) = Z(R(?p) - R(gp))z
p=1 p=1

(23)

is called a fuzzy distance with relation to R where f=

(f1,f2, ., £0),8 = (81,82, -, 8n) € F(R).

It is clear that the description of dg is a direct
expansion of the formal Euclidean distance. Based on
Lemma 2.2.1, the ranking mapping R to be described by
(24) is linear. So, for ranking function R, the fuzzy distance
can rewrite as follows:

R(P) = ap; + 2Bp, + aps (24)
d%{( [F1!F2' "'l?n]l [gli gZ' Ign]) = ZE=1[0‘((fp)1 +

(fp)S - (gp)l - (gp)S) + ZB((fp)z + _(gp)z)]z (25)
Fp = ((fp)l' (fp)zr (fp)S) and gp =
((gp)l,(gp)z,(gp)3) for p=1, 2, ..., n. The (25) specifies
the value di(f,g) clearly; but the compact form of

definition 3.3.1 is applied.
The proposed UPS clustering algorithm solves

where

Fitness function(UPSC)
Zf=1[2vakec_L dg (dy, ;) /1Cic ]

C

(26)

where ind, € F>N(R) .
Now, the proposed algorithm (UPSC) for clustering
triangular fuzzy data is described.

(27)

(o

It is clear that any real number can be written as
triangular fuzzy number, so Algorithm 1 is converted to
the standard PSO algorithm for real data.
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Algorithm 1: Uncertain particle swarm clustering (UPSC)
algorithm

Choose the number of clusters cand set iteration = 1

Initialize the cluster centroids of each particle randomly

For iteration =1 to iteration max do

Begin

For each particle i do

Begin

For each data vector dy do

Begin

Calculate the dﬁ( dy, IYliL)to all cluster centroids m;;,using fuzzy
distance (28) obtained using ranking functions.

A3 (Ao i) = Zhoslec((d]), + (d]), = (mh), — (mh),) +
2B((dg),, — (m) )1 (28)

Assign dy to cluster C; such that:

d&(dy, i) = min {d&(dy, M)} forV=12,..,c

(29)

End

End

Calculate the fitness function using (26)

Update the global best and local best positions

Update the cluster centroids using (10) and (11)

End

It is a preference for the proposed algorithm (UPSC)
that if data is a specific type (such as real numbers,
interval numbers, or TFNs), then prototypes are the same
as type; prototypes are linear compounds of data.

Experimental Results

In this section, datasets, evaluation criteria, and
numerical results are explained.
F. Datasets

To evaluate the proposed method (UPSC), several
datasets, including six artificial datasets and nine UCI
datasets, are used. These datasets have been converted
to triangular fuzzy numbers and then used.

Nine Benchmark Datasets

These datasets are iris, wine, vehicle, yeast, image,
abalone, libras, glass, ecoli. These datasets are existent at
the UCI machine learning repository [45]. The
specifications of these datasets are existent in Table 1.

Table 1: Characteristics of fuzzy benchmark datasets

Dataset #Objects #Classes #Attributes
Iris 150 4 3
Wine 178 13 3
Vehicle 846 18 4
Yeast 1484 8 10
Image 2310 19 7
Abalone 4124 7 17
Libras 360 90 15
Ecoli 327 7 5
Glass 214 9 6

Six Artificial Datasets

For three artificial datasets using MATLAB functions, a
uniformly distributed pseudorandom integer has been
created. The first dataset has 20 points distributed among
two clusters Fig. 2. The second dataset has 500 points
distributed among five clusters Fig. 3, and the third
dataset has 150 points distributed among three clusters
Fig. 4.

180
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100+
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Fig. 2: Seed artificial dataset 1, which created using the uniform
distribution of MATLAB software.
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Fig. 3: Seed artificial dataset 2, which created using the uniform
distribution of MATLAB software.
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Fig. 4: Seed artificial dataset 3, which created using the uniform
distribution of MATLAB software.
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For the other two artificial datasets, the same data
point formations introduced in [14] are considered. At
first, two standard quantitative datasets in R? be
regarded. Each dataset includes 350 points distributed
among three clusters of unequal sizes and shapes: one
cluster with size 50 and a spherical shape and two clusters
with sizes 150 and ellipsis shapes. Data points of each
cluster in datasets 4 and 5 were drawn following a bi-
variate normal distribution of autonomous parts with th
following mean vector and covariance matrix:

M1 o2 O]
H2 0 o3

Artificial dataset 4 exhibits well-separated clusters
Fig. 5.

H= ] and X, = [ (3C

0r

B0

a0

40+

30r

20r

Fig. 5: Seed artificial dataset 4, which exhibit well-separated
classes.

Data points of each cluster in dataset 4 were drawn
following the subsequent parameters:

Class 1:; = 28,1, = 22,02 = 100,063 =9 (31)
Class 2: i, = 60,1, = 30,02 = 9,0% = 144 (32)
Class 3:; = 45,1, = 38,02 = 9,05 =9 (33)

Artificial dataset 5 exhibits overlapping clusters Fig. 6.
Data points of each cluster in dataset 5 were drawn
following the subsequent parameters:

Class 1:; = 45,u, = 22,02 = 100,63 =9 (34)
Class 2:u; = 60,u, = 30,07 = 9,03 = 144 (35)
Class 3:; = 52,1, = 38,02 =9,02 =9 (36)

The sixth dataset has non-linearly separable clusters.
This dataset is very suitable for density-based clustering
algorithms like DBSCAN. This dataset has 500 points and
two clusters Fig. 7.

To create artificial data in this paper, an attempt has
been made to use different types of data with different
numbers, different distributions, different dispersions,
different complexities, and different amounts of
interference.

Clustering of Triangular Fuzzy Data Based on Heuristic Methods

For example, dataset 1 is a straightforward artificial
dataset. The purpose of creating it was merely to
demonstrate the ability of the proposed method for
solving the desired problem. In datasets 2 and 3, the
number of samples and clusters has increased compared
to dataset 1. In dataset 5, more interference was
considered for data. In dataset 6, data distribution was
considered more difficult than in other datasets.
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Fig. 7: Seed artificial dataset 6.

G. Converting Real Numbers to Triangular Fuzzy Number

A simple method is used to convert all datasets to
triangular fuzzy datasets. Triangular fuzzy number in LR
format is show in Fig. 8. In LR format we have:

p* =P, —-P, ,P.=P,—-P,F= P, (37)

If Poi be a crisp or certain data, firstly, the maximum
and minimum values of each crisp dataset
(min(P,) and max(P,)) are obtained using equations (38,
39) (N is the number of data sets). The P, and P*
parameters are set to a random value using (40) and
uniform distribution (41). The “rand” function of MATLAB
software is used in (41) to generate random real numbers
with a uniform distribution.

min(Py) = i:lirlzi?N P, (38)
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max(P,) = i=r1r,126,1.)f,N Py, (39)
TFN range = alpha X ( max(P,) — min(P,) ) (40)
P, = P* = rand X TFN range (41)

Now crisp data is converted to triangular fuzzy data
(TEN). Triangular fuzzy data (P) exhibits in the following
format (42).

P=(P,P,P" )ir =P, — P ,P,,P; — P,) (42)
P(x)

Fig. 8: Triangular fuzzy number in LR format (P =
(Po, Py P* J1r)-

Before using data to test the proposed method
(UPSC), normalization preprocessing is performed on it.

H. Evaluation criteria

In this paper, the accuracy criterion mentioned in
[16], which is one of the most popularly used criteria, is
utilized to measure the accuracy of the clustering results.
To calculate accuracy, each cluster is assigned to the class
which is most repeated in the cluster. Then the accuracy
of this assignment is evaluated by counting the number of
correctly assigned objects and dividing them on all objects
n. formally

accuracy(M, CL) = % > mlflxlmC N cly| (43)

where M = {m;,m,, ...,m.} is the set of clusters and
CL={cly, cly, ..., cly } is the set of classes.

The Rand Index (RI) criterion is another criterion
computed to exhibit the resemblance between the two
procedures of labeling (44). The rand index for error-free
clustering is equal to 1.

a+b
n(n—-1)/2

Rand Index (M, CL) = (44)

In (44), a is the number of pairs that are together in
both classes and clusters, and b is the number of pairs that
are separated from each other both in classes and
clusters.

I. Numerical Results

In this section, the proposed method and other

methods are evaluated based on the mentioned criteria.

In all simulations, c1=c,=2 and w=0.7 for UPSC, and as
discussed in section 2, a=£=1/4 for ranking function is set.
The experiment is repeated ten times to decrease the
variation from trial to trial. Table 2 shows the accuracy
results on six artificial datasets for the proposed method
(UPSC), UK-means, and UK-medoids. The Accuracy or
purity is one of the most popular criteria for evaluating
clustering methods. Two sample results for each dataset
in Table 2 are reported.

These results are related to two different alpha
parameters in (40). The first row is related to alpha =
0.01, and the second row is associated with alpha =
0.03.

The higher the alpha, the higher the margin of fuzzy
triangular numbers (P, and P* in Fig.8). The average,
best and worst answers for ten times implementation of
these algorithms are reported in Table 2. The mean is the
average of the answers received from the ten times the
implementation of these algorithms. Also, best and worst
show the best and worst answers received from the ten
times of implementing these algorithms, respectively. To
evaluate the proposed method (UPSC), the Uk-Means and
Uk-Medoids algorithms also implemented. In fuzzy
artificial dataset 1, which is straightforward, all three
methods performed the clustering without error. In
artificial dataset 2, when the alpha coefficient increases
to 0.03 (data uncertainty increases), firstly, our proposed
method can find the answer without error in this case.
Secondly, the mean, the best and the worst answer are
slightly different together and can be said that the
stability of our proposed method is higher. In the artificial
dataset 3, as can be seen from Table 2, for alpha=0.01,
answers of all three methods are without error. Still, by
increasing the alpha coefficient to 0.03, the superiority of
UPSC is quite apparent, because in this case, mean, best
and worst answer is the same.

This means complete stability of the proposed method
in the case of dataset 3, While in the UK-Means and UK-
medoids methods, the best and worst answers are
different. In artificial dataset 4, although the UK-Means
and UK-medoids methods have better stability, the mean
and the best answer obtained using UPSC are better. For
the artificial dataset 5, which has high interference, and
the artificial dataset 6, which has a more difficult
distribution, according to Table 2, the UPSC method has
the better answers and good stability.

After artificial datasets, to have a more realistic
valuation, the UPSC method is applied to the UCI datasets
as mentioned above. The optimal cluster prototypes are
available for these datasets. Table 3 shows the accuracy
results on nine fuzzy benchmark datasets.

The results are achieved by repeating the experiments
10 times.
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Table 2: Clustering accuracy results on fuzzy artificial datasets using UPSC, UK-Means, and UK-medoids methods

UPSC UK-Means UK-medoids
Dataset
Mean best worst Mean best worst Mean best worst
alpha=0.01 1 1 1 1 1 1 1 1 1
Artificial dataset 1
alpha=0.03 1 1 1 1 1 1 1 1 1
alpha=0.01 0.9712 0.9920 0.7840 0.8780 0.9960 0.7960 0.8688 0.9960 0.7680
Artificial dataset 2
alpha=0.03 0.9976 1 0.9960 0.8748 1 0.7720 0.9228 0.9800 0.7960
alpha=0.01 1 1 1 1 1 1 1 1 1
Artificial dataset 3
alpha=0.03 1 1 1 0.9547 0.9867 0.6667 0.9667 1 0.6667
alpha=0.01 0.8386 0.8786 0.8214 0.8086 0.8143 0.8000 0.8057 0.8143 0.8000
Artificial dataset 4
alpha=0.03 0.8993 0.9071 0.8286 0.8621 0.8786 0.8571 0.8514 0.8571 0.8286
alpha=0.01 0.7843 0.7857 0.7714 0.7300 0.7500 0.7000 0.7357 0.7571 0.7143
Artificial dataset 5
alpha=0.03 0.7814 0.7857 0.7786 0.7093 0.7143 0.7071 0.7071 0.7643 0.6929
alpha=0.01 0.8480 0.8640 0.8410 0.8377 0.8450 0.8290 0.7758 0.8590 0.5420
Artificial dataset 6
alpha=0.03 0.8560 0.8680 0.8430 0.8442 0.8540 0.8400 0.8372 0.8600 0.8170

As can be seen in Table 3, UPSC has higher accuracy
than the other two methods for iris data. Besides, the best
and worst answers of UPSC for iris data are less different
than the other two methods. In the case of wine data,
UPSC method is more accurate and stable than the UK-
medoids method and more accurate than the UK-Means
Method. In the vehicle dataset, when the data
uncertainty increases with increasing alpha, the ability of
our proposed method increases, and we reach a higher
accuracy than the other two methods. In the yeast
dataset, the best answer with a slight difference is related
to UPSC method, but the mean of our method is better
with more differences than the other two methods. For
the image dataset, UPSC method has the highest
accuracy. In the abalone dataset, the UPSC method has a
significantly better answer, and with increasing the alpha
coefficient, the accuracy of the UPSC method increases.
In contrast, for the UK-Means and the UK-medoids
methods, the accuracy decreases with increasing alpha,
and this demonstrates the ability of the UPSC method for
clustering fuzzy data.

In the glass and ecoli datasets, according to Table 3,
the proposed method has a better answer, and like the
other the dataset, the clustering accuracy increases with
increasing alpha. Only in the libras dataset the accuracy of
UPSC method less than that of the other two methods.
Although the UK-Means Method has the highest accuracy
for the libras dataset, in this method and the UK-medoids
method, accuracy decreased with increasing alpha. While
with increasing alpha coefficient, UPSC's ability in
clustering increased.

In the continuation of this section, Table 4 and Table 5
are presented to facilitate the comparison of UPSC
method with other methods.

The best answer for the proposed method was for
alpha=3. Therefore, Table 4 and Table 5 are reported for
alpha=3. Table 4 is a summary of Table 2. The achieved
results for UPSC in challenging with the other
methods show the capability and robustness of
UPSC method. As Table 4 shows, in all artificial
datasets, UPSC method gives the best answer. Table
5 compares the results of UPSC method on the
benchmark dataset with the UK-means, the UK-medoids,
and uncertain ACO (Ant Colony Optimization) methods. In
Table 5, the best accuracy, the mean accuracy and RI
index are reported. The propinquity of the best accuracy
and the mean accuracy in Table 5 illustrate the higher
stability of UPSC method.

According to Table 5 in eight datasets, UPSC method
has higher accuracy. Although in libras dataset the UK-
means method has the highest accuracy, but with
increasing the alpha coefficient, the ability of UPSC
method for clustering libras data increase. In contrast, for
the UK-means method, with increasing alpha, the
clustering accuracy decrease. In Table 5, whatever the
rand index (RI) is close to 1, The clustering error is less.

According to the calculations reported in Table 5, the
proposed clustering method has a better Rand index in
datasets. Due to the random and search-based nature of
the proposed method, the volume of calculations and the
execution time of the algorithm increase. Of course, since
the calculations are done offline, this issue becomes less
important. In other words, this time is related to
clustering the existing data and finding the optimal
centers of the clusters. After the clustering is done, the
clustering of unknown and new samples is done in very
little time.
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Table 3: Clustering accuracy results on fuzzy benchmark datasets using UPSC, UK-Means, and UK-medoids methods

UPSC UK-Means UK-medoids

Dataset
Mean best worst Mean best worst Mean best worst
) alpha=0.01 0.8973 0.9200 0.8867 0.8647 0.8867 0.6667 0.8300 0.9067 0.6667
s alpha=0.03 0.8960 0.9267 0.8800 0.8867 0.8867 0.8867 0.8493 0.9000 0.6667
) alpha=0.01 0.9534 0.9663 0.9438  0.9449 0.9494 0.9326 0.8326 0.9270 0.6011
Wine alpha=0.03 0.9579 0.9663 0.9494 0.9478 0.9551 0.9326 0.8629 0.9663 0.6180
) alpha=0.01 0.3827 0.4031 0.3700 0.3959 0.4078 0.3652 0.3858 0.4102 0.3641
vehicle alpha=0.03 0.3987 0.4232 0.3712 0.3858 0.4043 0.3641 0.3892 0.4078 0.3629
alpha=0.01 0.4739 0.5168 0.4387 0.4678 0.5004 0.4135 0.4725 0.5068 0.4422
Yeast alpha=0.03 0.5054 0.5263 0.4650 0.4935 0.5218 0.4401 0.4980 0.5200 0.4161
alpha=0.01 0.6541 0.7039 0.6117 0.6214 0.6814 0.5745 0.6403 0.6926 0.5667
image alpha=0.03 0.6518 0.7061 0.6160 0.6206 0.6771 0.5745 0.6292 0.6948 0.5502
alpha=0.01 0.2602 0.2679 0.2512 0.2164 0.2204 0.1998 0.2225 0.2345 0.2072
Abalone alpha=0.03 0.2611 0.2701  0.2500 0.2142 0.2200 0.202 0.2220 0.2330 0.2167
) alpha=0.01 0.4158 0.4417 0.3917 0.4636 0.5083 0.4306 0.4414 0.4833 0.4028
Libras alpha=0.03 0.4156 0.4667 0.3611 0.4758 0.5028 0.4500 0.4342 0.4861 0.3861
alpha=0.01 0.5308 0.5561 0.5000 0.5108 0.5501 0.4800 0.5290 0.5561 0.5093
Glass alpha=0.03 0.5407 0.5794  0.4953 0.5192 0.5514 0.5000 0.5286 0.5415 0.5040
) alpha=0.01 0.7908 0.8318 0.7523 0.7801 0.8043 0.7523 0.7839 0.8218 0.7454
Feol alpha=0.03 0.7920 0.8349 0.7584  0.7755 0.7890 0.7645 0.7801 0.8226 0.6453

Table 4: Comparing The best accuracy of UPSC method with the best accuracy of other methods for fuzzy artificial datasets

Dataset UPSC (proposed method) UK-Means UK-medoids
Artificial dataset 1 1 1 1
Artificial dataset 2 1 1 0.98
Artificial dataset 3 1 0.9867 1
Artificial dataset 4 0.9071 0.8786 0.8571
Artificial dataset 5 0.7857 0.7143 0.7643
Artificial dataset 6 0.8680 0.8540 0.8600

Fig. 9 shows the implementation time of the proposed
clustering method (UPSC) for all data. All tests and
simulations in this paper (for proposed method and other
conventional method) by the computer with Core (TM) 2
Duo 2.20GHz central processing unit and 4GB memory in
MATLAB software environment performed.  As shown
in Fig. 9, the larger the dataset volume according to Table
1, the more time is required to implement the UPSC
method.

For example, according to Table 1 abalone dataset
contains 4124 objects.

This dataset has 7 features, and the goal is to separate
the abalone dataset into 17 clusters. Therefore, more

time is needed to run the UPSC method than (for
example) the iris dataset; Because the iris dataset has 150
4-dimensional samples that should be divided into 3
clusters.

Artificial datasets are also small in volume, so little
time is required to implement the UPSC method.

Due to the large number of datasets used in this paper,
only clustering output diagrams for artificial datasets 1, 2
and, 3 are shown.

Fig. 10, Fig. 11, and Fig. 12 show the clustering
diagrams for these datasets. The diagrams in Fig. 10, Fig.
11, and Fig. 12 associated with the UK-means and the UK-
medoids methods are for alpha=0.03.
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Table 5: Comparing the UPSC method with other methods for fuzzy benchmark datasets

UPSC (proposed method) UK-means UK-medoids Uncertain ACO
Best Mean Best Mean Best Mean Best Mean
accuracy accuracy accuracy accuracy accuracy accuracy accuracy accuracy
Iris 0.9267 0.8960 0.9400 0.8867 0.8867 0.9273 0.9000 0.8493 0.9384 0.9211 0.8945 0.9388
Wine 0.9663 0.9579 0.9478 0.9494 0.9449 0.9344 0.9270 0.8326 0.9412 0.9479 0.9389 0.9320
Vehicle  0.4232 0.3987 0.3793 0.4043 0.3858 0.3794 0.4078 0.3892 0.3755 0.3992 0.3850 0.3782
yeast 0.5263 0.5054 0.6548 0.5218 0.4935 0.6117 0.5200 0.4980 0.6188 0.5243 0.5030 0.6517
image 0.7061 0.6518 0.6784 0.6771 0.6206 0.6617 0.6948 0.6292 0.6702 0.6954 0.6615 0.6720
Abalone  0.2701 0.2611 0.7896 0.2200 0.2142 0.7869 0.2330 0.2220 0.7725 0.2345 0.2301 0.7851
Libras 0.4667 0.4156 0.5873 0.5028 0.4758 0.5990 0.4861 0.4342 0.5897 0.4634 0.4020 0.5855
Glass 0.5794 0.5407 0.5879 0.5514 0.5192 0.5791 0.5415 0.5286 0.5788 0.5702 0.5326 0.5833
Ecoli 0.8349 0.7920 0.8343 0.7890 0.7755 0.8143 0.8226 0.7801 0.8275 0.8240 0.7899 0.8225
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Fig. 9: Clustering time for all fuzzy datasets in UPSC method.

To see the results of the proposed method (UPSC) for
alpha=0.01, we have also shown it in Fig. 10, Fig. 11, and
Fig. 12. These clustering diagrams show that UPSC
method can find centroids of clusters related to these
datasets without error or minimum error.

Dataset 1 is a straightforward artificial dataset. The
purpose of creating this dataset was mere to demonstrate
the ability of UPSC method in fuzzy/uncertain data
clustering. In fact, in clustering, the results are the centers
of the clusters. The two obtained cluster centers for the
artificial dataset 1 are shown in Fig. 10 with two squares,
blue and red. As you can see in Fig. 10, UPSC method with
two selected alpha parameters 0.01, and 0.03 (top row in
Fig. 10), has been able to perform the clustering operation
like the UK-means and UK-medoids methods (bottom row
in Fig. 10) correctly and achieved the best centers of
clusters.

All blue data is assigned to the cluster with the blue

J. Electr. Comput. Eng. Innovations, 12(1): 1-14, 2024

center and, all red data is transferred to the cluster with
a red center.

Fig. 11 shows the clustering diagram related to
artificial dataset 2. Fig. 11 shows the superiority of UPSC
method clearly. In the above row of Fig. 11, which is
related to UPSC method with alpha 0.01 and 0.03, all the
color data are assigned to their respective clusters. The
bottom row of Fig. 11, is corresponding to the UK-means
and UK-medoids methods that have errors in this
implementation and have not been able to obtain the
centers of the clusters correctly. The five correct clusters
created in the artificial dataset 2 are shown in Fig. 3. The
last diagram that shown as an example is related to the
artificial dataset 4. By comparing Fig. 12 with Fig. 5, the
superiority of UPSC method is identified. The top row of
Fig. 12 (UPSC method) has performed clustering with
fewer errors than the bottom row methods (UK-means
and UK-medoids).
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UPSC/proposed method with alpha=0.01 UF‘SC/proposed method with alpha=0.03
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Fig. 10: Clustering diagrams for fuzzy artificial dataset 1.
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Fig. 11: Clustering diagrams for fuzzy artificial dataset 2.
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Fig. 12: Clustering diagrams for fuzzy artificial dataset 4.
Conclusion

In this paper, for the first time, the particle swarm
optimization algorithm is upgraded for clustering of
uncertain/fuzzy datasets. For this purpose, a new cost

function is defined for the traditional particle swarm
clustering method. The proposed cost function can find
the optimal centers of the clusters for data whose
features are expressed in triangular fuzzy numbers
(TFNs). On the other hand, an uncertain particle swarm
clustering (UPSC) method is proposed, which can cluster
fuzzy datasets. The proposed method (UPSC) can be also
used for clustering uncertain datasets with interval data,
trapezoidal fuzzy data, or real data. The achieved results
show that the proposed method (UPSC) is superior to the
challenging and standard methods such as UK-means, UK-
medoids, and Uncertain ACO algorithms. So, the UPSC is
an efficient solution for the problem of clustering
uncertain data. For example, in iris data, the clustering
accuracy has increased by 2.67% compared to the UK-
means method. In the case of wine data, the accuracy
increase with the proposed method is 1.69%. As another
example, it can be said that the increase in accuracy for
abalone data was 4%. Comparing the results with the
Rand index also shows the superiority of the proposed
method. The most important limitations of heuristic
algorithms, including the PSO algorithm, are capturing
local optimum and matter of being offline. Of course, it
should be mentioned that the most of the clustering
algorithms are offline and can meet the needs of the
problem. In this paper, the PSO algorithm is upgraded for
clustering uncertain/fuzzy data. One of the works that can
be done in the future is using other versions of the PSO
algorithm that are more complex and may give better
results. Using soft computing methods (e.g., fuzzified PSO
/ fuzzy and PSO) is another works that can be done in the
future. Also, the proposed method is  general and
modular. Therefore, other heuristic methods such as
inclined planes system optimization (IPO) or gravitational
search algorithm (GSA) with minimum changes can be
used instead of PSO to solve uncertain/fuzzy data
clustering.
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Background and Objectives: Today, the increased number of Internet-connected
smart devices require powerful computer processing servers such as cloud and fog
and necessitate fulfilling requests and services more than ever before. The
geographical distance of 10T devices to fog and cloud servers have turned issues
such as delay and energy consumption into major challenges. However, fog
computing technology has emerged as a promising technology in this field.
Methods: In this paper, service/energy management approaches are generally
surveyed. Then, we explain our motivation for the systematic literature review
procedure (SLR) and how to select the related works.

Results: This paper introduces four domains of service management and energy
management, including Architecture, Resource Management, Scheduling
management, and Service Management. Scheduling management has been used
in 38% of the papers. Therefore, they have the highest service management and
energy management. Also, Resource Management is the second domain that has
been able to attract about 26% of the papers in service management and energy
management.

Conclusion: About 81% of the fog computing papers simulated their approaches,
and the others implemented their schemes using a testbed in the real
environment. Furthermore, 30% of the papers presented an architecture or
framework for their research, along with their research. In this systematic
literature review, papers have been extracted from five valid databases, including
IEEE Xplore, Wiley, Science Direct (Elsevier), Springer Link, and Taylor & Francis,
from 2013 to 2022. We obtained 1596 papers related to the discussed subject. We
filtered them and achieved 47 distinct studies. In the following, we analyze and
discuss these studies; then we review the parameters of service quality in the
papers, and ultimately, we present the benefits, drawbacks, and innovations of
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Introduction

The Internet of Things (loT) [1], [2] advancement has
resulted in the urge of having fast and robust processing
power for devices in important applications. In addition,
data processing in the centralized cloud cannot meet
requirements in such an environment. There are
characteristics such as health monitoring and emergency
response that should consider data delay and the data
volume transferred to the cloud [3], [4]. Cisco proposed a
novel paradigm known as fog computing (FC). This is an
extended version of cloud computing [5], providing
services toward the network edge. FC [6], [7] is a model
for the management of a virtual and distributed
environment to provide network services and
computations between the cloud data centers [4], [8] and
sensors [9].

Similar to Cloud [5] Fog provides data, services of
computing, storage, and software for end-users and
customers [10]. However, the Fog can be better than the
cloud according to the following reasons:

e Closer topological proximity to end-users
e Geographical and large-scale distribution
e Support for mobility

These features will solve many issues to a large extent.
In this regard, fog computing is generalized toward the
network edge [11], [12] to reduce delay and congestion
on the network and resolves several challenges such as
high delay, low capacity, and network defects [4] Fig. 1
shows the cloud, Fog, and loT services.

SLOUD DATA CENTER

FOG ‘( NODE

S

\
' \DEVICE

Fig. 1: Cloud, Fog and, loT services.

There are several studies on specialized
approaches/protocols. However, there is no review paper
on service and energy management in Fog/edge
Computing. The main purpose of this study is to discuss
different service and energy management approaches in
Fog/edge Computing. Some review studies usually discuss
a separate topic, for example, energy approaches in [13]
or service approaches/resource management in [14] and
this topic has not been explored in a comprehensive study

yet. In this SLR method, we investigate and discuss recent
approaches/protocols in fog computing. Table 1 presents
some studies in different fields of fog computing.

Table 1: Related investigations in fog computing service and
energy management approach

. . year of year
Reference Main Topic Type Publication Covered
Orchestration in 2015-
[15] FC SLR 2022 2021
simulation
frameworks and 2015-
[16] research SLR 2021 2020
directions in FC
Task scheduling
2012-
[17] approaches in SLR 2020 0
2020
FC
Resource
management 2014-
[18] approaches in SLR 2019 2018
FC
Fundamental,
network
[19] applications, SURVEY 2018 2014-
2018
and research
challenges in FC
Challenges in 2014-
[20] fog computing SLR 2017 2017
(21] FCanditsrolein SURVEY 2016 i

the 10T

Related Studies

Researchers in [15] presented an SLR paper focusing
on orchestration in fog computing. Their research period
was from 2012 to 2021. They selected articles from 4 valid
databases. By reviewing the literature of published
articles, they limited their research to 50 articles written
between 2015 and 2021. Their study consisted of 5
guestions. Given the novelty of the topic of orchestration
in fog computing, they presented a suitable conclusion for
researchers, including the benefits, challenges, and future
tasks.

Researchers in [16] used a systematic method to
collect and identify articles on fog computing and
simulation tools. Their study period was from 2015 to
2020. They selected 3 types of information sources,
including articles from journals, conferences, and
dissertations. Their main goal was to introduce fog
computing simulation tools and the challenge of
developing such software applications.

In [17] the authors discussed the fog computing
challenges and their open problems. They consider
problems such as resource constraints, heterogeneous
resources, dynamic and unpredictable nature of the

16 J. Electr. Comput. Eng. Innovations, 12(1): 15-38, 2024



Service and Energy Management in Fog Computing: A Taxonomy Approaches, and Future Directions

environment using resource management. Despite the
resource management importance, there is no regular,
comprehensive, and detailed review in the field of
resource management methods in fog computing. They
presented a systematic literature review (SLR) about
approaches to resource management in fog computing
based on a classical classification to identify advanced
mechanisms. The classification has 6 primary areas,
including programs, resource scheduling, performing
tasks, resource allocation, resource supply, and load
balancing. A Comparison of resource management
approaches is done regarding essential factors, like
performance criteria, techniques used, case studies,
evaluation instruments, and strengths and drawbacks.

In [18], the authors presented an SLR-based scheme
for examining the scheduling methods in fog computing.
In their work, they presented scheduling algorithms and
remarked on open issues. This study uses search methods
to examine 100 papers published between 2012 and
2020. Then, they reached 36 final papers on scheduling
approaches. In an SLR-based scheme, analysis of all
available studies is not allowed. Thus, we ignored non-
English, old, unreliable, and inaccessible works. The
present review paper would be helpful for researchers for
understanding the various dimensions of the reviewed
subject properly. Nevertheless, it cannot consider all
studies in this field because their number is very high and
continuously increases. For future research, they want to
propose a scheduling algorithm that can support dynamic
environments and consider some evaluation criteria, like
security and availability since most present algorithms
only consider delay and cost as evaluation criteria.

In [19] the authors introduced a basic and general
overview of fog computing architecture. They reviewed
various resource and service allocation methods for
addressing several important subjects, like delay, energy
consumption, and bandwidth in fog computing. In
comparison with other surveys, the present work
presents an overview of advanced network programs and
the main aspects of designing these networks. Moreover,
the current research presents the Fog computing
procedure and related challenges. This review paper
discusses various architectures and determines the main
research challenges. Fog computing can be used in many
network applications because it can be considered the
new version of predictive computations. Finally, they
introduce some open research challenges and the
essential design principles in their paper.

In [20] the authors considered the fog computing
model as an option for loT applications. This research
examines concerns or challenges associated with fog
computing for loT. Researchers aim to address these
problems associated with fog computing for loT
applications using a systematic literature review (SLR).

They use the SLR scheme and apply search criteria to
investigate an initial set including 439 papers from 2014
to 2017 and identify and review 17 studies related to this
field.

These papers were organized into four main categories
based on the challenges. This paper can help physicians
and researchers understand concerns about fog
computing and provide several useful views for future
research directions. The scope of this paper is limited to
the number of papers reviewed from the database. Based
on the results of this study, they want to study precisely
fog data dominance and business optimization
techniques to use services of the loT applications.

In [21] the authors presented a survey paper about the
perspective, key features of fog computing, and new
services and programs on the network edge. They stated
that Fog must be a rich enough integrated platform to
provide these new services. Also, it allows us to develop
emerging services and new programs. In this paper, based
on the fog computing characteristics, they introduced it
as a suitable basis for supporting services and important
lIoT applications, smart networks, connected vehicles,
smart cities, and generally wireless actuators and sensors.
Researchers referred to three critical subjects in its
research:

1) Fog architecture for massive computational
infrastructure, storage, and communication devices.

2) Orchestration and management of fog nodes.

3) Services and programs supported by the Fog.

Fog Architecture and Its Characteristics

Fog computing can change how to provide services for
customers for meeting loT requirements. The fog
infrastructure and services are extended both in the range
of network and the cloud-to-Things continuum for
allowing computational resources, which are located
anywhere in this continuum, such as edge, cloud, or
things for collecting these distributed resources and
supporting programs [21] It is a high potential for task
transfer from the cloud to the fog service providers, which
are close to data sources or end-users. This can decrease
the delay and bandwidth needed for data transmission to
the cloud [22].

Fog computing is a new computational platform
extending traditional cloud computing and services
toward the network edge, providing communication,
computation, storage, control, and service capabilities at
the network edge.

The difference between the decentralized design and
other common computational models is in terms of
architecture. Fog computing means an integrated
network concept that it stretches from the outer edges,
which produce data, to where it is ultimately stored,
whether in the cloud or the customer data center [23]
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Accordingly, fog-computing framework development
allows organizations to have more choices for data
processing wherever it is more appropriate. In some
applications, it is necessary to process data quickly. For
example, when using a product connected device should
immediately respond to the incident [7].

Fog computing can communicate with devices and
analyze data at a low time.

This architecture can reduce the required bandwidth
compared to when data should be sent to a data center
or cloud. Therefore, it can also be applied in scenarios, in
which there is no bandwidth for transferring data, so that
information is processed somewhere close to its
production location. As another benefit, users can add
security features to a fog network. This can perform by
dividing network traffic to the virtual firewall [24]. In the
following, we present some of the strengths and
drawbacks of fog computing.

A. Strengths of Fog Computing

e Reducing data transferred to the cloud

e Saving bandwidth

e Lowering the response time

e Increasing security through nearing data to the edge
e Supporting mobility

B. Drawbacks of Fog Computing

e Requiring hardware and more cost
e Requiring CONtINUOUS access to the fog equipment

SLR Methodology

This section provides a summary of the SLR procedure
to recognize, analyze and summarize the literature on a
particular theme called SLR. The SLR attempts to find the
original study to answer one or more questions [25], [26].
Through using a systematic literature review, the
essential questions that can be asked about the research
will be performed by considering the alternatives of the
critical essential components. Then, by dividing the
research into some main groups (domains) into the
problem-solving approaches, the subsequent exploration
string is defined [27], [27]:

(("service" OR "fog computing" OR "energy
consumption" OR "energy saving" OR "energy-efficient"
OR "energy management") AND (loT OR Internet of
Things)).

Fig. 2 shows the total papers selected from 5 valid
databases, including IEEE, Wiley, Science Direct (Elsevier),
Springer, and Taylor & Francis, based on the publisher and
the number of papers published from 2013 to 2022.
According to these figures, IEEE with 280 papers, about
18%, Springer with 258 papers, about 16%, Elsevier with
383 papers, about 24%, Wiley with 579 papers, about
36%, and Taylor & Francis with 96 papers, about 6%, were
selected.

Number of Paper

T&F; 96;

IEEE; 280;

Elsevier ;
383;

Springer ;
258;

Fig. 2: A general comparison of the paper published by
publishers.

A. Survey Goals and Research Questions

The paper presented in the SLR method, which is an
evidence-based software engineering (EBSE), will answer
the following Review Questions (RQ) to achieve the goals
of this research. The objective of this chapter is to name
the most important issues and difficulties in service,
energy  efficiency, energy-saving, and energy
management in the fog computing field. This research is
to direct the subsequent Research and Analytical
Questions:

RQ1: Which scope and primary contexts are classified in
service and Energy management in fog computing?

RQ2: What QOS parameters are utilized for evaluating the
service and Energy management in fog computing?

RQ3: What assessment situations are utilized for the
estimation of the service and Energy management in fog
computing?

RQ4: What used tools for
management in fog computing?

service and Energy

RQ5: What is the significance of service and Energy
management in fog computing?

RQ6: Which problems, future research directions, and
challenges are identified concerning service and Energy
management for future trends in fog computing?

These procedures can lead to comprehensive
responses within the domain of this paper.

B. Search Query and Database Selection

The field of research is determined by selecting the
most commonly used words to prepare our topic.
Henceforth, seven keywords have been chosen, including
"Service", "Fog", "Fog Computing", "Energy
Consumption", "energy saving", "Energy Efficient" and
"Energy Management". After various phases and using
the results of our primary investigation as a pilot to
analyze the coverage of the results, the inquiry is
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characterized. To be specific, the query string is
developed to include more keywords because the
research in our model is not recovered by the essential
inquiry, for instance, "loT" OR "Internet of Things". To
expand the domain of practical research, the search
keywords and strings are just applied to the titles. The
search is accomplished in October 2022, with a specified
time range from 2013 until 2022.

C. Selection Criteria

The inclusion/exclusion scale for the final studies is
applied after providing the analytical questions. Only the
indexed ISl journal articles were investigated to limit the
number of published papers. These articles are peer-
reviewed papers on service management methods in the
loT field. For examining and addressing the referenced
questions, 47 peer-reviewed papers are selected—these
journal articles are presented in detail in next Sections.
The selection ideology and assessment flowchart
designed for the studies is shown in Fig. 3.

Search strategy

(caiine> Y <> <>
E o T‘?ﬂ?"‘;;‘d

Observing 1596 published papers in Fog Computing
of Service and Energy Management

Paper Refinement

Survey Paper?

End Search
stralegy

Paper has peer-
revigwed?

Paper Indexed in
18l?

Final 47 papers

INCLUDE

Fig. 3: Filtering approach of papers in this research.

There is some exclusion in our research, for example,
short papers, low-quality studies, and non-peer-reviewed

research (like predatory journals). The book chapters and
white papers will be ignored because there is no research-
based conversation and scientific data.

Percentage of selected papers

4%

OIEEE

OElsevier
Springer

OWiley

Taylor & Francis

Fig. 4: The final percentage of selected papers based on the
publisher in this research.

In this study, Fig. 4 displays the final papers selected
from 5 valid databases, including IEEE, Wiley, Science
Direct (Elsevier), Springer, and Taylor & Francis. Based on
this figure, IEEE with 19 papers, about 40%, Springer with
9 papers, about 19 %, Elsevier with 13 papers
approximately 28 %, Wiley with 4 papers, about 9%, and
Taylor & Francis with 2 papers, about 4% were selected.

Service and Energy Management and
Organization of the Study

IT management in today’s environment is complex.
cloud computing and fog computing introduces new path
within IT and related organizations and industries [29].
The cloud computing can provide many services, in any
case, how to deal with these services and ensure the
quality of service has become one of the main Elements
of its expansion. cloud computing services can be joined
into complicated services and applications. cloud
computing has been one of the challenges in improving
cloud computing services for users and customers, and
how to deal with these services and ensure the quality of
(QoS) cloud services [30]. On the other hand, the
worldview of fog computing has risen to be
supplementary to cloud computing to simplify latency-
critical, and applications with centralized bandwidth. In
most cases, fog computing is deployed near the loT
devices/sensors and expands the cloud-based computing
systems, storage accumulation, and facilities [31]. fog
computing can be utilized as a viable stage for preparing
power management as a service for various networking
frameworks [31]. A fog service is a method for conveying
quantity to clients by simplifying the results that clients
need to accomplish. The services will deliver value to
customers without the ownership of specific costs and
risks [29].
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One of the common goals of the research community,
vendors, and suppliers is to design self-matchable
solutions that can react to unpredictable workload
oscillation and change the utility principles [32] The
aspect of cloud computing services has created a
noteworthy pattern of associations to make decisions
about these services [33] Along these lines, the client can
get crops with minimum price, high profitability, and
business proficiency in a cloud environment [34] Because
of the nature of fog Computing, which is distributed and
has a diverse conditions, resource allocation is a
significant issue. Many challenges need to be addressed
to expand profitability and distribute appropriate asset
tasks [35] In the real world, there is a limited resources
and intensive and centralized computing applications to
ensure a good experience [36]. The golden solution for
this situation is task scheduling in distributed computing
systems created by fog computing environments [37],
[38]. The new advances in technology, cost, and scale of
features have empowered us to manufacture computing
devices with less power and performance than in the past
[39] With different complicated digital physical vitality,
the energy management frameworks should be
actualized to be able to productively Monitor and deal
with the task. To implement the energy management
framework in the system, intelligence, interoperability,
adaptability, and versatility are required [40].

Task scheduling will cause an energy consumption that
is similarly performed between the poles of the system,
and the organization of load network circulation happens
consistently to extend the system lifetime [41] cloud
suppliers need to address various key difficulties, such as
finding some kind of harmony between the effectiveness
of ideal vitality and the fulfillment of expanding requests
and high-efficiency outlooks for clients [42].

The task scheduling in fog computing depends on
whether there is an attachment between the scheduled
tasks. It tends to be partitioned into two task scheduling:
related and independent scheduling [43].

In this section, first, the presented 47 articles on
Service and Energy Management are summarized. The
next subdivision shows the various kinds of research in
Service and Energy Management. Likewise, the various
investigations will be thought about in various directions,
for example, Main topic, Strong point of research,
Deficiency of research, and new discovery. Fig. 5 shows
the taxonomy of Service and Energy Management.

A. Architecture

In this section, we review two common categories in
the Architecture section.

Design: In [44] the authors suggested an energy-
efficient cross-layer-sensing clustering method (ECCM).
Their algorithm applies the sensing-event-driven
mechanism for putting fog nodes on the sensing layer and

creating a robust virtual control node. In sensor networks,
the cluster-based routing scheme is loaded on the fog
layer, and the fog calculations use event nodes to achieve
distributed clustering. Then, the optimized data
aggregation routing has been made. Ultimately, the
particle swarm optimization algorithm (PSO) is used to
optimize the routing protocol by selecting an optimal set
of nodes as cluster heads. The results of the proposed
scheme show that it has the capability of optimizing the
data aggregation process and improving network energy
consumption and performance.

PrEEEN

Framework

.
Architecture K”

Design

p————4

Resource Allocation

Resource
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 — Scheduling
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Fig. 5: The taxonomy of Service and Energy Management.

p—

Service Provisioning

In [45] the energy efficiency of loT resources was
discussed as a critical subject in their research, and they
proposed a low-consumption architecture for the loT. It
includes 3 layers: information processing, sensing and
control, and presentation. In this architecture, sensors’
sleep intervals are anticipated based on the residual
energy of the battery and their previous use history.
When the sensor nodes are in the sleep state, it is possible
to use the predicted amount for strengthening the use of
cloud resources by previsioning the allocated resources.
This mechanism provides the optimal use of all loT
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resources. Experiments show that sensor nodes can save
a significant amount of energy, and they can improve the
use of cloud resources. The main characteristic of their
model is the energy-information exchange between two
layers. The proposed PA design is compared with EGF,
SoT, OGL, and ECH. It shows that PA can reduce energy
consumption compared to other schemes. Researchers in
[46] conducted a study on an IPv6-based standard in fog
computing networks aimed at improving scalability,
latency, and performance, and a three-tier architecture.
They designed a scheduling algorithm with 6TiSCH
technology in fog computing, ensuring high reliability and
low latency for emergency data transmission. They
proposed a smart local discharge system to improve
energy efficiency by rank-based Q-learning algorithm and
to reduce latency by the fuzzy Bayesian learning method.
The simulation results of their proposed design indicate
its better results than the DIVA Priority and DeTAS
methods in terms of energy consumption, latency, and
other parameters.

Framework: In [47] the authors offered a 3-layer
cloud-fog computing architecture to manage energy in
adjustable micro-networks based on the dynamic thermal
rating (DLR) constraints. It is possible to improve
flexibility, reliability, and stability in power networks by
decomposing large-scale networks into micro-networks.
The problem is proposed as a mixed-integer linear
optimization problem according to DLR constraints. The
proposed scheme is compared with the backward-
forward sweep scheme. The simulation results show that
the proposed scheme has high performance to satisfy
load requests and their constraints at any time, as well as
the effective distribution of power in the network. In [48]
the authors suggested a framework that calculates the
tidal trust for the nodes, and based on prespecified
values, malicious nodes are identified. The presented
framework is assessed based on several loT and FE
devices. In the proposed framework, the rank and trust of
loT devices are dependent on the communication
behavior of nodes. It is obtained via the security
mechanism presented in this paper, which is more
efficient than other methods. Identifying malicious nodes
in early steps can improve the network performance in
terms of efficient use of network congestion, network
resources, packet loss rate (PLR), network power, and
end-to-end delay.

B. Resource Management

In this section, we review three common categories
regarding the studies conducted on resource
management. The approaches are presented in Figure 5
as follows:

Resource allocation: This method is used to estimate
resources or load resources to optimize them about the
most appropriate resource.

Resource provisioning: This refers to the time of
provisioning resources in the cloud and fog, which occurs
by increasing and decreasing the duration as well as the
time of providing/depleting real resources.

Resource sharing: Resource sharing is an approach to
implementation and cooperation in the surface layers of
the cloud or fog. These strategies are presented for
sharing information, resources, and loT programs.
Workload allocation: Transferring a large volume of loT
data to the cloud causes a long delay in workload
processing, in which case workload allocation can be used
for workload distribution according to energy and delay
criteria.

Resource Allocation

In [49] the authors proposed a suitable scheduling
algorithm with the 3-layer fog-to-cloud architecture for
providing high quality and optimally using the fog-to-
cloud sources. It has a successful performance in terms of
service failure probability and delays. They enhanced the
3-layer fog-to-cloud architecture using the proposed
design to decrease the delay in the data transmission
process for delay-sensitive applications. Their simulation
results confirm the performance and effectiveness of the
scheduling algorithm proposed in this work. The
proposed method outperforms existing algorithms such
as the conventional cloud scheduling algorithm, the first-
fit algorithm, and the random scheduling algorithm, but it
does not consider energy consumption.

In [50] the authors addressed the efficient resource
allocation problem in the fog environment, which is a
fundamental problem in fog computing. They described
how to allocate resources and how to put them in the
virtual machine in the single-fog computing environment.
For evaluating the presented algorithm in the fog
environment, the architecture and the efficient resource
allocation algorithm are executed in the CloudSim tool.
According to the results, the presented method can
allocate resources using an optimal method compared to
the default resource allocation strategy. Their proposed
scheme has a lower total processing time than other
methods. The experiments show that the proposed
framework improves the quality of a fog environment.

In [51] the authors discussed the joint computation
and the communication resource allocation problem for
the user's fog computing with the mixed task. They
offered a mixed-task model for different types of
computational tasks. This model supports binary loading
and partial loading. Given the user satisfaction impact on
the Fog computing services, their resource allocation goal
was user-weighted energy efficiency (UWEE). Also, they
utilized the concerned user mechanism (UCM) to draw
the social characteristics of users. Then, to maximize
UWEE, the resource allocation problem is designed as a
mixed-integer nonlinear programming (MINLP) under the
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constraint of users' satisfaction. However, it cannot be
correctly solved due to binary depletion and traditional
relaxation algorithms. a Lagrange-based resource
allocation scheme called the augmented Lagrange
method (ALM) is presented for solving this joint
optimization problem iteratively, where AMSGRAD is
used for accelerating convergence. The results of the
simulation indicate the success of the ALM-based
resource allocation scheme concerning UWEE.

In [52] the authors provided a PTPN-based resource
allocation strategy for fog computing. It helps the user
automatically select satisfactory resources from a group
of pre-assigned sources. Their strategy considers
comprehensively the time and cost spent to carry out a
task and the trust evaluation of fog resources and users.
Based on the fog features, they create the PTPN task
models in fog computing. In the proposed scheme, they
suggested an algorithm predicting the task completion
time. Also, they consider an evaluation scheme to
calculate the validity of the fog source. The dynamic fog
source allocation algorithm has a higher throughput
compared to static allocation strategies in terms of
concerning cost and time. However, researchers ignore
energy consumption in this study.

In [53] the authors addressed the challenges of
medical cyber-physical systems (MCPS) and long-delayed
and unstable links between the cloud data center and
medical devices. For dealing with this issue, they
presented “Mobile edge cloud computing” or “Fog
computing” as a solution. The integrated fog computing
and MCPS introduced the FC-MCPS scheme, firstly
formulating the problem as a mixed-integer non-linear
linear program (MINLP) and then formulating it as a
mixed-integer linear programming (MILP). To solve
computational complexity, they suggested a two-phase
linear programming-based heuristic algorithm (LP). In the
presented scheme, the results generate an accurate and
proper solution. As a result, it outperforms a greedy
scheme. In addition, the proposed method is cost-
efficient.

Researchers in [54] studied the connection of loT
devices generated requests and concerns about energy
consumption and delays in fog networks. To solve this
problem, they formulated the problem and used the
mesh adaptive direct search algorithm (MADS) algorithm
to find the optimal results. The proposed algorithm was
more efficient than OOA and ESA algorithms. The
simulation results show that the performance of MADS
can be similar to the two algorithms but their proposed
method has less computational complexity.

Resource Provisioning & Resource Sharing

In [55] the focus of the authors is on the resource
allocation problem between fog nodes and mobile users
to consider cost efficiency. Their purpose is to allocate the

load for users and reduce costs to meet computational
and communication constraints. They considered three
conditions to allocate resources to several users in fog
computing. These conditions are the single-version
resource allocation, resource allocation with several
duplications of the transmission cost model, and resource
allocation with several duplications of various
transmission costs. Two models have been discussed in
the proposed method: the different transmission cost
model and the transmission cost model. Users can load
multiple versions with fixed transmission costs for the
transmission cost model. So, a suitable greedy solution is
proposed. The transmission cost is associated with the
distance between pairs of fog nodes for the different
transmission models. Therefore, they suggested a non-
adaptive algorithm. The performance of the proposed
algorithms is evaluated based on two real databases. The
results confirm the efficiency and effectiveness of the
proposed algorithm.

In [56] the authors presented a computational fog
structure and a crowd-funding algorithm to integrate
additional resources into the network. In the proposed
algorithm, they proposed an encouraging mechanism to
incentivize owners with more resources to share their
resources with the resource set and supervise and
support resources during the active tasks. The results and
the simulation indicate the effectiveness of the presented
encouraging mechanism in reducing the violation of SLA
and accelerating the completion of tasks.

Researchers in [57] discussed the loT layer, fog
computing, and the choice of close source or sources.
They examined resource discovery. They used hidden
Markov chain learning in their proposed method and
compared it with TOPSIS, VIKOR, and SAW methods.
Compared with the existing methods, the efficiency of
their proposed method led to a reduction in energy
consumption.

workload Allocation

In [58] the authors addressed finding the node’s
location in the Fog. In this regard, their purpose is to solve
the problem of the fog node’s location for users who use
mobile phones with limited batteries. Therefore, they
provided a solution that supports limited energy sources
and computations with low delay. They used the mixed-
integer linear programming (MILP) formula in the
proposed solution to solve the problem. Also, they
provided innovative solutions to solve large-scale
problems. The results obtained from a real mobility
database indicate that the innovative solution is more
accurate than the MILP formula. As a result, it can
significantly save energy for end-users.

In [59] the authors investigated the delay and energy-
efficient load allocation problem in the loT-Edge-Cloud
computing system. They adjusted a load allocation

22 J. Electr. Comput. Eng. Innovations, 12(1): 15-38, 2024



Service and Energy Management in Fog Computing: A Taxonomy Approaches, and Future Directions

problem based on delay. Their scheme is the optimal load
allocation among local edges, neighboring servers, and
clouds to minimize energy consumption and reduce
delay. In their proposed method, they applied the delay-
based workload allocation (DBWA) algorithm, the drift
theory, and the Lyapunov penalty to solve this problem.
The simulation results show that the proposed method
improves energy efficiency and reduces delay in an loT-
Edge-Cloud system.

Researchers in [60] provided a collaborative scheme
on the challenge of service delivery and the long distance
to the computing resources. In this solution, a three-tier
architecture is used to overcome the mentioned
limitation. They proposed a trust-based offloading
method, the efficiency of which is evaluated in
comparison with SSLBA, NFA, and RWA methods. The
simulation results show that the proposed method can
significantly reduce latency and improve the service
response rate.

C.Scheduling Management

In this section, we review four common categories
regarding the studies conducted on scheduling
management. The approaches are presented in Fig. 5 as
follows:

Workflow scheduling: Transferring the workflow to
the cloud/fog computing environment and using different
services to facilitate the implementation of the workflow.

Job scheduling: This refers to allocating users' tasks to
virtual machines for execution. From the users'
perspective, an appropriate scheduling algorithm should
be able to perform the required tasks within the shortest
time.

Task scheduling: This refers to allocating tasks to
processing resources in such a way that some system
performance parameters such as execution time can be
optimized.

Task offloading scheduling: Mobile devices are faced
with limitations such as limited battery life, low
processing power, and limited storage space, which are
effective in improving the quality of services provided to
customers. To overcome these limitations, tasks that
require processing and storage should be transferred to
the cloud or other mobile devices around the user or to a
combination of both.

Job Scheduling

In [61] the authors discussed fog computing and better
responsiveness to all users' demands and computational
requirements. They develop and simulate the fog
computing system based on networks, smartphones,
containers, and clouds in their paper. Their purpose is to
check the possibility of using any available resources to
reduce the total costs. It is performed with a Bag-OF-Tasks
load model. The simulation results show that it reduces

costs without increasing the average response time. In
this study, energy consumption is not considered.

In [62] the authors suggested a new optimization
approach called BLAS. It aims to solve the task scheduling
problem in the fog computing environment. This method
seeks to distribute some tasks among all fog nodes
optimally. Its main goal is to make an appropriate tradeoff
between the CPU runtime and the assigned memory to
improve mobile users' needs for Fog computing services.
The performance evaluation results indicate that their
proposed scheme outperforms traditional algorithms, like
PSO and GA, in terms of CPU runtime and the allocated
memory. However, they ignore energy consumption in
this study.

In [63], the authors presented a model to schedule the
requests of the loT service to minimize the overall service
request delay. In this model, they used integer
programming for solving the optimization problem.
Furthermore, they introduced a customized genetic
algorithm as an innovative method for scheduling
requests of loT and minimized the delay. They tested the
customized genetic algorithm in a simulation
environment, with consideration of the environment’s
dynamic nature. They evaluate the customized genetic
algorithm and compare it with three schemes, including
priority-strict queuing (PSQ), waited-fair queuing (WFQ),
and round-robin (RR). It outperforms others in terms of
delay and meeting the requests deadlines.

In [64] researchers tried to solve the problem of energy
demand optimization. They proposed a scheduling
method based on fog and cloud computing, which
focused on reducing electricity consumption demand
during peak hours. In the proposed method, the fog
nodes provided consumers’ priorities, which makes
resource allocation more efficient by creating interaction
between nodes. The use of node allocation reduces
scheduling delays.

Task Offloading

In [65] the authors examined the loading problem in
dynamic computing on the loT-Fog systems. Their
research assumes that channel status information can be
fully obtained by the depletion agent. They presented a
partially visible depletion scheme, enabling the loT device
to make an optimal depletion decision using incomplete
channel status information. To minimize energy
consumption and delay, the optimization issue has been
formulated using the partially observable Markov
decision process (POMDP). For finding the optimal
loading solution, an offline algorithm based on the deep
recurrent Q-network (DRQN) has been created. In the
proposed POMDP solution, a DRQN-based offline
algorithm is created. It combines LSTM and DQN.
Compared to other depletion schemes, as shown by
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numerical results, their presented scheme can effectively
decrease the energy consumption in the loT devices and
reduce delay during processing the computational tasks.

In [66] the authors suggested a task-loading design
based on an enhanced contract NET protocol and the
beetle antennae search algorithm in fog computing
networks. In this problem, the distribution of the task
nodes and fog nodes is done uniformly in a circular area
with R radius. The responsibility of the task node is to
divide the task into sub-tasks and send them to the fog
nodes. The proposed scheme has been applied for
reducing the task node cost. The proposed algorithm
combines the beetle antennae search algorithm and GA.
This method only focuses on reducing costs and does not
address other parameters, like energy consumption.

In [67] the authors offered a four-layer architecture for
determining the decision maker for task depletion. In this
study, the issue is formulated as a population
(evolutionary) game, which is solved with Replicator
Maynard dynamics. In this study, optimization objectives
are time and energy consumption. They emphasize using
realistic parameters and values to simulate the proposed
scheme. The findings show the practicality of their design
in reducing main traffic.

In [68] authors considered a three-layer fog computing
architecture. Mobility in user equipment is determined
according to sojourn time in each Fog computing node. It
can be expressed as an exponential distribution. The
purpose of the researchers is to maximize the efficiency
of user equipment and optimize decisions of loading and
computational resource allocation to reduce the
migration probability. They formulated this problem as an
MINLP and divided the problem into two parts: (1)
Loading tasks and (2) Resource allocation. They
introduced a fog computing node selection scheme based
on the Ginni coefficient, which is called GCFSA, to obtain
an optimal off-loading strategy, as well as a distributed
resource optimization algorithm based on the GA called
ROAGA for solving the resource allocation problem. Their
simulation results show that their scheme outperforms
other basic algorithms and can obtain a quasi-optimal
performance. In this simulation, they focus on reducing
migration.

In [69] the authors presented a distributed learning
scheme to minimize the fog computations' average cost if
there is no knowledge about random traffic in non-DTN
application scenarios. They presented a fully distributed
learning approach to minimize the average cost and time
of fog computations. Stochastic gradient descent is used
to separate optimal operations between time slots to
create a distributed evolutionary heuristic for separating
and achieving semi-optimal approximation. Online
learning can reduce the drop-in optimality caused by
distributed scheduling. Their simulation results show that

the proposed distributed learning is better than other
schemes in terms of operating power and energy
efficiency.

Researchers in [70] examined a multi-objective
problem to optimize task completion time and energy
consumption by combining GA and PSO algorithms. They
proposed a task offloading plan to decide on offloading,
select appropriate fog nodes, and allocate computing
resources. The proposed method had better performance
than GA, PSO, local computing, random offloading, and
uniform offloading algorithms in terms of energy
consumption and overall offload overhead.

Task Scheduling

In [71] the authors designed a model to solve the multi-
objective task scheduling problem in fog computing. Their
scheme is an adaptive multi-objective optimization
method to schedule tasks. In the adaptive multi-objective
optimization task scheduling scheme (AMOSM), they
have considered the total runtime and the cost of task
resources in the fog network as the resource allocation
optimization objectives. Their experiments show that the
presented scheme had a better performance compared
to other methods concerning total runtime, cost of
resources, and loading.

In [72] the authors addressed the complex task
scheduling problem. In addition, they consider the
consumed energy to reduce energy consumption if a
mixed deadline condition is met in the loT applications.
They adjusted a limited optimization in the cloud-fog
environment for solving the task scheduling problem. This
problem can be solved using the laxity and ant colony
system algorithm (LBP-ACS). In their proposed scheme, a
hybrid task scheduling strategy is considered. It includes
the priority of a task and its deadline. To manage the delay
sensitivity in a task, the Laxity-based priority algorithm
seeks to build a task scheduling sequence with proper
priority. Furthermore, the limited optimization algorithm
applies the ant colony algorithm to minimize total energy
consumption. They compared their proposed method
with other algorithms, the results of which indicate the
effectiveness of the presented algorithm in reducing
energy consumption to process all tasks. It also can
ensure the appropriate scheduling length and decrease
the failure rate of the scheduling of tasks with different
deadlines.

Researchers in [73] conducted a study on Elastic
Optical Networks (EONs) in the underlying basic tiers.
Their main focus was on solving the traffic problem of fog
services and reducing excess energy consumption. They
proposed an Energy-efficient Deep Reinforced Traffic
Grooming (EDTG) algorithm. They extracted features that
they implemented with the Advantage Actor-Critic (A2C)
algorithm and an artificial neural network (ANN). The
results show that the proposed algorithm can significantly
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reduce energy consumption compared with the two DRL
and SGA algorithms.

Researchers in [74] proposed an efficient method of
task scheduling in a heterogeneous virtual cloud by
focusing on the energy consumption reduction problem.
Their proposed method uses a logical balance method
between task scheduling and energy saving. The
mechanism of their proposed method is such that they
will first have an initial schedule to reduce the execution
time and then re-plan to find the best execution place in
due time with less energy consumption. The proposed
EPETS method has significantly better performance than
energy-efficient scheduling methods such as RC-GA,
AMTS, and E-PAGA in terms of energy consumption.

Researchers in [75] developed an alternative
technique for loT requests called AEOSSA in a cloudy
environment. The AEOSSA method uses a combination of
AEO and SSA algorithms to solve the task scheduling
problem. The performance of the AEOSSA approach
designed to solve the scheduling problem was compared
with five traditional metaheuristic techniques. The
simulation results showed that the proposed method had
better throughput and makespan than the other 5
methods.

Researchers in [76] proposed an IEGA algorithm to
solve the problem of scheduling tasks in fog
computations. The mechanism of the proposed method
consists of two steps: first, the mutation rate and the
crossover rate are set to find the optimal combinations,
and second, several solutions are mutated based on a
certain probability to discover a better solution and not
get stuck at local minima. The proposed method was
compared with five evolutionary optimization algorithms.
The proposed method was shown to be superior to other
algorithms in terms of energy consumption, makespan,
and several other parameters.

Workflows Scheduling

In [77] the authors presented a three-layer
architecture, including Fog, cloud, and consumer layers.
They presented a meta-heuristic algorithm called the
improved particle swarm optimization with levy walk
(IPSOLW) for load balancing. This algorithm combines PSO
and LW. Users send their requests to the fog servers and
then receive services. When the fog layer is damaged, the
cloud is used for storing the consumers’ records and
providing services to them. Finally, a comparison is made
between their algorithm and available algorithms like
BAT, PSO, BPSO, CLW, and GA. They evaluated some
parameters, including response time, cost, and
processing time. Experiment results show that their
proposed algorithm outperforms other algorithms.

In [78] the researchers presented a hybrid
architecture for the dynamic scheduling of several tasks
in the real-time loT. In traditional approaches, the loT task

processing is conducted on the fog layer; whereas, in their
approach, it is attempted to schedule computational
tasks with low communication necessities in the cloud
and tasks with compact communications and low
computational requirements in the Fog. Their scheme
considers the communication cost during the scheduling
process, which is due to data transferred from devices
and sensors in the loT layer to the fog layer. The
performance of their scheme is evaluated by simulating
an unaware cloud strategy. The simulation results show
that their proposed scheme has a lower deadline
compared to the base policy.

A. service management

In this section, we review two common categories
regarding the studies conducted on service.

Service Placement

In [79], the authors provided a method, which is based
on the monitoring, analysis, decision-making, and
execution (MADE) methodology, to order the |oT services.
This scheme operates autonomously. In this scheme, the
first existing resources and the status of program services
are controlled at runtime. In the next step, the requested
services are prioritized according to the deadline of
program services. Then, the evolutionary strength Pareto
Il algorithm is used to decide on ordering program
services as a multi-objective optimization problem.
Finally, the decisions taken in previous phases are
implemented in the fog environment. Their proposed
scheme outperforms MOPSO and NSGAIl algorithms in
terms of various criteria such as service latency, fog
utilization, and cost.

In [80] the authors described the various computing
paradigms, like cloud computing, fog computing, and
their combination, which is known as F2C computing.
Their purpose was to study the benefits of fog computing
and F2C computing and the delay support pattern in the
Fog. They believed that F2C systems have a suitable
performance because they can provide and implement
distinct strategies for evaluating distributed services in
F2C. The results show that the distributed
implementation of sources in F2C has many benefits
concerning service response time and main network load.
In this study, the results of the cloud-based resource
allocation scheme (CL) are compared with the three
placement strategies, including FF, BF, and BQ, for four
modes, including network delay, processing delay,
general delay, and main network load. However, they do
not address heterogeneous sources of the Fog.

In [81] authors examined the services on mobile
networks equipped with fog computing. They suggested a
QoS-aware scheme based on existing delivery methods to
support vehicle services in real time. This paper presented
three designs, including without any migration services,
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with migration services of HANDOVER, and the proposed
design. The two first designs have their weaknesses. Thus,
the third design has been introduced. The main idea of
the third design is to combine two strategies to minimize
migration  overhead and maintain  end-to-end
performance at an acceptable level to meet QoS
requirements. In their research, the authors have
conducted a case study based on the real vehicle mobility
pattern in a small European country. The proposed design
is evaluated based on three criteria, including delay,
reliability, as well as migration costs.

In [82] the authors investigated the SFC migration
problem/reconstruction developed by user motion in
cloud-fog computing environments. In the first step, they
formulated the SFC migration problem as an integer linear
programming. Then, they suggested two SFC migration
approaches, including the minimum number of VNF
migration strategies and a two-phase migration strategy.
The two-phase proposed migration strategy is simulated
in the cloud-fog computing environment. It can improve
the configuration cost, reconstruction success rate,
migration time, and failure of the proposed algorithm
compared to basic algorithms.

In [83] the authors examined the resource supply
problem during the use of fog computing resources. They
proposed a conceptual, computational framework. Then,
they formulated the service replacement problem for loT
applications in fog resources as an optimization problem.
The authors consider heterogeneous resources and
applications in their paper. They proposed a genetic
algorithm as evolutionary solution to solve the
optimization problem. The simulation results show that
the implementation of this service can reduce
communication delays in the fog network.

Researchers in [84] discussed the challenges of the
geographic distribution of nodes for the proper
management and processing of requests in fog
computing. They provided a two-tier fog framework. They
formulated the problem with the EGA algorithm
considering the parameters to reduce the service time,
costs, and energy consumption and thus ensure the QoS
of the loT system. The results of the proposed method
had better performance than DEBTS, DMS, FIRST-FIT,
branch and bound, and GAPSO algorithms in terms of
service cost, energy consumption and service time.

Researchers in [85] provided a trust management
system (TMS) regarding the security of loading and
offloading requests to the cloud computing layer. In the
proposed system, the service requester first checks the
trust condition of the service provider and then sends the
requests. In addition to QoS issues, it also provides QoS.
Fuzzy logicis used in their proposed method to ensure the
security of services. The proposed method has better

performance than a method without TMS in terms of
Delay and Throughput.

In [86] researchers proposed a solution using MAPE-K
methodology in a fog environment and the Whale
Optimization Algorithm (WOA) to solve the service
placement problem. In this solution, operational capacity
and energy consumption were considered to be the main
objective of their research. This method is implemented
on a three-layer architecture to show the interaction
between the 0T device and fog layers. The results of their
proposed solution reduce resource consumption, service
delay, and energy consumption compared to other meta-
heuristic methods.

In [87] researchers used a genetic algorithm to solve
the service placement problem, reduce the delay of
programs in the cloud-fog environment, and use the
network. In the proposed method, they defined a penalty
parameter to reduce the delay. In the results of their
proposed method, delay, network use, energy
consumption, and cost were improved to an acceptable
extent.

In [88], researchers proposed a computational
framework to solve the service placement problem in the
cloud-fog environment and optimize the loT services.
They formulated the service placement problem as an
automatic planning model considering the heterogeneity
of programs and resources. They proposed the use of the
PSO algorithm to solve the problem of loT service
placement to maximizing the use of fog resources. Their
simulation was based on various QoS criteria, which led
the PSO-based method to exhibit better performance
than other advanced methods.

Service Provisioning

In [89] the authors first suggested FOGPLAN; and then
they introduced the QDFSP framework. The purpose of
this framework is to dynamically provide QoS-aware fog
services. QDFSP is related to the dynamic deployment of
application services in fog nodes or the release of
application services, already deployed in fog nodes for
meeting the lowest cost, delay, and QoS prerequisites of
applications. FOGPLAN is a practical framework, which
can operate with no hypotheses and with the lowest
information concerning the loT nodes. The authors used
an integer nonlinear programming formula as an
optimization issue. Also, they presented two greedy
algorithms, namely Min-Cost, and efficient Min-Cost, to
address QDFSP periodically. In larger settings, Min-Cost
generally has less runtime, meaning that it is faster. The
Speed of Min-Viol is lower than Min-Cost, but Min-Viol
has fewer delay violations and an average service delay
compared to Min-Cost. Finally, QDFSP cannot be used for
solving the optimization problem in a periodical manner,
especially for large networks. This research mainly
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focuses on cost and delay and does not examine large-
scale heterogeneous networks.

In [90] authors investigated the multimedia fog
computing support algorithm, synchronization aspects
during the use of resources in large-scale systems, and
their ability to guarantee the QoS requirements. They
added fusion technology of privacy protection and service
location to large-scale multimedia applications. contrary
to computing, energy supply, network access capacity,
storage, and other factors of fog nodes, the fusion
technology has the ability to obtain location data of the
positioning service in real-time mobile terminals. The
proposed method evaluates the time cutting, hardware,
bandwidth, and other network resource balancing
technologies, and the Fog computing support algorithm.
It can improve the security and performance of the
multimedia fog computing system. They simulated the
FCS-FLSPP algorithm. Then, its results are compared with
the MBCS-VSD algorithm in terms of different
parameters, including the high use of multimedia system

resources, and their ability for load balancing in real-time.
It has a better performance than the MBCS-VSD
algorithm.

Discussion

This section provides some systematic reports on the
planned explanatory inquiries, which are as follows:
RQ1: Which scope and primary contexts are classified in
service and Energy management in fog computing?

Table 2 present a comparison of the Service and Energy
Management based on the presented taxonomy in the
previous Section. There are four scopes are considered,
including  Architecture, Resource  Management,
Scheduling  management, and finally  Service
Management. Scheduling Management has the greatest
portion of the area with 38% usage in the literature.
Furthermore, Resource management has about 26%
usage in fog computing. Fig. 6 represents the amount of
service and energy management domains.

Table 2: Categorization of the service and energy management approaches in the fog computing field

Category Research Strong point of research

Deficiency of research New discovery

[44] Low Energy consumption

[45] Low energy Consumption
Low response time

Low resource utilization

[46] Low energy consumption
Low delay
Q a
= Low response time
‘g Low transmission efficiency
& High Throughput
E [47] Low latency
High data
Transmission Speed Time
[48] Low Response Time
Low resource utilization
Low Cost
Low Execution time
[49] Low response time
[50] Enhances the Efficiency Resource
Management
[51] less computation complexity
[52] Low Completion Time
Low price cost
heterogeneous network
§ [53] Low cost
g [54] Low Energy consumption
EP low computational power
[ very little complexity
% [55] low Replication cost
g low Transmission cost
§ [56] Low completion time
o
[57] Low Energy consumption
Resource Efficiency
[58] Low Energy consumption
[59] Low Energy consumption
Low delay
[60] Reduced Service Latency

Algorithm
Architecture

Not multiple objective
data generated and considered in this study by
each sensor was few.
just a 2-hour experiment was considered

Not considering assessment of computation Architecture

complexity Algorithm
very mathematical formulation Framework

Not compared to conventional networks
Only Simulation with 3 VM Machine Framework

Not consider energy consumption Architecture

Only 1 parameter were simulated Algorithm
very mathematical formulation Algorithm
Not consider energy consumption Algorithm
very mathematical formulation Strategy
Only cost parameter were simulated Algorithm
Experiment with fewer |oT nodes and FOG Algorithm
devices
Only 1 parameter (cost) were simulated Scheme
very mathematical formulation

Not consider resource utilization Algorithm

Not consider energy consumption
Not consider delay Algorithm
Very mathematical formulation Algorithm

not consider heterogeneous end-user devices

Not compared to popular algorithms Algorithm
support only static loT devices Algorithm

J. Electr. Comput. Eng. Innovations, 12(1): 15-38, 2024 27



S. M. Hashemi et al.

28

Category Research

Strong point of research

Deficiency of research

New discovery

Service management

Scheduling Management

[61]

[62]

[63]

[64]

[65]

[66]
[67]

[68]

[69]

[70]

[71]

[72]
[73]
[74]
[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

[83]

Service Response Rate
Low response time
Low Utilization of Resources
Low cost
Low execution time
High Allocated memory
Low Cost
Low Latency
Low Runtime
Improved meeting of Requests Deadlines
Low delay
Low energy consumption
Low cost
Low delay
Low Energy Consumption
Low Average Cost

Low delay
Low Energy Consumption
Improved Convergence Time

Low Migration Times
Improved the Revenue of UEs
Low Energy Comparison
Low Energy Comparison
Low Delays
Low Running Times
Low Time Cost
Task Completion time and Energy
Consumption.

Low Delay
Low Execution Time
Low cost
Low Energy Consumption
Low Scheduling Length of the Task
Reduce Energy consumption

Low Energy Consumption
Improve Performance
Makespan time
Throughput
Makespan,

Flow Time
Fitness Function
Carbon Dioxide Emission Rate
Energy Consumption
Low response time
Low Average processing time.
Low Cost.

High Tasks Executed
Low Cost
Low Deadline Miss Ratio
Low Utilization of resources
Low Latency
Low Cost
Low Delay
Low Response Time
Low Latency
Low Migration Cost
High Reliability
Low cost
Low Running Time
Low Migration Time
Low Down Time
Low Response Times
Low Service Execution Delays
Low Resources Utilization

Not consider energy consumption

Not consider energy consumption

Not multiple objective

Not considering other qos metric

Simulator engine was not mentioned

Only cost parameter were simulated
Only offloading parameter were simulated

Not considering other qos metric

very mathematical formulation

Not consider other qos parametrs

very mathematical formulation
not implemented in physical environment

Not consider delay
simulated only with 14 Nodes and 21-link
Not consider other Qos parameters
execution time

Not consider other Qos parameters

Not considering scaling large.

Not consider energy consumption
Not consider communication cost by the
transfer of data in fog layer

Not considering energy consumption
Not considering their priority policies

heterogeneous fog resources
Only delay parameter was simulated
Not considering other gos metric

Not considering scaling large.

heterogeneous

Model

Algorithm

Algorithm

Algorithm

Algorithm

Algorithm
Architecture

Algorithm

Algorithm

Algorithm

Algorithm

Algorithm
Algorithm
Algorithm
Algorithm

Algorithm

Architecture.
Algorithm

Algorithm
Algorithm
Framework
Algorithm

Scheme

Algorithm

Method
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Category Research Strong point of research Deficiency of research New discovery

[84] Low Service cost Docker settings are not described Algorithm
Low Energy Consumption
Low Service Time
Low Resources Utilization

[85] High Throughput Low range Method
Low Delay low number of clients
[86] Low Resources Utilization Only Simulation with 5 and 10 service type in Algorithm
Low Energy Consumption fog nodes
Low Delay
[87] Low Resources Utilization Only Simulation with maximum 4 fog node and Algorithm
Low Energy Consumption 8 End Devices

Low Latency
Low Execution Time Cost

[88] Low Execution Time Only Simulation with 5 service type and 5 fog Algorithm
Average Waiting Time nodes. Framework
Low Failed Services Not considering energy consumption.
[89] Low cost Not considering scaling large. Framework
Low Delay Algorithm
[90] Low Resources Utilization real-time performance is slightly Algorithm

Low average waiting time of Service

RQ2: What QOS parameters are utilized for evaluating
the service and Energy management in fog computing?

Table 3 lists the QoS parameters used in fog
computing.

This table introduces six parameters: response time,

latency/delay, energy consumption, cost, resource
utilization, throughput, and execution time. As shown in
Fig. 7, the cost parameter has the highest percentage (i.e.,
51%).
. After the cost parameter, the two parameters, namely
38% / energy consumption & execution time, have a higher
percentage than others (i.e., 42%). In this field, the
percentage of resource utilization and latency/delay is
equal to 33% and 30%.

Response time has the least percentage (i.e., 23%).
Hence, it seems that it has been less investigated in the
research literature.

11%

26%

25%

OArchitecture O Resource Managment

Scheduling Managment O Service Managment

Fig. 6: Percentage of Service and Energy Management

domains.
PERCENTAGE OF QOS METRIC(%)
[e)]
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CONSUMPTION UTILIZATION

Fig. 7: The QoS parameters evaluated in this research.
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Table 3: The QoS parameters reviewed in this research

Reference  Year Response Time Latency/delay Energy consumption Cost resource utilization Execution time

[44] 2019 v
[45] 2015 v v v
[46] 2021 v v v
[47] 2020 v v v v
[48] 2020 v v v v
[49] 2020 v
[50] 2020 v
[51] 2020 v
[52] 2017 v v
[53] 2015 v
[54] 2021 v
[55] 2020 v
[56] 2017 v
[57] 2021 v v v v
[58] 2020 v v
[59] 2019 v v
[60] 2021 v v
[61] 2020 v v v
[62] 2018 v v v
[63] 2020 v v
[64] 2022 v v v
[65] 2020 v v
[66] 2020 v v
[67] 2020 v
[68] 2019 v v
[69] 2018 v v v v
[70] 2021 v v
[71] 2020 v v v
[72] 2019 v
(73] 2021 v
[74] 2021 v v v
[75] 2021 v
[76] 2021 v v
771 2019 v v v
(78] 2019 v v
[79] 2020 v v v
[80] 2018 v v
[81] 2019 v v
[82] 2019 v v
[83] 2017 v v v v v
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Reference  Year Response Time Latency/delay Energy consumption Cost resource utilization Execution time
[84] 2021 v v v v
[85] 2021 v v
[86] 2022 v v v
[87] 2022 v v v v
(88] 2022 v
[89] 2019 v v
[90] 2019 v v
Count 10 16 21 23 16 20

RQ3: What assessment situations are utilized for the
estimation of the service and Energy management in fog
computing?

Table 4 investigates different parameters, such as
simulator, simulation environments, algorithm, and
architecture used in papers. In service and energy
management, 37 papers have only simulated their
scenario; 7 papers have implemented their ideas for
service management in the real environment. In addition,
3 papers have implemented a part of their work; they
have done simulations to analyze and compare its results
with others.

Fig. 8 represents the simulation of papers on energy
consumption and service management approaches. Fig. 8
indicates the statistical percentage of the schemes. It is
observed that 81% of the papers have been simulated
using different tools. Furthermore, 15% of the papers
have been implemented in the real environment, and 4%
of them are simulated with other data; they belong to the
third category.

4%
O Simulation

O Implementation

Simulation and
81% Implementation

Fig. 8: Simulation and implementation used in the research
literature.

The energy consumption and service management
approaches consider an important subject, including
architecture and framework, along with algorithms. This
is depicted in Fig. 9. This figure displays the statistical
percentage of the schemes. It can be seen that
researchers present a framework or architecture in 30%
of the papers. Also, 70% of the papers have no
architecture or framework.

O Architecture and
Framwerk

O No Architecture

Fig. 9: Percentage of representation of architecture in the
research literature.

Meta-
heuristic
36%

Non-
heuristic

L 15% No
mathematical leori
o o algorithm
23% Heuristic 2%
13%
O Heuristic O Machine learning )
Machine
mathematical O Meta-heuristic learning

11%

O Non-heuristic No algorithm

Fig. 10: Different percentages of various algorithms in the
research literature.

Fig. 10 depicts algorithms and tools used in energy
consumption and service management approaches. The
statistical percentage of the methods is shown in Fig. 10.
It can be seen that 36% of research literature includes
papers, which use Meta heuristic methods. After that,
mathematical schemes are included in 23% of the
research. Finally, 2% of the papers do not use any
algorithm. They have often presented a framework or
architecture.
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Table 4: Investigating the parameters of simulators, algorithms, and architecture in this research

Number Database Year Reference Simulator Evaluation  Algorithm Algorithm type Architecture
1 IEEE 2019 [44] MATLAB S v Meta Heuristic
2 IEEE 2015 [45] HADOOP | Mathematical v
3 IEEE 2021 [46] NS3 S v Machine learning v
4 IEEE 2020 [47] NM | Mathematical v
5 SPRINGER 2020 [48] NS2 S Non-Heuristic v
6 SPRINGER 2020 [49] CLOUDSIM S v Non-Heuristic v
7 WILEY 2020 [50] CLOUDSIM S, | v Non-Heuristic v
8 IEEE 2020 [51] NM S Non-Heuristic v
9 IEEE 2017 [52] NM S v Mathematical
10 IEEE 2015 [53] NM S v Heuristic
11 WILEY 2021 [54] NM S v Mathematical
12 ELSEVIER 2020 [55] NM S v Heuristic
13 ELSEVIER 2017 [56] HADOOP | v Machine Learning
14 SPRINGER 2021 [57] CLOUDSIM S v Mathematical
15 IEEE 2020 [58] PYTHON | v Heuristic
16 IEEE 2019 [59] MATLAB S v Mathematical
17 ELSEVIER 2021 [60] NM S v Mathematical
18 ELSEVIER 2020 [61] JPFF | v Non-Heuristic
19 T&F 2018 [62] C++ S v Meta Heuristic
20 ELSEVIER 2020 [63] NM S v Meta Heuristic
21 IEEE 2022 [64] NM S v Mathematical
22 IEEE 2020 [65] NM S Machine learning v
23 SPRINGER 2020 [66] NM S v Meta Heuristic
24 SPRINGER 2020 [67] PHYTON, MATLAB S, | Meta Heuristic v
25 IEEE 2019 [68] NM S v Meta Heuristic
26 IEEE 2018 [69] NM S v Machine Learning v
27 ELSEVIER 2021 [70] NM S v Meta Heuristic
28 IEEE 2020 [71] CLOUDSIM | v Meta Heuristic
29 IEEE 2019 [72] CLOUDSIM S v Meta Heuristic
30 IEEE 2021 [73] NSFNET S v Machine learning
31 ELSEVIER 2021 [74] Python S v Non-Heuristic v
32 ELSEVIER 2021 [75] NM S v Meta Heuristic
33 WILEY 2021 [76] Java S v Meta Heuristic
34 IEEE 2019 [77] CLOUD ANALYST S v Meta Heuristic v
35 SPRINGER 2019 [78] C++ S v Heuristic
36 WILEY 2020 [79] IFOGSIM S v Meta Heuristic
37 ELSEVIER 2018 [80] NETEM S Non-Heuristic
38 IEEE 2019 [81] PYTHON S No Algorithm
39 ELSEVIER 2019 [82] NM S v Heuristic
40 SPRINGER 2017 [83] IFOGSIM S v Heuristic v
41 ELSEVIER 2021 [84] Docker | v Meta Heuristic
42 ELSEVIER 2021 [85] NS3 S v Mathematical
43 ELSEVIER 2022 [86] IFOGSIM S v Meta Heuristic
44 SPRINGER 2022 [87] IFOGSIM S v Meta Heuristic
45 T&F 2022 [88] MATLAB S v Meta Heuristic v
46 IEEE 2019 [89] JAVA S v Mathematical
47 SPRINGER 2019 [90] MATLAB S v Mathematical

RQ4: What used tools for service and Energy MATLAB have been applied in 11% of the research papers.
management in fog computing? Hence, they have the most popularity in the literature.

Table 4 lists the simulation tools in the papers. In the After that, Python and ifogsim have also been used to
following, we introduce the most common simulators simulate 9% of the research papers. A drawback of some
based on their use. Two simulation tools, Cloud Sim and papers is that they have not introduced their simulator.
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According to our knowledge in this research, 34% of the
papers do not mention their simulators.

NS2 NS3 NSFNET JPFF
2%

Java 295 4%

netem 49
2%

IFOGSIM
9%

Hadoop
4%
C++

4%

MATLAB
11%

Cloud Analyst

Fig. 11 shows the percentage of use of different
simulators in this research.

CLOUDSIM

2% 11%

NM
34%

2% PYTHON
9%
W JPFF B CLOUDSIM ENM B PYTHON H Cloud Analyst
= MATLAB B C++ H Hadoop H [FOGSIM H netem
HJava H NS2 HNS3 B NSFNET

Fig. 11: The percentage of use of different simulators in the research literature.

RQ5: What is the significance of service and Energy
management in fog computing?

The Fog architectures should allow storage,
computing, and networking tasks to be dynamically
migrated between the Tings, the Cloud, and the Fog.
Therefore, the interfaces for Fog to interact with the
Cloud, other Fogs, and the Things and users must:

1) Migration of the computing, control functions, and

storage and facilitate flexibility through Other users

2) Permit appropriate access to the user for Fog services

3) Allow management of lifecycle in system and services

effectively.

Task Scheduling will cause Energy consumption to be
distributed among nodes in the network equally. In the
real world, we are faced with limited resources. Resource
allocation can increase efficiency and assign resources
suitably to tasks.

RQ6: Which problems, future research directions, and
challenges are identified concerning service and Energy
management for future trends in fog computing?

In this paper, significant parts of fog computing have
been investigated. In this section, future research
directions for fog computing, existing gaps in studies of
researchers, and open problems have been identified.

Security in Fog: Compared to the cloud, Fog has
confronted the new security challenges. Fog is closer than
the cloud, and its scattering is more than the cloud.
Therefore, it is more vulnerable than the cloud and the
centralized frameworks. The cloud works in a more secure

structure, which is made by cloud operators, but the Fog
works in a wide area. Security in fog computing is an open
problem. Often, fog frameworks have more complexity
than clouds. Therefore, they may not be able to manage
their resources like clouds. In addition, the fog
frameworks may not be able to recognize the dangers.

Not considering multi-objective: In some papers,
authors only consider the efficiency of their method and
do not examine other parameters. In fog computing,
researchers must review not only cost and processing
speed but also the parameters such as energy efficiency,
delay, and throughput.

Not comparing with valid schemes: In various papers,
an important challenge is that these schemes are not
compared with valid methods. Often, they compare its
method with basic methods, which is not appropriate in
such a situation and shows a large difference. This means
that the proposed methodology examines its efficiency
compared to the classical schemes.

Simulation and implementation: The validity of a
scheme is to implement it in the real environment. The
simulation tool and its results are subject to real
implementation. In general, some methods need the real
implementation to evaluate their effectiveness. When a
scheme implements in a real environment, it may
encounter some problems; but, the simulation tool does
not consider these constraints.

Scalability: In most simulations, the scalability of the
network and the environment is limited. This causes some
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problems, like mobility and delay. These problems may
cause data loss in emergency issues or not sending data.

Heterogeneous resources and programs:
Heterogeneous resources and programs are not
considered important principles in many papers. Most
schemes consider resources and virtual machines in a
similar form. With this view, there are some problems,
such as data distribution. These problems may produce
different results for Some papers, which
considered the heterogeneity of resources, have
suggested strategies such as artificial intelligence and
online learning. This problem can be expressed as an open
issue.

Not considering the dynamics of the environment and
real-time systems: Simulations are carried out as a fixed
and predefined scenario. Geographic environments are
usually defined in limited environments (even less than 1
km). Therefore, it is dangerous and unreliable that the
proposed scheme is implemented in important
applications such as healthcare, smart applications, etc.
Real-time data processing in fog computing is not
considered. Chaos theory and Lyapunov are provided to
solve scheduling issues and online distribution of
services/data, which can be used to solve future
problems.

Being math of methods: The researchers formulate
the fog computing problem as mixed-integer nonlinear
programming and transform it into linear programming to
increase its efficiency. It has some disadvantages and
advantages. These schemes are not simple, and their
details are not mentioned. They are also not implemented
in a real environment. Therefore, these schemes are not
confirmed. The main strength of these schemes is that
they are optimized using linear and nonlinear functions.

Reliability: Fog computing can be considered due to
safety mechanisms, compatibility of fog nodes, fault-
tolerant, high-performance service availability, and other
QoS parameters. Despite these parameters, an energy-
efficient scheme, which reduces energy consumption,
cannot provide network reliability. Energy harvest is
inherently unreliable.

Architecture presentation: The contribution of
architecture in research is extremely limited, and most
architect are a particular model for their research. It is
suggested to present a combined proposed architecture
or a more efficient method for important medical issues
requiring low communication and latency.

Using container-based methods: Container
technology has emerged in cloud and fog in various
studies and is even known as a container as a service,
which helps in better allocating and placing resources in
cloudy and fog environments. Very little research has
been conducted or developed on container-based

users.

methods, and it seems that this method can have a
change in energy reduction and latency.

Conclusion

In this study, SLR-based research was presented in the
service/energy management approaches in the fog
computing field. Service/energy management is a robust
solution for improving energy efficiency. Based on
existing research, this field has four domains in service
management. In addition, the strengths and drawbacks of
research should be considered. Challenges of each paper
have been given to develop more efficient solutions in
future research for service management. In this paper, we
have presented an SLR method. In this paper, we have
reviewed 1596 studies published from 2013 to 2022.
Finally, we selected 47 studies focused on service/energy
management approaches in the fog computing field.
According to the RQl, we deduced that Scheduling
management has the highest use (i.e., 38%) in the field of
service/energy management approaches in Fog. Based on
RQ2, the statistical percentage of evaluation factors
indicates that different QoS parameters in papers focus
extremely on the cost (i.e., 49%). According to RQ3, it can
be deduced that 81% of the research papers use the
simulation environment to evaluate their proposed
scheme in the fog computing platform. In addition, 15%
of the papers utilize a real environment to implement
their schemes in the fog computing environment. In the
following, for answering the question, we deduced that
some researchers use meta-heuristic and statistical
methods in their schemes (about 36%). 30% of the papers
have provided an architecture or framework along with
their schemes. Based on RQ4, which is about simulation
and modeling tools, we observed that Cloud Sim and
Matlab are widely used as simulation tools in studies
(about 11%). According to the SLR-based scheme, we
cannot evaluate all existing studies. Therefore, some
constraints are considered, including removing non-
English papers, removing papers, which are less than 6
pages, conference papers, book chapters, and survey
papers.

We believe that this research reviews the conceptual
characteristics of service/energy management
approaches in fog computing. In general, service
management in a computational environment still needs
further studies. It should be able to deal with its
heterogeneity to improve energy efficiency by reducing
requests. This research helps researchers and specialists
to obtain a general understanding of this field and
perform future research.
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Abbreviations

10T Internet of Things

FC Fog computing

SLR Systematic literature review
S Simulation
| Implementation

NM Not Mentioned

ECCM Energy-Efficient Cross-Layer-Sensing

Clustering Method

DLR Dynamic Thermal Rating
PLR Packet Loss Rate
UWEE User-Weighted Energy Efficiency
MINLP Mixed-Integer Nonlinear Programming
ALM Augmented LAGRANGE Method
MCPS Medical Cyber-Physical Systems
POMDP Partially Observable Markov Decision
Process
MADS Mesh Adaptive Direct Search
DBWA Delay-Based Workload Allocation
DRQN Deep Recurrent Q-Network
EONs Elastic Optical Networks
EDTG Energy-Efficient Deep Reinforced Traffic
Grooming
IPSOLW  Improved Particle Swarm Optimization with

Levy Walk
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Background and Objectives: The interleaved approach has a long history of use in
power electronics, particularly for high-power systems. The voltage and current
stress in these applications exceed the tolerance limit of a power element. The
present paper introduces an improved version of an interleaved boost converter,
which uses voltage mode control. The objectives of this research are improvement
in the interleaved boost converter’s performance in terms of the temporal
parameters associated with settling duration, rising time, and overshoot.
Methods: An improved Pl controller (proportional integral controller) is used for
adjusting the proposed converter’s output voltage. In the present work, the Grey
Wolf Optimization algorithm with aggregation function definition (GWO_AF) is
utilized to adjust the free coefficients of the Pl controller. The closed-loop dynamic
performance and stability can be improved by designing and implementing an
optimized PI controller.

Results: The improvement of the freedom degree in the interleaved boost
converter resulted from the existence of a few power switches in a parallel channel
in the proposed circuit. An additional advantage of the interleaved boost
converter, compared to the conventional one, is that it produces a lower output
voltage ripple.

Conclusion: The usage of multi-objective optimization algorithms in designing a Pl
controller can significantly improve the performance parameters of an interleaved
boost converter. Also, our findings indicated the excellent stability of the proposed

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

converter when connected to the network.
[OHOom

Introduction

The interleaved boost converters have a wide range of
usage in industry and high-power electronics systems.
The voltage and current stress in these applications
exceed the tolerance limit of a power element. Utilizing
numerous five sources of power in parallel or series is one
approach to solve this issue. This approach will result in
voltage and current split in parallelization of the power
elements. Parallelization of the power converters is
another method that deserves mention for addressing
this issue [1], [2]. If there is a proper control for the

Doi: 10.22061/jecei.2023.9355.610

converter and several boost converters in parallel, it can
improve the performance of the interleaved boost
converter. Controlling the switch on each boost converter
is performed using the interleaved pulse gates [3], [4]. The
switching frequency is closely related to the frequency of
the gate pulses. However, the phases of the control
signals can be changed. The input current is across the
switches of the interleaved boost converter, all of which
are connected in parallel. As a result, the converter
significantly outperforms the conventional boost
converter in terms of reliability and effectiveness. In the
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interleaved boost converter, the freedom degree is
enhanced because of the existence of a few power
switches in a parallel path. This feature leads to the
enhancement of numerous crucial characteristics, such as
the elimination of harmonics, enhanced effectiveness,
reduced conductive loss, improved power density, and
line tolerance [5].

In addition, the interleaved boost converter yields a
lower output voltage ripple. As a result, the output filter’s
size and losses can considerably decrease compared to
the ordinary boost converter. The control signals in the
interleaved method are separated typically based on the
similarity of the switching frequencies. Thus, the
waveforms resulting from input and output currents are
associated with lower ripples and fewer harmonics
compared to the ordinary boost converter. The
elimination of the low-frequency harmonics leads to a
considerable reduction in the switching and conductive
losses and the electromagnetic interface surfaces in the
interleaved boost converter.

A two-phase converter includes two output stages
with a 1800 phase difference. If the current is divided into
two paths, the power of the conductive loss will decrease,
resulting in an increase in the total efficiency compared to
the single-phase converter. The combination of two
phases in the output 35 capacitor leads to doubling the
effective frequency and reducing the voltage ripple.
Similarly, the pulses of the power derived from the input
capacitor are alternated, causing a reduced current
ripple. For achieving the specific requirement in high-
power applications, it is better to use the interleaved
multi-channel converter, especially in cases where there
are power pieces with limited function. To give practical
examples of such cases, we can mention designing the
switch-mode power supplies, power modules of
spaceships, automobile engineering, hybrid electrical
vehicles, and satellite applications [6]-[8]. For the use of
the photovoltaic solar panels’” maximum power, the best
solution is to utilize the interleaved boost converters. In
such a case, it is necessary to consider its rapid transient
response and the absence of high-frequency ripple since
they might interfere with the SPV system. These
converters can be highly useful for those applications in
which there is a demand for a low ripple or a very high
tolerance by the consumer.

So far, several studies have been conducted on the
two-phase interleaved boost converters published in
scientific journals. Increasing the number of phases in the
interleaved boost converter makes the circuit design
more complicated.

Thus, in the present work, for simplicity, the two-phase
interleaved boost converter has been assumed in the
continuous conduction mode (CCM) [9]. In recent years,
many changes have been made to the technology of DC-

DC switching converters. The switch-mode power
converters require a rapid transient response to supply
the new-generation modern microprocessors, electrical
vehicles, DPSs, and the integration of renewable energy
resources in a grid.

Therefore, in closed-loop converters, the transient
performance is a major factor in designing the power
supplies in practice. However, there is a pole on the right
side of the panel in some of the converters, for instance,
interleaved boost converters and boost converters. This
pole exists in the function of control-to-output transfer
for the CCM performance [10]. Thus, an initial undershoot
has been observed for the step input in these converters,
which exhibit a poor dynamic performance attributed to
the non-minimum phase. These unwanted undershoots
have a higher importance in the cases where the RHP zero
approaches the origin. Such an RHP zero restricts the
closed-loops bandwidth and yields a slower dynamic for
the converter [11]-[17].

Many researchers have attempted for several years to
improve the power performance of the converters based
on improving their efficiency, decreasing the losses, and
removing the noise. However, the old methods failed to
provide the desired results.

This prompted the researchers to search for new
techniques and modify and improve the old ones.
Improving the control performance could lead to some
success. Because of their simplicity, the validity of the
design method, and well-known behaviors, PI controllers
are widely used in industries. Nevertheless, the
commonly used PI controllers cannot fully solve the non-
minimum phase problem [18]. The current paper
evaluates the classic 80 Pl controller’s performance for a
boost interleaved converter. For this purpose, the
controller parameter regulation method, accompanied by
the GWO_AF algorithm, aims to achieve the proposed
closed-loop performance by modifying the reference
voltage and comparing it with the PI controller. This
process led to the stability of the converter [19]-[23].

Several physical mechanisms inspire the algorithms for
designing the optimized controllers, some of which
include the biological molecular behavior and
characteristics of the insect’s swarm and photo and
biological systems.

So far, no specific algorithm has been presented to
obtain the optimal solution for the problems related to
the optimization issue [24]. Yet, some of the algorithms
may vyield better solutions compared to others. As
demonstrated in Fig. 1, we employed the controller
feedback loop, which measures the output voltage Vout
and its comparison with the desired reference voltage
Vret.

E® error is obtained by measuring the converter
output voltage and comparing Vo, with the reference
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voltage responsible for error minimization control by
generating the desired control signal U(t).

If there is no use of optimization algorithms for
choosing optimized parameters of K, and K;, overshoot,
rise time error, settling time error, and steady-state error
will happen to the converter output voltage. This
controller mitigates the mentioned errors in a wide range
of variations and differences in the input, output, and
reference. In this research paper, the GWO_AF method
has been employed for designing the Pl controller of the
two-phase boost interleaved converter [25], [26]. The
GWO_AF algorithm is based on the swarm intelligence
optimization methods, simply implemented [27]-[29],
and has higher efficiency compared to other optimization
methods of the converter controllers.

|No
,,»// \\
= | Searching space| //’/Objective\\.\
GWO_AF For parameters: < Functions >
L ) Kp,Ki . minimized
- N y
A4
Optimal Kp,Ki Yes |
lVin
N
Vref 7 E(Y) U(t)_ Interleaved  Vout
w—ps == P| Controller >
- Boost Converter

Fig. 1: Controller system process schematic.

In this study, we introduced the optimized GWO_AF-
based Pl controller for the boost interleaved converter. In
the proposed approach, obtaining the optimized K, and Ki
is followed by comparing four different objective
functions, integral absolute error (IAE), integral square
error (ISE), integral time square error (ITSE), and integral
time absolute error (ITAE) to find the best performance of
the cost functions. The simulation results have been given
in this paper to demonstrate the effect of the optimized
controller on the proposed controller.

The rest of the paper is organized as follows: The small-
signal analysis of two-phase interleaved boost converters
is described in section 2.

Section 3 is devoted to the controller system design.
The evaluation method and forming of the objective
functions are stated in section 4. The calculative
implementation of GWO_AF is covered in section 5.
Section 6 presents the simulation results and
investigation. Section 7 concludes the paper and provides
future trends. Finally, section 8 is for compliance with
Ethical Standards.

Description of the Two-Phase Interleaved Boost
Converters

Fig. 2 shows a schematic view of the two-phase
interleaved boost converter. This schematic image
includes the inductor L; connected to L, in parallel, the
switch Q; connected to Q, in parallel, and the diode D,
connected to D, in parallel. On this basis, there are two
input and output circuits in parallel. All similar pieces have
been designed for better performance of the interleaved
converter. The switching operation by the gate signals of
the two switches is such that when one switch is in the
maximum state, the other is in the minimum state with a
phase difference of 180 degrees [28].

L2 D2
| Ll
M Y o
1 J J D1 R1S
Vi 9
Nle Qllq Q2 | CT RS —
T i T [75
N\ Y
7

GND1

Vo

= Vref
Pl Controller «—— f F—

Fig. 2: Schematic diagram of the interleaved boost circuit with
two-phase control.

If we assume that the inductor’s current ripple is equal
to 20% of the inductor’s average current, we can obtain
the value of the inductor from (1). Dmax is the maximum
value of the duty coefficient, which is 0.75, and Vi, is the
minimum value of the input voltage (48V).

_ VinxD

L = 1
phase ™ “f. 5 (1)

Considering 2% of the peak-to-peak capacitor ripple,
the value of the capacitor can be obtained using (2).

_ VinxD )
out =~ TgCoutR

Operation Modes

The state space averaging technique is used for
analyzing the interleaved boost converter. By applying
this mathematical model, the converter’s switching
function is defined in four switching methods. The state
equations obtained for the converter’s operation mode of
Fig. 3 are as follows [28].

In Mode 1, Switches Q; and Q; are in the on mode, but
diodes D; and D, are in the Off mode. Fig. 5 shows the

J. Electr. Comput. Eng. Innovations, 12(1): 39-56, 2024 41



S. M. Naji Esfahani et al.

equivalent circuit for this mode. The following formulas
define the function of Mode 1, in which the current of
Inductor iy is assumed as the state variable, and the
voltage of Capacitor VO is assumed as the third mode
variable.

L2 w, DHZ
A L ' io
u—,T 11 T ) D’Il _lI

Fig. 3: Schematic diagram of the interleaved boost circuit.

Inductor Current —»

2 .
iLl io
e s l> =
"ST 11 D1 I
Vin >
—1* Ql Q2 =
-5 C Rg Vlo
Fig. 5: Equivalent circuit for Mode 1.
dig _Vs G)
dt L1
dvo _Vo
&t RC @
d|L2 _ VS

1

00 0 g
A={0 0 0 |B= 1 (6)

00 * 1

RC Vo

In Mode 2, Switches Q; and Qy are in the On and Off
modes, respectively. Also, Diodes D; and D, are in the Off
and on modes, respectively. Mode 2 is shown in Fig. 6.

2 E
A = '> Ll
8 11 | DI I
Vin + >
1+ Q1 Q2 C=
- R§ Vo

| |

Fig. 6: Equivalent circuit for Mode 2.

T Vs @)
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di2_ Vs Vo
t L L (®)
dvo_ | VO
&t L, RC ©)
e
00 - q
L
1
A=|0 0 0 |B=|— (10)
1 -1 L1
0 = — 0
C RC

In Mode 3, Switch Qg is in the off mode, but Switch Q,
isin the on mode. Also, Diodes D; and D, are in the on and
off modes, respectively. Fig. 7 shows the performance of
the interleaved boost converter in Mode 3.

L2
iL2 D2
i1 io
N s — |> > =1
o] ao | D1 I
Vin . >
1+ Ql Q2 =
1 | T R?’ Vlo

Fig. 7: Equivalent circuit for Mode 3.
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Fig. 8: Equivalent circuit for Mode 4.
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In Mode 4, Switches Q; and Q; are in the Off mode, but
Diodes D; and D, are in the on mode. Fig. 8 displays the
equivalent circuit for this mode.

u_Ys Yo (15)
dt Ll L1
Gz _Ys Yo (16)
dt L2 LZ
M i e Yo (17)
dt C C RC
i 1 e
00 — —
L L
1 1
A={0 0 — |By=|— (18)
Ly Ly
1 -1 0
0 =
L C RC /| L

The state equations and matrix coefficients for the
interleaved boost converter are as follows:

X =AX+BU (19)
Y =CX +DU (20)
[A]= Ady + Ayd,, + Agdy + Ad, (21)

Using the SSA method, the interleaved boost
converter’s output control transfer function in its final
form is obtained as follows. do is the duty coefficient, and
N is the number of phases in the interleaved converter. It
is evident that there is an RHP zero in the interleaved
boost converter’s transfer function [30]. By substituting
the converter’s parameters from Table 1, the interleaved
boost converter’s transfer function is found, which is as
follows: The transfer function of the interleaved boost
converter is as follows:

Vo) _ 1+SRC
V.
in(S) (1-D)| 1+ L 2+52 LC , (24)
| R(1-D) a-D)" |
Vings) _ 1+sRC
d
®) (1-D)|1+s L 2+52 LCZ (25)
| R(1-D) 1-D)" |
. Vosy 2Ny,
P-IBC(S) des) (r+2Nd2RL)C
2 26
~s+(2Nd“R_ -1)/ L (26)
2
1 . 2Nd
(54— )(s+—— )+ 0
. Vo(s)  ~1.666°s+7.675° )
_ = = 7
PIBCB) gy 5% 32855 1441

Table 1: The interleaved boost converter design values

No. Description Design parameter
value

1 Input voltage 48V

2 Output voltage 240V

3 Output power 54.8 W

4 Load current 0.23A

5 Switching frequency 20 KHz

6 L; and Ly inductance 1mH

7 Capacity 1uF

8 Load resistance 3200 Q
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Designing the Controller

For achieving the desired closed-loop performance of
the converter necessitates the controller’s presence.
Besides, the controller can facilitate the circuit transfer
function’s formation for obtaining the system’s general
stability and the rapid transient response. There are
several kinds of analog compensators, namely the RC
network and amplifier.

The forward controller, which is also known as the (PD)
controller, is commonly used for the phase margin
enhancement in a bipolar system (two-pole system). This
type of controller exhibits sensitivity to the noise resulting
from the derivative function in it. The use of reverse Pl
controller (proportional-integral controller) causes
increase in the low-frequency gain in loops, leading to
stronger output at DC and the frequencies that are lower
than the frequency of loop crossover [31], [32].

There are various types of classic controllers, namely
forward-backward, PI, PID, etc. These controllers have
been developed aiming to make sure of the converters’
desirable performance under special conditions.
However, for the CCM performance in the interleaved
boost controller, there exists an RHP zero in the output
control transfer function.

Thus, the non-minimal phase problem results in the
poor dynamic effectiveness of the interleaved boost
converter. Because of the RHP zero, the closed-loop
system’s bandwidth is restricted and the converter’s
dynamics is decreased. Hence, exhibiting a good response
to the uncertainty of parameters, line, and instant load
changes would be very difficult for the ordinary PID
controller. According to the reports, the optimal PI
controllers, which are based on the metaheuristic
algorithms, can enhance the DC-DC converters’ dynamic
performance [33], [34].

Designing the GWO_AF-Based Optimal PI

Controller

It sould be mentioned that many of other hyper
heuristic algorithms can be employed for designing PI
cotroller. In this paper GWO algorithm has been chosen
due to its good performance in this research area [36]-
[41].

As can be seen in Fig. 9, the converter’s output voltage
is compared to the reference voltage, and the generated
error signal passes through the optimal classic controller,
the coefficients of which are obtained by using the
GWO_AF algorithm. Subsequently, to generate the pulse
width modulation (PWM) signal, the created control
signal is compared to the high-frequency triangle
waveform [32].

This PWM signal, after passing the Astable multi-
vibrator and optoisolator, produces the signal of the
MOSFET switches Q; and Q..

Vout
LiRer * "

Integrator

+0ut.Y

Fig. 9: Circuit of PI controller.

The optimal parameters of the PI controller are
obtained using the GWO_AF algorithm considering the
best performance of the fitness function to optimize the
overshoot (M), the rise time (T.), and the settling time
(Ts).

Fig. 10 shows the diagram of adjusting the coefficients
of the Pl controller by the GWO_AF algorithm.

Fitness ‘
|__Function

GWO_AF
Algorithm

Kp Ki

A\ 4 v

Output
Plant .p

A 4

Pl Controller

+
\ 4

T Feedback [«

Fig. 10: Flowchart of the circuit of the optimal Pl controller.

Fitness Function Definition

The proportion function containing normal effectiveness
is the initial step in the process of designing the optimal
controller relying on metaheuristic algorithms with
favored characteristics and restrictions under the step
input signal to reach optimal effectiveness. Some of the
major time-related features include overshoot (M,), rise

time (T,), settling time (T;), and permanent state error.
The minimum value of the proportion function is related
to time, and values of the parameters are optimal.
Selecting the proportion function is the most important
step in applying the algorithm. In general, there are four
types of performance: integral absolute error, integral
squared error, weighted squared error integral, and
weighted absolute error integral at the ITAE performance
time. As shown by Jagatheesan and Anand, to confirm the
optimal selection of a fitness function for the multi-
objective grey wolf optimization algorithm, the ITAE
yields the fastest response with minimum overshoot for
the methods of optimization, which is the best choice for
the optimization of a proportional integral controller [23].
Ansari et al. came to conclusion that utilizing the ITAE as
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the fitness function for finding the best gins for traditional
Pl is in fact to select the multi-objective optimizer. In the
study conducted by Kishnani et al., another optimization
technique, which is known as the (election-survey
optimization), was used. In this technique, the ISE is
chosen to obtain the Pl gains [33]. Though the gain
resulting from merging the errors has been utilized as the
assessor of performance, a weighted ISE and an
overshoot was considered by Kumar et al., leading to the
results in which the overshoot values were above the
permitted level. In this paper, the ISE, IAE, and ITSE were
applied for confirming the better case. This problem can
be mathematically represented as follows [33], [34]:

ISE = [ 52 (t)dt (28)
IAE =[5’ |6(t)|ct (29)
ITSE = [&t6% ()t (30)
ITAE = J§t|s(t)| dt (31)

where tindicates the upper bound, which is chosen as the
steady-state value and & represents the error of reference
to the output. Though the assessment of the old methods
is an integrated technique, a novel technique has been
suggested recently, in which both the settling time and
the overshoot are considered. Therefore, these values
must be combined appropriately in the fitness function.
This function is defined as follows [33]:

Cop = Ts(1 + aM2) + BT, (32)

where MP indicates the overshoot, a represents the
adjustable weight for the squared overshoot, and Ts and
Tr indicate the settling time and rise time Respectively
[21]. To obtain a suitable selection for this weight, the
desired percentage must be considered for the overshoot
(M%) in which the square root should be unique:

1 2
a=(M7) (33)
%
The fitness function, unlike the cost function, is
commonly maximized. For this purpose, the following
equation is utilized:

fit =1/Cost (34)

Computational Implementation of GWO_AF

Proposed by Mirjalili & Lewis in 2014, the GWO
algorithm has been inspired by the grey wolves’
leadership and group hunting technique. When designing
the GWO algorithm, to transform the hierarchy of the

grey wolves into a mathematical model, the readiest
solution is considered as the Wolf a. Subsequently, the
second and third solution, respectively, are indicated by
and 6. The rest of the suggested solutions are considered
as the Wolves w. The optimization in the GWO algorithm
isled by a, B, and 6. Then, these three wolves are followed
by the Wolves w towards the global optimization. In
addition to the social leadership, the following equations
are used to prompt the surrounding behavior of the grey
wolves during the optimization [26].

D= \c.x () - X (t)‘ (35)

X(t+1):XP(t)—A.D (36)

where t represents the current iteration, C and A are
vector coefficients, Xp is the position of the hunting
vector, and X indicates the position of the grey wolf’s
vector. Vectors A and C are calculated as follows:

A= 2a.r1 -1 (37)

C= 2.r2 (38)

In this formula, during the periods, the iteration of
Component ais linearly reduced from 2 to 0 and r; and r,
which are random vectors within the range of [0, 1] in the
GWO algorithmin Fig. 11, find the optimal solutions to the
optimization problems by exciting of social leadership and
surrounding mechanisms. This algorithm keeps the first
three good solutions and forces the other Factors to
update their positions, to stimulate, search, and identify
the dedicated areas of the search space; the continual
optimization process employs the accompanying
formulas for any search factor:

Dy = |Cy Xa ~ X| (39)
Dp=[CaX5-X (40)
Ds =|C3: X5~ X| (41)
X, = Xa A .Dq (42)
Xy=Xz—AyDy (43)
X=X 5~ AyDg (aa)
X(try=1""27"3 s)

J. Electr. Comput. Eng. Innovations, 12(1): 39-56, 2024 45



S. M. Naji Esfahani et al.

The search by A, the random value of which is above 1
or below -1, has been guaranteed; so that, the search
factor is force to deviate from the prey. Another part of
the grey wolf optimization algorithm is C, which facilitates
the search process. Vector C created a value between 0
and 2 so that [0, 2] is indicative of the prey’s random
weight for the non-emphasis (C < 1) or statistical
emphasis (C > 1) on the prey’s impact on the definition of
distance. With the help of this, the GWO algorithm will
exhibit further random values in the optimization process,
resulting in a search that is better than the limited
optimum. Here, it is notable that C is not reduced linearly
in comparison with A.

To ensure that the search is prioritized not only during
the preliminary repetitions but also during the ultimate
iterations, it is necessary to use parameter C when
generating the random value in every scenario.
Particularly in the last iterations, this component is quite
useful for the ideal recording.

In the case that |A| < 1, processing with the grey wolf
optimization algorithm will start. Whenever Vector A’ s
random value falls within the [-1, 1] range, the search
factor’s next position will be somewhere between its
current position and the position of the prey. This will
facilitate the convergence of the search factor to the
estimated position of the prey, which has been given by
the problem’ alpha, beta, and delta.

The first step in the GWO algorithm is optimizing the
random generation of solutions that are part of the
preliminary population. Alpha, Beta, and Gamma are the
three remaining good solutions that have been
maintained as a part of the optimization process. For each
Wolf w (the searcher factor), the position of updating the
equations [39] to [45] has been excited; while,
Parameters A and a decrease linearly during a period.
Therefore, when |A| > 1, the search factors incline
toward divergence from hunting but when |A| < 1, they
tend toward convergence.

The location and score of Solution Alpha are ultimately
returned as the optimum solution found throughout the
optimization process after the ultimate criterion is
attained. To execute the optimization process of multiple
objectives, we combined two new components with it.
The MOPSO-like components are those that have been
utilized for this particular objective. The initial part of the
system is an archive that oversees keeping the optimal
solutions that do not include ray domination. The leader’s
approach, which aids the alpha, beta, and delta in
choosing the best option from the archive, makes up the
second element [35]. The archive is, in fact,
straightforward storage that allows for the safe archiving
and retrieval of optimal solutions independent of ray
domination. As the best instance of the archives, the
controller archive can be mentioned, which can control

the archive when a solution is entered or when the
archive runs out of capacity. Notice that an archive has
several sections. During iteration, the obtained non-
dominated solutions are compared with sections of the
archive. This might lead to four different cases:

* In the case that the new member has been controlled
by at least one of the archive sections, the solution should
not be imported into the archive.

* The newly developed solution can regulate any number
of previously implemented solutions. In these cases, the
controlled solutions in the archive should be eliminated in
order that the new solution can be imported into the
archive.

* If neither the new solution nor the old one controls the
other one, then it is better to add a new solution to the
archive.

* If the archive has run out of capacity, the mechanism
network should resort the components of the search
space, find the most populated piece, and delete its
solutions. Subsequently, to advance the ultimate optimal
Estimated Pareto front, the novel solution must be
imported into the least-populated component.

~
(X*-X, V)/ x*Y)
|
LR
N

/ i N

/ Iv\"‘)"/\

P N | XY
Ve N

22 N
/ N
d N
. VoV
(X*-X,Y*.Y) \ X%Y~Y) / X.Y*%Y)
=

—_——

Fig. 11: The search agents’ position-updating process and how
A affects it [26].

Results and Discussion

The extensive simulation performed in this work aimed
to find the interleaved boost converter’'s dynamic
performance. This was done with an optimal
proportional-integral  controller under  SIMULNIK
environment in MATLAB. Considering the step input and
frequency response speed of the interleaved boost
converter with classic controllers, the dynamic
performance implies the better dynamic response of the
studied converter with GWO_AF-based Pl controller in
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comparison with the ordinary boost converter.

Table 2: Pl parameters

Pl parameters Value
Kp 33
K; 4

The step input response to the interleaved boost
converter with optimized Pl controller has the fastest

L2
T

Conlimvous L1
T

—4 |

E
B

response with less overshoot error. It should be noted
that the optimization approach is indeed a standard
method for designing classic Pl controllers; besides, it also
exhibits a good performance regarding the close loop of
the interleaved boost converter.

The Pl controller’s parameters, which have been
designed using GWO_AF metaheuristic algorithm, are
presented in Table 2.

=]

Fig. 12: Schematic of the interleaved boost converter with the proposed controller.
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Fig. 13: The waveform of the optimized converter’s output voltage.
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Fig. 13 shows the optimal output voltage of the
converter. After applying a momentary load at times of
0.05 and 0.1 to the converter, the output voltage
generally achieves stability compared to the reference
voltage 240 by the PI_GWO_AF controller.

Fig. 22 displays the voltage stability and performance
against the sudden changes in the load connection to the
network when the output voltage increases to 240V for
the steady state.

The best closed-loop dynamics (settling time, rise time,
and overshoot) exhibited by the GWO_AF-based PI
controller with interleaved boost converter were lower
than that of the classic Pl controller with a boost
converter.

In comparison with the boost converter with the
optimal controller, the best tracking performance was
exhibited by the interleaved boost converter with a PI
controller based on the GWO_AF algorithm.

48
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3
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)
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Fig. 14: The waveform of the optimized converter’s output power.
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Fig. 15: Estimated Pareto front of the optimized parameters’ performance relative to each other.
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Fig. 22: The Effect of controller performance on the output voltage of converter.
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Fig. 23: Current waveform and MOSFET output voltage.
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Fig. 26: Output capacitor current waveform.
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Fig. 27: Current waveform and inductor output voltage.
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Fig. 28: MOSFET output voltage waveform.
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Fig. 31: The bode diagram of the interleaved boost converter.

In the optimal controller based interleaved boost
controller, the load voltage followed the reference
voltage (Ref), was set rapidly, and preserved the zero
steady-state error. Therefore, the simulation results are
indicative of the satisfactory tracking performance of the
“interleaved boost converter” with optimal controller and
its good load adjustment in the closed-loop mode. The
simulated response of the input current, the pulse gate
for S1, the currents of the Inductors i; and i, and the
pulse gate for S2 along the steady state are shown in Fig.
27. As can be inferred from Fig. 28, the inductor’s two
currents and the two pulse gates are located at a 180¢
angle relative to each other. In comparison with the
current of the single inductor, the input current, which
results from the inductor’s two currents, is made of a
smaller ripple. Fig. 29 shows the location of the zero and

pole of the interleaved boost converter based on (27). As
can be seen, the stability of the proposed converter
controller is superior to that of the boost converter
(shown in Fig. 30).

Conclusion

This study is aimed at designing and executing a two-
phase interleaved boost converter based on an optimal PI
controller. This converter is going to be designed and
executed for decomposable applications. For this
purpose, the controller was initially designed using the
classic technique.

Subsequently, the controller's parameters were
adjusted by means of the GWO_AF-based optimization
method aiming to obtain better performance and
stability. Then, simulations were performed to investigate
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the interleaved boost converter in terms of comparative
analysis and closed-loop performance. Regardless of the
operating cycle, the obtained results indicated the lower
ripple content of the studied converter in the inductor,
input current, and output voltage | comparison with the
boost converter.

According to the results, it could be concluded that the
proposed converter has exhibited the highest system
bandwidth, the best closed-loop performance, and the
largest stability margin compared to the converter’s
open-loop mode. Accordingly, it was decided to utilize the
GWO_AF-based PI controller for designing and executing
the SMPS by the interleaved boost converter in order that
the overall stability and closed-loop performance can be
improved. The proposed optimal controller can be
utilized for different applications with high degree power
converters, including hybrid electrical vehicles and MES,
which has not been reported before and has been
introduced in this paper for the first time. It can be also
executed for the extraction of the maximum power and
other objectives. Notably, the proposed converter with
very fast transient response and without high-frequency
ripples can be also executed for the extraction of the
maximum power from the SPV panel.
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Abstract

Background and Objectives: Twitter is a microblogging platform for expressing
assessments, opinions, and sentiments on different topics and events. While there
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have been several studies around sentiment analysis of tweets and their popularity
in the form of the number of retweets, predicting the sentiment of first-order
replies remained a neglected challenge. Predicting the sentiment of tweet replies is

Accepted 15 August 2023 helpful for both users and enterprises. In this study, we define a novel problem;

given just a tweet's text, the goal is to predict the overall sentiment polarity of its
upcoming replies.

Methods: To address this problem, we proposed a graph convolutional neural
network model that exploits the text's dependencies. The proposed model contains
two parallel branches. The first branch extracts the contextual representation of
the input tweets. The second branch extracts the structural and semantic
information from tweets. Specifically, a Bi-LSTM network and a self-attention layer
are used in the first layer for extracting syntactical relations, and an affective
knowledge-enhanced dependency tree is used in the second branch for extracting
semantic relations. Moreover, a graph convolutional network is used on the top of
these branches to learn the joint feature representation. Finally, a retrieval-based
attention mechanism is used on the output of the graph convolutional network for
learning essential features from the final affective picture of tweets.

Results: In the experiments, we only used the original tweets of the RETWEET
dataset for training the models and ignored the replies of the tweets in the training
process. The results on three versions of the RETWEET dataset showed that the
proposed model outperforms the LSTM-based models and similar state-of-the-art
graph convolutional network models.

Conclusion: The proposed model showed promising results in confirming that by
using only the content of a tweet, we can predict the overall sentiment of its replies.
Moreover, the results showed that the proposed model achieves similar or
comparable results with simpler deep models when trained on a public tweet
dataset such as ACL 2014 dataset while outperforming both simple deep models
and state-of-the-art graph convolutional deep models when trained on the
RETWEET dataset. This shows the proposed model's effectiveness in extracting

structural and semantic relations in the tweets.
(OO
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Introduction

communication tool for not only ordinary people but also
particular users, including students [1], [2], politicians [3],
[4] medical specialists [5], [6], athletes [7] and traders [8],

Twitter is a social networking and microblogging platform
with nearly 400 million users worldwide. Its interesting
characteristics have made Twitter a prominent
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[9]. Users post their tweets to share daily updates, talk
about their opinion and emotions, and keep in contact
with friends and family [10], [11]. Moreover, people use
Twitter to connect with others to discuss common
interests and concerns with other users worldwide. This
may be achieved by tweeting, retweeting, mentioning, or
replying to other users' tweets [11]. Therefore, in recent
years, mining Twitter for information about people and
their opinion, sentiment, preferences, and reactions to
events has attracted the increasing attention of
researchers, companies, and media organizations [10].

Many research studies have addressed Twitter
sentiment analysis since 2011 [10]. The main goal of
Twitter sentiment analysis is to detect the sentiment
polarity of a given tweet in terms of positive, negative, or
neutral [11], [12]. In addition to standard tweet polarity
detection, more fine-grained tasks, including emotion
detection [13], personality detection [14], event
detection [15], stock prediction [16], and election
prediction [17], have also been investigated in recent
years. Sentiment analysis of Twitter data has more
challenges than sentiment analysis of reviews or similar
texts [12], [18]. This has several reasons, including the
limited length of tweets, the use of informal language and
unique abbreviations, and complex relations formed
using the mention, retweet, and reply mechanisms of
Twitter. Therefore, several studies addressed sentiment
analysis of Twitter data for English and other languages in
the last decade [19]-[22].

With the growing number of Twitter users and the
increase of tweets’ impact, users' desire to capture other
users’ attention via their tweets has increased [23]. High-
quality tweets (i.e., those that capture others’ attention)
canincrease users’ reputations [24]. Therefore, predicting
other users’ reactions to a tweet is essential for users,
especially before they post their tweets [24], [25]. The
number of times others like a tweet or, similarly, the
number of retweets may be signs of a good impression
and hence may be used as popularity metrics for a tweet
[24]. In addition to these metrics, tweet replies may also
be analyzed to detect the sentiment of repliers expressed
in their replies as a measure of popularity for the source
tweet. To predict other users’ reactions to a tweet before
posting, it is necessary to analyze the textual content of
the tweet. This is a challenging problem among natural
language processing tasks because tweets have limited
length, forcing users to abbreviate words, invent
acronyms on the fly, or even omit words [10], [26].

Every tweet may produce positive, negative, or neutral
sentiments and reactions in its readers [10]. Such
responses may be shown in terms of likes or dislikes,
retweets, or posting textual replies. For likes and
retweets, the number of users who like a tweet or
retweet it may be considered a factor for measuring the

positive reaction of other users [24]. However, for replies,
the number of replies does not necessarily show the
popularity and the positive responses of others. In this
case, the tweet replies' content must be considered to
determine how positive/negative the reactions are [27].
Several studies have addressed the problem of predicting
the number of likes and retweets in recent years [23],
[28]-[30]. These studies usually model the issue as a
regression problem in which the model's output is the
predicted number of likes or retweets over time [29].
However, indicating other users’ sentiments shown in
their replies has been neglected in previous studies [27].

Recently, Arasteh et al. [27] addressed the problem of
predicting the overall sentiment of tweet replies and
proposed a deep learning-based method for this problem.
Specifically, they created a relatively large dataset of
tweets and their first-order replies, RETWEET, and trained
a bi-directional long short-term memory (Bi-LSTM) deep
model on manually labeled tweets from the SemkEval
datasets [31]. Then, using this trained model, they predict
the sentiment polarity of all tweet replies without
considering the source tweets. Finally, using a heuristic
averaging algorithm, they assigned a label to each source
tweet according to its replies’ polarity labels [27].
Although this study presented the problem of predicting
tweet replies’ sentiment for the first time, the main
shortcoming is the need for having all replies for labeling
a tweet. Ignoring the content of the source tweet and
assigning a sentiment polarity label using its replies
necessitate waiting for others' reactions in terms of their
reply to predict the overall sentiment of replies. This
seems to be the main weakness of their proposed
solution to the problem [27].

In this study, we define a new problem as follows.
Given only the textual content of a source tweet, the task
is to predict the overall sentiment polarity of upcoming
replies. To address this problem, we propose a new deep
learning-based model for processing tweets' textual
content and predicting their replies' overall sentiment. To
this end, we used the RETWEET dataset [32], which
contains several tweets and their corresponding first-
order replies. In our proposed model, unlike [32], we do
not use replies’ textual content and only exploit the
source tweets’ content. Specifically, we trained a graph
convolutional network (GCN) on the textual content of
source tweets to learn the structural and semantic
relations in the text. Then, we evaluate the trained
network on unseen tweets in the dataset. In summary,
the main contributions of the current study are as follows:

e Defining the problem of predicting the overall
sentiment polarity of tweet replies only based on the
textual content of the source tweet.

* Proposing a graph convolutional network model for
exploiting structural and semantic relations in the tweets.
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e Comparing the baseline and state-of-the-art graph
convolutional network models with the proposed model
on three versions of the RETWEET dataset.

The remainder of the paper continues as follows. In the
next section, a brief overview of related studies will be
presented. The proposed model will be described in
section Ill. Experimental results are shown in section IV.
Conclusions and directions for future work will be
discussed in the last section.

Literature Review

In this section, a brief overview of related studies is
presented in two subsections as follows. Some Twitter
data analysis studies are shown in the first subsection,
and deep learning-based models for sentiment analysis
are presented in the following subsection.

A. Twitter Data Analysis

Kouloumpis et al. [10] investigated using linguistic
features for message-level tweet sentiment analysis. They
used a machine learning method and utilized lexical
resources and hashtag information in training. They
showed that part-of-speech (POS) features were not
helpful, while sentiment linguistic features and emoticons
are helpful for classification [10]. Agarwal et al. [33]
proposed a machine learning approach for sentiment
analysis of Twitter data and modeled the problem as
binary and 3-way classification problems. They evaluated
unigram, feature-based, and tree-based models and
showed that the combination of these models
outperformed the baseline and each model in isolation
[33]. Mohammad et al. [34] designed two sentiment
lexicons and proposed a machine learning-based classifier
for message-level and term-level sentiment classification
of Twitter data. They showed that their lexicon-based
approach outperformed the machine learning-based
method.

Some recent studies investigated problems that use
sentiment analysis to address other issues. For example,
Abdar et al. [26] proposed a model for detecting people's
attitudes toward energy in Alaska. They used Twitter as a
data source in which people express their sentiments and
emotion towards different subjects, including Energy.
Gagne et al. [1] analyzed nursing student tweets in three
countries during COVID-19. They investigated the opinion
of students in their tweets to help nurse educators better
understand the students. Basiri et al. [12] proposed a
deep learning-based model for sentiment analysis of
tweets in eight countries during the COVID-19 pandemic.
They offered a fusion model and showed that the
sentiment intensity expressed by people at different
times and governments was not identical. Ali et al. [35]
proposed a deep learning model for sentiment analysis of
tweets in Pakistan. They aimed to predict the results of
the Pakistan general election in 2018 using Twitter data.

Hong et al. [36] investigated the problem of predicting
the popularity of tweets and used the number of retweets
as the measure of popularity. They employed tweet
contents and metadata of tweets, including temporal
data and user data. In a similar study, Petrovic et al. [29]
investigated the problem of predicting the number of
retweets and proposed a machine, learning-based model.
They showed that although social features performed
very well, tweet features could also be used in the model
to reach human-level accuracy. Daga et al. [24] evaluated
some machine learning methods learned on a bag-of-
words model and word embedding features to predict the
number of likes and retweets for a source tweet. They
showed that bag-of-words features were more helpful
than embedding features for this task [24].

Lou et al. [37] introduced the problem of predicting
the users who retweet a source tweet. They proposed a
machine learning-based method and used features such
as retweet history and followers-related features. They
showed that common interests and the history of
retweeting were factors that could be used for predicting
future retweets [37]. Wang et al. [38] proposed a deep
learning-based model to analyze users' retweeting
behavior. They integrated user-based and message-based
features to model the group retweeting behavior and
tweets’ content. In a similar study, Firdaus et al. [39]
explored the problem of the retweeting behavior of users
and focused on the topic's impact. Specifically, they
investigated the effect of a user's topic-related sentiment
on their retweet decision. They concluded that the topic
and users' sentiment toward the topic were important for
modeling their retweet behavior [39].

Some recent studies addressed the problem of tweet
popularity prediction using novel approaches. For
example, Lymperopoulos [40] proposed a model based on
electronic circuits for predicting the popularity of tweets
in terms of their number of retweets. As another
example, Garvey et al. [41] proposed an artificial
intelligence probabilistic model for generating popular
tweets. Specifically, they used econometrics, machine
learning, and Bayesian theory to create the structure of
high-impact tweets. Gao et al. [28] proposed a
heterogeneous bass model for the prediction of the
popularity of tweets. They considered tweets with a
similar topic, using a clustering approach and linear
regression to improve the system's performance.
Rivadeneira et al. [23] proposed an evidential reasoning
model for predicting tweets' impact. Specifically, they
used five features of tweets to indicate the number of
electoral-related retweets.

B. Deep Learning

Several studies applied deep learning techniques to
sentiment analysis problems in different domains in
recent years. For example, as one of the first applications

J. Electr. Comput. Eng. Innovations, 12(1): 57-68, 2024 59



S. Nemati

of the deep model in the sentiment analysis domain, Poria
etal. [42] proposed a feature extraction method based on
convolutional networks. They used the extracted features
for multimodal sentiment analysis of short video clips.
They reported a 14% improvement over existing methods
for the same task. Edara et al. [43] applied LSTM to the
problem of sentiment analysis of cancer-affected
patients' tweets. They showed that their deep model
outperforms traditional machine learning models. Basiri
et al. [44] proposed a 3-way fusion model of deep and
conventional learning techniques for sentiment analysis

of drug reviews. They showed that their model
outperformed traditional and deep models and
considered classifier confidence in its decisions.

Muhammad Shah et al. [45] proposed a deep model for
multimodal patient review sentiment analysis. They
processed both textual and image content of patients'
reviews published on the Yelp.com platform.

Parimala et al. [46] proposed an LSTM deep model for
sentiment analysis of tweets collected before, after, and
during disasters. They compared their model with
traditional learning models and reported a slightly better
performance for the binary classification scenario. Basiri
etal.[12] proposed a deep fusion model consisting of four
deep and one traditional learning method for analyzing
COVID-19 tweets in different countries.  Serrano-
Guerrero et al. [47] addressed the problem of sentiment
analysis and emotion recognition of patients' reviews.
They proposed a hybrid of bidirectional gated recurrent
unit (Bi-GRU) and convolutional network to classify
reviews. They also evaluated different word embeddings
for their models and showed that their clinical-domain
word embedding model outperformed other deep and
traditional learning models. Basiri et al. [48] proposed a
Bi-LSTM model for sentiment analysis of online doctor
reviews. They introduced the PODOR dataset containing
Persian online doctor reviews and showed that their
proposed deep model outperforms traditional learning
models for the polarity detection of online doctor
reviews.

Some recent studies applied deep learning models to
the problem of sentiment analysis in other languages. For
example, Shehu et al. [49] evaluated different data
augmentation and deep learning models on Turkish
tweets. They compared their models with traditional
machine learning models and concluded that
conventional models outperformed deep models in
speed, but deep models performed better. Several
studies applied deep learning models to Arabic sentiment
analysis [50]. For example, Elfaik et al. [51] used Bi-LSTM,
Saleh et al. [52] used a hybrid of CNN and LSTM models,
and Al-Dabet et al. proposed a CNN-based model for
aspect-based sentiment analysis of Arabic texts.
Dashtipour et al. [53] used LSTM and CNN for Persian

sentiment analysis of movie reviews. Bokaee Nezhad et
al. [54] applied a combination of CNN and LSTM models
to COVID-19 tweets in the Persian language. Gonzalez et
al. used pre-trained Bert models for Spanish tweet
sentiment analysis. Gan et al. used an attention
mechanism on a CNN-BiLSTM model for Chinese
sentiment analysis.

Smetanin et al. [55] applied a transformer-based deep
model to Russian sentiment analysis. In recent years,
other languages have also been the target of deep
learning methods for sentiment analysis problems. In
summary, compared to the previous studies, the novelty
of the current research is two-fold. First, we introduce a
new problem in the domain of sentiment analysis of
Twitter data. Second, we propose a new attentive graph
convolutional deep model for solving the problem. The
proposed model will be described in the next section in
more detail.

Proposed Model

We exploit graph-based convolutional neural networks
in the proposed model to consider tweets' structural and
semantic information. The overall structure of the
proposed model is shown in Fig. 1.

-
Softmax

\ y

~

Attention

J

4 )
GCN

. J

Input tweet

Fig. 1: The overall structure of the proposed model.
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There are two parallel branches in the proposed model
as follows. The first branch, which starts with the
embedding  module, extracts the  contextual
representation of the input tweets. The second branch
extracts the structural and semantic information from
tweets. Specifically, the input tweets t = {w;, wy, ..., w,,},
containing n words, is sent to both embedding and
structural relation extraction modules for converting to a
numerical vector and extracting the structural graph,
respectively.

A. Contextual Representation Branch

In the embedding module, each tweet is converted to
a numerical matrix using a lookup table which is usually
derived from transformer-based pre-trained word
embeddings such as BERT [56], EImo [57], or Glove [58].
The numerical representation of each tweet, t, contains n
vectors of length m, where mis the dimension of the word
vectors in the lookup table. In the current study, we used
300-dimensional vectors of Glove trained on 42 billion
words from Wikipedia pages and newswires as the lookup
table [58].

The Bi-LSTM module takes the embedding matrix of
each tweet as input and derives its hidden contextual
representations as follows.

H¢ = {h{,hS, ...,hE} = Bi — LSTM (x) (1)
where,
x = [xq, %5, ., Xy] and x; € R™ (2)

The self-attention module is used on top of the Bi-
LSTM module to learn syntactical dependencies [59], [60].
Using this module, each word in the tweet pays attention
to other words regardless of their position. To achieve
this, three parameters, namely Q (queries), K (keys), and
V (values), are combined as follows [59]:

Att(Q,K,V) = softmax(QKT)V (3)

To obtain the values of the above three parameters,
three randomly initialized weight matrices, Wq, Wk, Wy
and the input of the self-attention module, which is here
the output of the Bi-LSTM modaule, are used as follows:

SelfAtt(H) = Att(H*Wo, H*Wy, H*Wy )V
(4)
= softmax(HCWQKHcT)HCWV

where Wy = WQWIZ;.

B. Relation Extraction Branch

The structural relation extraction module is used in the
proposed method to construct the dependency graph of
tweets. To this aim, we first build the dependency tree of
an input tweet using the SpaCy module [61]. Then, we
make the adjacency matrix D € R™ " of the tweet using
the dependency tree by setting D; ; to one if there is a

dependency between the i"and j" words and assigning it
to zero otherwise. This strategy is proposed in [62] to
create an undirected dependency graph. An illustrative
example of converting a sample tweet "Some universities
charge huge fees" to its corresponding adjacency matrix,
is shown in Fig. 2. As shown in the figure, the undirected
dependency graph is created based on the dependency
tree relations.

The semantic relation extraction module adds external
knowledge to the dependency graph. This knowledge
may be in the form of sentiment scores stored in a lexicon
or an affective resource such as SenticNet [63]. In the
current study, we used sentiment scores from SenticNet
as follows. For each pair of dependent words w; and w; in
the adjacency matrix, we compute S; ; as:

S;; = Sentic(w;) + Sentic(w;) %)

dobj

mm ”

Some universities charge huge fees
DET NOUN VERB ADJ NOUN
A AC
01 0 00O
1 01 0O
D=10 1 0 1 0
01 0

lo ol
0 0 0 10

Fig. 2: A sample tweet and its corresponding dependency
diagram, undirected dependency tree, and dependency graph.

where Sentic(w;) is a real number in the range [-1,1]
showing the sentiment intensity of w; according to the
following rule:

[—1,0), w;is a negative word

Sentic(w;) € {(0, +1], w;is a positive word

(6)

and if Sentic(w;) = 0, w; is a neutral word, or it is absent
in SenticNet. Having computed S;; for all dependent
words, we enhance the adjacency matrix by:

Ai,j = Di,j X (Si,j <+ 1) (7)

C. GCN and Attention

The next module, GCN, takes the enhanced adjacency
matrix and H¢ as inputs and computes H, which is the
learned representation of the tweet as follows:

= relu(4;g;W + b) (8)

H

o~

gi = F(hy) (9)
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_ A;
A. - —
T4 YT Ay (10)

where g is the hidden representation from the previous
layer of GCN and F(.) is a transformation function, as
suggested in [62].

The attention module takes H¢ and H as inputs and
computes the final representation of the tweets as
follows:

= it aihf (11)
y = softmax(W,r + b,) (12)

where «; is the attention weight calculated as follows
[62]:

a; = el (13)
Copnef
n cT ¢
Bi = Xj—1hi h (14)

Here, the attention mechanism is a retrieval-based
method proposed by [62] and adopted in [64] for learning
the affective and semantic information from a sentence.

Experimental Results
A. Datasets and Settings

We used the RETWEET dataset [32] for experiments in
the current study. The tweets in this dataset were
downloaded using a pre-defined list of keywords. Word
clouds of the train and test parts of RETWEET are shown
in Fig. 3.

Because the public version of the RETWEET dataset
only contained tweet IDs, we downloaded the tweets
using the provided IDs. However, from 35020 training
tweets in RETWEET, only 17613 tweets were and from
1519 test tweets, only 1037 tweets were downloaded. As
discussed in the introduction section, unlike [32], we do
not use the replies’ textual content and only exploit the
source tweets’ content.

Therefore, we only need the test part of the RETWEET
dataset. This dataset contains 1037 tweets, and we
named it "Original". Because the Original dataset is
unbalanced, we created a "Balanced" version by selecting
positive, neutral, and negative tweets according to the
number of tweets in the minority class (i.e., neutral class)
in the Original dataset. Moreover, we created a
"Resampled" version of the Original dataset by
resampling the classes according to the distribution of the
classes in the train part of the RETWEET dataset
introduced in [32].

The detailed specifications of the datasets are shown
in Table 1 and the histograms of the distribution of tweets
based on their word count in the datasets are shown in
Fig. 4.

In the experiments, we used the 300-dimensional
vectors of Glove trained on 42 billion words from
Wikipedia pages and newswires as the lookup table [58]
for the proposed model. Also, in the GCN module, we
used two layers, and the dimensionality of all hidden
states was set to 300. The learning rate was 0.00002, the
batch size was four, and the Adam optimizer with a
learning rate of 0.001 was used for optimization.

(a)

(b)

Fig. 3: Word clouds of (a) the train and (b) the test parts of the
RETWEET dataset.

Table 1: Specification of datasets used in the current study

Original Balanced Resampled

train  test train test train  test

Negative 318 106 226 75 167 56
Neutral 226 75 226 75 226 75
Positive 234 78 226 75 120 40
Total 778 259 678 225 513 171

B. Comparison Models

To evaluate the proposed model, the following
methods were used for comparison:

e  2-BiLSTM [32] uses two BiLSTM layers on the top of
an embedding layer equipped with dropout layers.

e  2-LSTM [65] uses two serial LSTM layers on the top of
an embedding layer.

62 J. Electr. Comput. Eng. Innovations, 12(1): 57-68, 2024



Predicting the Sentiment of Tweet Replies using Attentive Graph Convolutional Neural Networks

e SenticGCN [64] uses a GCN with depth two on the top
of an LSTM layer. This model uses structural and
semantic information from tweets.

o AffectiveGCN [64] is similar to SenticGCN but only
employs semantic information to construct the
dependency graph.

e DSenticGCN [64] similar to SenticGCN but uses
directed structural graphs and GCN with depth four.

C. Evaluation Criteria

To assess the performance of models, accuracy and F1
evaluation criteria are used in the experiments.

_ 2XmXxp

15
(m+p) (15)
accuracy = S L — (16)
TP+FP+TN+FN
T=—" (17)
TP+FP
TP
P = Trern (18)

where 1T and p are precision and recall, respectively. TP,
TN, FP, and FN are true positive, true negative, false
positive, and false negative, respectively.

Results
A. Preliminary Results

This section reports the results obtained by training
the models on the ACL 2014 Twitter dataset.

len_in_words

As we pointed out earlier, in [32], the RETWEET model
was trained on the replies posted to the original tweets
(i.e., the test set of the RETWEET dataset) and evaluated
on the original tweets.

There are better methods for assessing the models
than this because the final goal is to predict the overall
sentiment of the first-order replies. Using these replies in
the training process is unfair. Therefore, we selected the
ACL 2014 Twitter dataset for the first round of
experiments. This dataset contains 6248 tweets labeled
as positive, neutral, or negative. The main reason for
choosing this dataset for training the models is its
conceptual and syntactic similarity with the RETWEET
dataset.

Fig. 5 shows the results obtained using the ACL 2014
dataset for the train and test sets of three versions of the
RETWEET dataset for the test.

As shown in Fig. 5, when the models were trained on
the ACL 2014 dataset, the proposed and other GCN-based
models did not show a significant advantage. For
example, on the balanced RETWEET dataset, the 2-LSTM
and 2-BiLSTM models outperform other models. Also, on
all test sets of the RETWEET dataset, the performance of
the proposed model could have been better compared to
other models when trained on the ACL 2014 dataset.

len_in_words

20

(a)

len_in_words

0

(b)

len_in_words

(c)

(d)
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. 4: Histograms of the distribution of tweets based on their word count in (a) original train, (b) original test, (c) balanced train,

(d) balanced test, (e) resampled train, and (f) resampled test datasets.

This lower performance of the proposed model may be
justified because the proposed model's structural and
semantic relation extraction modules (See Fig. 1) cannot
extract meaningful relations when trained on a different
dataset (i.e., the ACL 2014). To show the utility of the
proposed model, in the next section, we report the results
obtained using the train and test parts of the REWTWEET
dataset.

B. Main Results

As shown in Fig. 6, the proposed model outperforms 2-
LSTM and 2-BiLSTM models on all versions of the
RETWEET dataset.

This shows the effectiveness of utilizing structural and
semantic information in the proposed method.
Moreover, the results show that the proposed method
has similar results with other GCN-based methods on the
Original RETWEET dataset while outperforming all other
models on the Balanced and Resampled RETWEET
datasets.

This shows the power of the proposed model for better
retrieving syntactical information via the self-attention
module and semantic information via external knowledge
for constructing the dependency graph of the tweets. For
the Balanced and Resampled datasets, the second-best
method is AffectiveGCN which employs affective
information in making the adjacency matrix of the tweets.
This also verifies the effect of using external knowledge to
enhance the system.

C. Discussion

As we pointed out in the previous section, we created
three versions of the RETWEET dataset and evaluated our
proposed and other deep models on these three versions.
To discuss the results obtained on these three versions,
we should briefly describe the process of creating the
original RETWEET dataset published in [32].

Proposed

DSenticGCN

AffectiveGCN

SenticGCN

2-BiLSTM

2-L5TM

40 42 44 46 a8 50 52 54 56 58

WF1(%) ACC (%)
(a)
Proposed
DSenticGCN
AffectiveGCN
SenticGCN
2-BiLSTM
2-LSTM
40 42 44 46 48 50 52 54
F1(%)  ACC(%)
(b)
Proposed
DSenticGCN
AffectiveGCN
SenticGCN
2-BiLSTM
2-L5TM

40 42 44 46 48 50 52 54 56 58

F1(%) = ACC (%)

(c)
Fig. 5: Results of training the models on the ACL 2014 dataset
and testing on the (a) Original, (b) Balanced, and (c) Resampled
versions of the RETWEET dataset.
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Fig. 6: Comparison of the results obtained by training and
testing on the (a) Original, (b) Balanced, and (c) Resampled
versions of the RETWEET dataset.

The first version of the RETWEET contains train and
test parts created as follows [32] The training part
contains first-order replies to the tweets of the test part.
In the manual labeling process of the test set, three
human annotators were asked to assign a three-class
label to an unseen tweet based on its first-order replies in
the training set. In their proposed deep model in [32], the
training tweets were automatically labeled using a deep
learning method (2-Bi-LSTM method in our comparisons).
These labels were sent to a heuristic algorithm for
assigning an overall sentiment label to the source tweet
(i.e., the corresponding tweet in the test set) based on its
first-order tweets. However, the original train/test

separation by [32] is not helpful in the current study
because we introduced a different problem in the present
study. Specifically, in contrast to [32], we defined the
problem as predicting the overall sentiment of replies to
a tweet based on its content. Therefore, we could not use
the content of the replies in the training process of the
models. Hence, the original training set of [32] was
useless in our study.

According to the points mentioned above, we used the
original test set of RETWEET as the dataset for our
experiments. We created three versions of this dataset,
as described in section IV. According to this separation,
the results reported in the previous section have several
points which should be clarified. First, when training on
another dataset (i.e., the ACL 2014 dataset), the
performance of simple deep models such as 2-LSTM and
2-BiLSTM models are better (on the Balanced version) or
at least comparable with more sophisticated deep models
(on the Original and Resampled versions). This shows that
the main reason for the effectiveness of the proposed
model and similar knowledge-enhanced models is their
ability to utilize the structural and semantic information
in modeling the tweets in the form of an affective
knowledge graph. When these models are trained on a
different dataset (i.e., the ACL 2014 dataset), these
models are unable to form suitable graphs and hence
have weak performance.

On the other hand, when the models are trained on the
RETWEET dataset, the results are more comparable and
justifiable. Therefore, as the second point, it should be
noted that the difference in ranking of the models in the
three versions of the RETWEET dataset is due to the
differences in the number of neutral, positive, and
negative tweets in the datasets (i.e., see Table 1). Third,
all the GCN-based models (including the proposed model)
outperform the LSTM-based models, which shows the
effectiveness of the graph-based convolutional models in
utilizing both the tweets' textual content and their
dependencies. Forth, the most confident results are for
the balanced version of the dataset where the proposed
model significantly outperforms all the other methods.
This may be due to the simultaneous use of external
knowledge and the self-attention mechanism in the
proposed model.

Conclusion

Predicting the sentiment of tweet replies is an
interesting problem for people and companies who want
to capture other users’ attention via influencing tweets.
The previous studies used the replies to train deep models
that can predict the tweets' overall sentiment. The
content of the tweets was ignored in the process of
training the deep predictive models. In the current study,
we defined a new problem as follows. Given only the
textual content of a source tweet, the task is to predict
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the overall sentiment polarity of upcoming replies. To
address this problem, we proposed a new deep model
including two branches for extracting syntactical (using
Bi-LSTM layers) and semantic relations (using dependency
trees enhanced with an external affective source of
knowledge) from the text body of the tweets and a graph
convolutional network for learning the joint feature
representation. Moreover, we utilized two attention
mechanisms in the proposed model; first, a self-attention
mechanism on the top of the Bi-LSTM module of the first
branch to extract the importance of different parts of the
learned representation of tweets. Second, a retrieval-
based attention mechanism on the output of the graph
convolutional network for learning essential features
from the final affective picture of tweets.

To show the performance of the proposed model, we
used the recently published RETWEET dataset, which
contains manually labeled tweets in a three-class form
(i.e., negative, neutral, positive) based on their content.
We divided the experiments into two parts; In the first
part of the experiments, we trained the models on a
general tweet dataset, ACL 2014. In the second part of the
experiments, we trained the models on the RETWEET
dataset. The point is that when the models are trained on
the RETWEET dataset, the results are more comparable
and justifiable. The general ACL 2014 datasets cover
several topics and users, while the RETWEET dataset
contains a limited number of users and replies to their
tweets. Moreover, the context of the training set is an
essential factor in tuning the proposed model and similar
knowledge-enhanced models because the main reason
for the effectiveness of such knowledge-enhanced
models is their ability to utilize the structural and
semantic information in modeling the tweets in the form
of affective knowledge-graph.

The results showed that the proposed model achieves
similar or comparable results with simpler deep models
when trained on a general tweet dataset such as ACL 2014
dataset while outperforming both simple deep models
and state-of-the-art graph convolutional deep models
when trained on the RETWEET dataset. This shows the
proposed model's effectiveness in extracting structural
and semantic relations in the tweets. For the future study,
we plan to create a large dataset of tweets to address the
new problem we defined in the current study. Also,
designing deep ensemble models for this task may be a
promising line of research for future studies.
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Background and Objectives: The H-bridge (HB) driver design with high efficiency
is one of the most challenging issues in power systems that drive AC/DC loads.
HB driver circuit based upon complementary MOSFET type used as a driving
system of DC motor, power converters, and battery charger for electrical
vehicles. In Driving DC motors, dead-time (DT) generation has been considered
a major factor such as preventive power line short-circuits (shoot-through) over
high and low-side MOSFETs. In this paper, the HB driver is designed for linear
actuators with consideration for the prevention of shoot-through.

Methods: The propagation delay of logic gates are used to postpone the arrival
gate drive signal for high/low side MOSFETs resulting in short circuit elimination
on the DC source.

Results: As mentioned, logic gates’ propagation delay by their values causes
interruption between the high and low-side power switches gate drive signal
resulting in shoot-through elimination. Although the existence of DT influences
the performance of the rotational speed and output torque of a DC motor by
increasing the distortion and pulse interval, Linear actuators due to low-velocity
linear motion do not require the PWM control, therefore DT has no substantial
effect on driver performance.

Conclusion: Simulation and experimental results validate the method proposed
in this paper. According to the specifications of the circuit designed in this paper,
for loads that do not need rotational speed control, logic gates with proper
propagation delay can be chosen to eliminate short circuits in complementary

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

MOS switches without requiring DT compensation methods.
(GO

Introduction

Linear actuators are a type of actuator that converts the
rotational movement of motors into low-speed linear or
straight thrust/traction motions. Linear actuators are
perfect for all kinds of applications where inclination,
pulling, lifting, or pushing with pounds of force is
necessary, particularly in medical equipment such as
Electric hospital beds or care facilities that require
precision and smooth motion control. In practice, the HB
driver was proposed as a power device to drive the
inductive load such as a linear actuator [1].

Doi: 10.22061/jecei.2023.9574.636

The basic structure of HB is composed of four power
transistors such as BJT, IGBT, or MOSFET. This paper uses
complementary MOSFETs as power switches to drive the
inductive load (Fig. 1). Due to the physical nature of
power switches and body diodes, the transition delays are
not the same and consequently, they cannot turn on or
turn off simultaneously, IRFZ44ZSPbF (ton= 14ns, tos=
33ns) [2], IRF5305 (ton= 14ns, tofr= 39ns) [3]. The intrinsic
difference in timing characteristics of power switches
leads to an essential issue in driving loads by the HB driver
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which can be solved by DT duration “1”, where tof
denotes the turn-off transition of one switch in the
inverter leg [4].

tor2tofr (1)

In practice, the difference between MOSFETs timing
transitions caused short circuits among the upper and
lower power switches in one inverter leg when HB was
driven to change the direction of DC motor rotation or
stop driving the load. To overcome this problem, an
insertion delay, called DT (tpr) [5], between the pulses
generated by driving circuitry activates and deactivates
the power switches in one branch to ensure safe
operation [6], [7]. However, distortion of the output
waveform, fundamental current loss [8], [9] and
common-mode voltage issues [10] are the effects of DT
duration, especially in the case of speed system control
with high-frequency carrier and voltage source converters
[11]-[13]. Therefore, DT compensation is one of the most
challenging issues for the HB driver system [14], [15].
Although DT duration can prevent the breakdown of
CMOS transistors in one inverter branch against shoot-
through [16], it should be optimized to reduce body diode
conduction and reverse recovery loss [17], [18]. In
retrospective studies, different optimization methods
were proposed to compensate for the DT effects in power
converters and speed control systems [19]. |In
conventional applications, the fixed DT is used to
eliminate the shoot-through [20] while the turn-off time
of power switches depends on load current because of
junction capacitors [21], [22]. Therefore, DT should be
adjusted to an optimum value in case of varying load to
eliminate shoot-through. Pulse width adjustment and
adaptive DT control are the most convenient
compensation methods for power electronic converters
[23]-[25].

Although more compensation methods with different
features were proposed, most of them require complex
hardware design and precise information about the zero
crossing of the load current in the existence of the noise
and the current ripple which is challenging in
implementation.

This paper aimed to intrinsically drive linear actuators
with slow linear motion without requiring the speed
control system or PWM gating signal. The approach used
in this paper is based on a single pulse gate driving that
the DT effect is not obvious and shoot-through
elimination was guaranteed without requiring DT
compensation methods. This approach leads to
uncomplicated and reduced hardware utilization in HB
drivers.

Modeling and Analysis of Proposed H-Bridge Driver

A. Dead-Time in H-Bridge Driver

Short circuits in complementary MOSFET or half-bridge
occur when the direction of load current changes due to
the gate driving signal. Changing the direction of DC
motor rotation or brake state requires driving the gate of
High/Low side power switches in which unequal
transition delays from ON to OFF or vice versa may lead
to the specific time of concurrent Complementary
switches conduction resulting in DC source short circuit.
In fact, in HB driver design, the gate driving control section
included dead time insertion is substantial which shoot-
through was eliminated. DT value depends on some
characteristics of power switches such as drive current,
voltage bias, input capacitance, and body diode
conduction [26], [27]. Typical values for transition delays
are informed in component datasheets [2], [3], so gate
driving control was designed based on DT> te and
referred values.

M1
Gate
A P Driving M 1
Control
M3

M2
—'
Gate
|- Driving |« B
R1 Control
M4 =

Fig. 1: CMOS H-bridge driver.
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Due to the structure of the linear actuators with low-
speed linear motion, speed control of the DC motor or
PWM signaling is not necessary, therefore DT effects
cannot degrade the efficiency of the driver. Furthermore,
HB driver simulation (Fig. 2) represented the great
importance of DT existence which avoids shoot-through
current. The rest of this paper focused on the gate driving
control part with the capability of dealing with mismatch
transition delay by adding a safety time. Simulation and
experimental results are provided to demonstrate the
proposed method's validity and performance.

B. Proposed H-Bridge Driver Designing

Sign-magnitude (SM) and lock anti-phase are the most
common driving modes in HB drivers. The proposed driver
was designed based on the former. In SM mode driving,
both CMOS switches are closed in each cycle and the
others open.

It is necessary to add dead-time to ensure that one
switch is completely off before turning on the
complementary switch. In this mode during the off-time,

- . di .
motor winding acts as an inductor (V=L ﬁ ) which

opposes the sudden alteration in current flowing through
it. On the other hand, a sudden reduction in its current
induces very high range voltages out of power switch
limitations, which will destroy them. Therefore, the
current should circulate in a motor rotation direction
during the off-time which can be accessed by one of the
turned-on switches and the other turned-off switch body
diode is forward-biased. Inductor-induced voltage rose
the Anode of the body diode voltage till its junction is
forward-biased. Also, discrete diodes can be used along
with CMOS switches instead of body diodes, but two
essential characteristics in comparison to body diodes
should be considered such as reverse recovery time and
forward bias voltage. IRFZ44 (N-Channel) and IRF5305 (P-
Channel) were chosen as complementary MOS transistors
(Fig. 1). The gate driving circuitry which is comprised of
fixed DT generation is incorporated into the proposed HB
driver is shown in Fig. 3- 5. As depicted in the driving
voltage waveforms (Fig. 4), which fed to power switches
and logic gates, two direct-current (DC) potentials provide
the desired biasing voltage. The first one is 24-volt which
supplies the CMOS gate bias voltages by proper voltage
divider resistors and the other is 5-volt which provides
logic gates bias voltages. In digital signals, 5-volt generally
corresponds to a high signal or ‘1’ binary and zero
potential to a low signal or ‘0’ binary. Propagation delays
of logic gates cause a blank time between activating and
deactivating the CMOS transistors in one leg of the
inverter. The High/Low side driver is both composed of
two paths to CMOS gates. The path with NAND gates is
activated during the turn-on time of the Complementary
power switches (Fig. 6).

6 -
44
_ Gate Signal
>
E /
]
S 21
>
0
Vs
0.00 0.05 0.10 0.15
Time(s)-a
25
20 4 Overlap of switches piChannal
cause P
cross-conduction,
_15- ¥
=
]
g
% 10
>
N-Channel
5
0 - —
V(M1:G)-V(M3:G)|
T T T T
0.00 0.05 0.10 0.15
Time(s)-b
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50 4 /Shoot-Through Current
<
t
@
E 0 A
8 prm— ——T
-50 -
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-100 ( I) ( ) T T T
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Time(s)-c

Fig. 2: Short circuit occurred during gate driving of half-
bridge without DT; (a) Gate driving signal; (b)
Complementary MOSFET’s turn on and off concurrently; (c)
Short circuit current due to both complementary power
switch conduction.
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Fig. 3: Block diagram of H-Bridge circuit; HS: High-Side; LS: Low-Side.
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Fig. 5: Schematic diagram of proposed H-Bridge with High/Low side gate driver with NAND gates.
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Fig. 6: NAND gates are activated in the turning-on power switch path to postpone the arrival gate drive signal.

This topology confirms one MOS transistor turns off
before other complementary transistors turn on due to
logic gates propagation delay (PD) acting as DT. As stated
by Equ. 1, PD in whole logic gates should be upper than
the CMOS turn-off time (IRFZ44: 33ns, IRF5305: 39ns).
The rest of the paper is allocated to simulation and
experimental results to demonstrate the validity of the
proposed method.

Simulation and Experimental Results

The schematic diagram of the proposed H-Bridge in Fig. 5
was simulated in OrCAD Capture CIS version 17.2-2016.
Gate driving control as shown in the schematic diagram
composed of AND, NAND, and OR Logic gates in the path
of high/low side arrival gates drive signal. As illustrated in
Fig. 7, the outputs of logic gates level change on the
length of the time interval between the specified
reference points (Vm) on the input and output voltage
waveforms.

These time intervals are called tpn. when output
switches from high to low and tpi when output switches
from low to high. tpy and tp 4 act as DT to eliminate CMOS
transistor cross-conduction. DT must be higher than the
turn-off time of power switches, and the higher value of
the turn-off time considered (t,f=39ns). According to Fig.
5, three types of logic gates were used to add proper DT
in the arrival gate drive signal (Table 1).

Table 1: Types and timing characteristics of logic gates. tpu: LOW
to HIGH propagation delay; tpy.: HIGH to LOW propagation delay

ten tenL
Part Type Power Unit
Number Supply Typ  Max Typ Max
HEF4 B
093 NAND Sv 85 170 90 185 ns
[28]
HEF4081B AND 5v 45 90 55 110 ns
[29]
741S32
R 11 11
30] (6} Sv 3 3 ns
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Fig. 7: Propagation delay and the output transition time of
HEF4093 (NAND gate).

In accordance with different values of propagation
delay for logic gate, power switches turn-on and turn-off
time can be calculated. For high-side power switch
(IRF5305) (Fig. 8- a):

Turn-on: tpLH(NAN D)+ tpLH(NAN D)+ tpLH(AND)+

2
ton(IRF5305) = 234 ns 2)
Turn-off: teu (AND)+ to(IRF5305) = 94 ns (3)
For low-side power switch (IRFZ44) (Fig. 7- b):
Turn-on: tpiy(NAND)+ tp(NAND)+ 4)
tpHL(OR)+ ton(IRFZ44) = 192 ns
Turn-off: teuu(OR)+ toxt(IRFZ44) = 36 ns (5)
Turn on path
55ns HS
P 45 ns Driver
>
Turn off path (a)
Turn on path
LS
Driver
>

Turn off path

(b)

Fig. 8: High/Low side propagation delay of logic gates during
turn-on or turn-off interval.

Results of calculation and simulation confirm that logic
gates PD act as DT and prevent simultaneous conduction

of power switches during the arrival gate drive signal (Fig.
9).

74

The timing diagram of logic gates proves the
discrepancy between the theoretical propagation delays
listed in the datasheet and practical values. As depicted in
the figures, tpy and tpy. are at least two orders of
magnitude higher than the typical ones.
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Fig. 9: Digital Timing diagram of logic gates. (a) and (b) show
the propagation delay for Nand gates when different input
signals impact on output (teui,tein).

Simulation of the proposed HB driver by analyzing
voltages and currents used to test the driver behavior
under operating conditions that showed the validity of
the schematic diagram of Fig. 5 and its method for shoot-
through elimination (Fig. 10).
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proposed HB driver circuit drives the linear actuator as an
inductive load without cross-conduction. Compared with

6 - other research articles [20] that fixed DT is used to
ol M2 Body Diode overcome the cross-conduction, the method proposed in
—" Conduction this paper is practicable and not complicated for
2. implementing. On the other hand, most of them must use
< additional circuits like current polarity detection to
c
g 04 4 eliminate DT effects resulting in hardware complexity and
3 2 not being reliable because there is the noise and current
ripple which can create a false zero crossing of the load
-4 current.
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Fig. 10: voltage and current waveforms of the proposed HB
driver. (a): CMOS switching voltages operation without
overlapping due to the proper DT in the arrival gate drive
signal; (b): load and CMOS switches currents during switching
without any cross-conduction current.
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Fig. 12: Experimental results of the CMOS transistors switching
while logic gates propagation delay eliminates cross-

Experimental results and prototype pictures of the HB
P P ypep conduction without inductive load

driver are shown in Figs. (11-13). As expected, the
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Fig. 13: Experimental results of the CMOS transistors switching
while logic gates propagation delay eliminates cross-
conduction with inductive load.

Conclusion

The transition delay discrepancy in MOSFET switches
leads to cross-conduction in the H-bridge driver resulting
in a shoot-through current. This paper investigates a
novel dead-time generation method for H-bridge drivers
based on CMOS transistors. As noted, dead-time should
be higher than the MOSFETs turn-off time (DT>t.s) to
ensure safe operation. In this paper, logic gates
propagation delay included AND, NAND, and OR gates are
used to generate dead-time. Dead-time value can be
chosen at least two orders of magnitude higher than the
turn-off time to ensure the cross-conduction elimination
and the experimental results validate the accuracy of the
proposed method.
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Background and Objectives: Nowadays, with the rapid growth of social networks
extracting valuable information from voluminous sources of social networks,
alongside privacy protection and preventing the disclosure of unique data, is
among the most challenging objects. In this paper, a model for maintaining privacy
in big data is presented.

Methods: The proposed model is implemented with Spark in-memory tool in big
data in four steps. The first step is to enter the raw data from HDFS to RDDs. The
second step is to determine m clusters and cluster heads. The third step is to
parallelly put the produced tuples in separate RDDs. the fourth step is to release
the anonymized clusters. The suggested model is based on a K-means clustering
algorithm and is located in the Spark framework. also, the proposed model uses
the capacities of RDD and Mlib components. Determining the optimized cluster
heads in each tuple's content, considering data type, and using the formula of the
suggested solution, leads to the release of data in the optimized cluster with the
lowest rate of data loss and identity disclosure.

Results: Using Spark framework Factors and Optimized Clusters in the K-means
Algorithm in the proposed model, the algorithm implementation time in different
megabyte intervals relies on multiple expiration time and purposeful elimination
of clusters, data loss rates based on two-level clustering. According to the results
of the simulations, while the volume of data increases, the rate of data loss
decreases compared to FADS and FAST clustering algorithms, which is due to the
increase of records in the proposed model. with the formula presented in the
proposed model, how to determine the multiple selected attributes is reduced.
According to the presented results and 2-anonomity, the value of the cost factor
at k=9 will be at its lowest value of 0.20.

Conclusion: The proposed model provides the right balance for high-speed
process execution, minimizing data loss and minimal data disclosure. Also, the
mentioned model presents a parallel algorithm for increasing the efficiency in
anonymizing data streams and, simultaneously, decreasing the information loss

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

rate.
BY

Introduction

Because sensitive data are distributed among different
computational resources, in big data, unauthorized

Doi: 10.22061/jecei.2023.9737.651

access to centralized data structures will be easily
provided. The expansion of the distributed computing
infrastructure, as well as the extent of mobile devices, has
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raised concerns about the processing and sharing of
personal and sensitive data of users [1]-[4]. In this
framework, various mechanisms such as encryption,
access control, audit and similar cases have been
considered for maintaining data confidentiality [5]-[8].

The data stream is one of the most important big data
types, which exploring them reveals hidden patterns and
provides valuable information to different sciences
[9]-[12]. Along with these benefits, because of the
aggregation of data from various sources and exploring
these data, the issue of privacy of individuals and
maintaining corporate secrets are particularly regarded
important. To solve this issue, various research has been
done [13]. Because of their weaknesses, makes their use
in big data streams impossible or suboptimal. For
preventing disclosure of personal data, unique personal
identifiers such as identification numbers, insurance
numbers, and other distinguishing attributes are deleted
before release [14]-[17]. However, after deleting the
identifiers, in some cases, attackers reach personal data
through public databases [18]. In order to solve this
problem, a lot of research has been done to maintain the
anonymity of individuals with the least changes in the
dataset. In this context, methods such as k-anonymity
have been proposed [19]-[21].

K-anonymity represents the anonymity by putting the
tuples in K clusters. In some applications, a huge volume
of data is delivered by the system in the form of a data
stream that needs real time anonymization. So,
anonymization of such data types through the existing
algorithms is among the difficult problems. As the result,
representing methods for anonymization of big data
streams is inevitable [27]-[29].

In the following, the literature related to privacy
protection methods in data anonymization, types of
attacks and advantages and disadvantages of
anonymization techniques, challenges of big data
anonymization algorithms, data anonymization as well as
parameters, features, methods, and algorithms of
anonymization will be. Ten related works that commonly
use K-anonymity for data anonymization and privacy
protection for big data dissemination will be reviewed
and the parameters used in the related works will be
compared. And finally, the proposed model and
simulations will be described and conclusions and future
works will be presented.

Subject Literature

Through the data collection phase, the data publisher,
who is responsible for the online anonymization of data
before public release or mining, receives data streams
from various sources [30], [31]. Typically, in data
publishing methods, the privacy of any tuple t is
considered as (1): [33].

t (Explicit Identifier, Quasi Identifier (Ql), Sensitive
Attributes, Non-Sensitive Attributes) (1)

The data may be streamed into the system in the form
of data streams or the tables which have been stored
earlier, and anonymization will be done on this kind of
data. In fact, anonymity is an approach that tries to hide
the identity of individuals or values of sensitive attributes
from others [34].

The attacker's sum of information from public
databases, her/his background knowledge, and the new
anonymized database release should be less than the new
database release [35]. However, it is clear that
background knowledge leads to data disclosure to some
extent.

Types of Privacy Methods in Data Anonymization

Privacy is one of the most important issues users
confront when releasing data, especially when the data
are private; such as, user's identity, location, disease
background, etc.

As a result, user privacy researchers have represented
various methods to protect privacy; among which, K-
anonymity has been extensive.

This is true to the extent that the mentioned method
is used in all environments, like centralized or distributed
ones, and in services, such as centralized and distributed
data mining or location-based services.

Privacy protecting methods are divided into four
groups Fig. 1. Through these privacy protecting methods,
all the identifiers should be deleted before release, and
pseudo-identifiers, sensitive data, and non-sensitive data
should be released after various anonymization
operations.

Privacy Methods in Data Anonymization

Fig. 1: Types of privacy protecting methods [59], [61], [62].
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Types of Attacks

The types of attacks are divided into three categories
according to Fig. 2.

Fig. 2: Types of attacks [59].

Record Linkage Attacks

In a linkage attack record, a small number of records
are distinguished based on quasi-identifier values. These
numbers of records make up a group. If the quasi
identifier related to the victim is mapped to this group,
the attacker can identify his victim with a high probability
according to his background knowledge. To deal with
these types of attacks, k-anonymity was the first model
offered [22]. Other models presented to contrast the
record linkage attack are (x, y)-anonymity and multi-
relational k-anonymity [65], [66]. These models contrast
a linkage attack record by hiding the victim's report in a
group with the same Ql; However, if most of the reports
placed in a group with the same QI have the same value
for the sensitive attributes, but without accurately
identifying the victim's report, the sensitive amount
attributes (e.g. the type of disease) can be got. This mode
is placed in the category of linkage attributes attacks [24].

Attribute Linkage Attacks

In attribute linkage attacks, the attacker may not be
able to accurately determine the victim's tuple, but by
mapping the victim to a group of tuple-Ql with the same
Ql and the same amount in sensitive attributes, it can get
the sensitive amount attributes of the victim with a high
probability. The main idea for solving this problem is to
eliminate the relationship between quasi-ID and sensitive
adjective values. To solve this problem, the L-Diversity
method is provided in [25]. In this method, in each group
of Qls, the values of sensitive attributes should get at least
| different values. In this model, if the value | is considered
being k=I, k-anonymity is also guaranteed.

Other models presented to contrast attributes linkage
attack are (x, y)-Privacy and (a, k)-anonymity [26] models
that largely act like previous methods. If sensitive
attributes are not properly distributed in the data set, the
introduced models cannot contrast with the attribute

linkage attack.

Suppose, in a data set, 95% of people have colds and
5% have AIDS. Now, if they have 50% AIDS and 50% cold
in a Ql group, a Diversity-2 condition is established. Here,
the attacker can be informed of a particular person's AIDS
with a 50% confidence. In the initial case, an attacker can
guess a particular person's iliness with a 5% confidence.
T-Closeness method was presented to solve this problem
in [26]. In this method, in each group of Qls, data must
have a distribution close to the original data.

Table Linkage Attacks

In the attacks of the record linkage and the link of
attributes, it is assumed that the attacker is aware of the
existence of the victim in the published table. While
sometimes the existence or absence of a person in the
table can disclose sensitive information. For example,
when a hospital publishes a table for AIDS patients, the
knowledge of the existence or absence of a person on the
table can be equal to exposing a sensitive attribute. In
order to contrast this attack, a &-present method was
presented [25]. In this method, the probability of a
person's presence in the published table must be limited
between the two § = (Omin, Omax). This model implicitly
deals with record linkage attacks and linkage attributes.
In the attachment, the aggregate table compares the
influential parameters of methods and algorithms. It may
not imagine an end for this conflict.

Data Anonymization Techniques

In this section, a number of data anonymization

techniques will be divided as shown in Fig. 3, also Table 1

will present the advantages and disadvantages of each of
the introduced techniques.

Fig. 3: Data anonymization techniques [35]-[38].
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Table 1: Advantages and disadvantages of different data anonymization techniques

Anonymity

Techniques Advantage Disadvantage

- Inefficiency against the previous knowledge of the
intruder
- No work against communication between data

- Simplicity in implementation

K-anonymity - High scalability

- High speed ) TSt E
(23], [25] - Lower risk percentage for re- - High processing time
identification if K is large. - Inefficiency if the data is available as a query
- Inefficiency in high data diversity
-To be dependent on the range of changes of sensitive
-Shrink and summarize data. Sensitive indicators (L-variability requires L.L is a different value for
L—diversity identifiers with equal numbers in the set. The jndicators.)
[35], [36] information is repeated. - To be vulnerable to hacker background knowledge
- Scalability -In data grouping, their semantic relationship is not
considered.
- Computational complexity
T-closeness  Frevents skewness (sensitive diagnoses using - Loss of relationship between different identifiers
(351, (36] large differences in group distribution and - |ow speed

overall diStribution). - Lack of Scalab"ity
- Inefficiency in data diversity

- High computational volume

- Prevent hackers from isolating records ) ) ) .
-Not to consider the semantic relationship between

(iR EelEE -Scalability of performance in high data

371 diversity attributes
- low speed
Slicing -Tobe suitable for highvolume data  -pue to the permutation process, it may disappear
[38] -High data productivity because nothing is relationship between attributes.
removed from the data. -Not to use data utility

this rule, and in big data, in order to use any of the
techniques of anonymity potential limitations and
challenges must be considered. The challenges of
anonymity in big data are divided into seven parts in Fig.

Challenges of Anonymity in Big Data

The three main characteristics (volume, diversity and
speed) provide many challenges once working with this
type of data. Big data anonymization is not excluded from

Fig. 4: Challenges of anonymity in big data [38]-[40], [63].
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HDFS

Hadoop; is an open source system for distributed
storage and scalable data processing. Hadoop provides a
distributed file system called as Hadoop Distributed File
System (HDFS) and MapReduce programming paradigm.
HDFS provides to keep several copies of data and stores
these copies on several nodes of cluster. It is a reliable,
efficient and cost-effective system for storing large
amounts of data. MapReduce provides a model for
processing large amounts of data for distributed and
parallel programming. The MapReduce operation
basically consists of the Map and Reduce functions [18].

RDD

A new abstraction called resilient distributed datasets
(RDDs) that enables efficient data reuse in a broad range
of applications. RDDs are fault-tolerant, parallel data
structures that let users explicitly persist intermediate
results in memory, control their partitioning to optimize
data placement, and manipulate them using a rich set of
operators [17].

SPARK

Hadoop and Spark are two fundamental big data
technologies. Hadoop provides processing data on disk
while Spark process data on memory. Spark runs 100
times faster than Hadoop. This difference plays an
important role for some projects requiring short response
time. Apache Spark is an open-source, distributed
processing system used for big data workloads. It utilizes
in-memory caching and optimized query execution for
fast queries against data of any size. Simply put, Spark is a
fast and general engine for large-scale data processing.
The fast part means that it's faster than previous
approaches to work with Big Data like classical

MapReduce. The secret for being faster is that Spark runs
on memory (RAM), and that makes the processing much
faster than on disk drives. Spark stores the data in the
RAM of servers which allows quick access and in turn
accelerates the speed of analytics [17], [18].

Anonymity Operators

Basically, datasets do not meet privacy requirements
without making changes before publication. For privacy,
a sequence of anonymity operators such as
generalization, suppression, permutation, anatomization
and perturbation are required to apply to the dataset. In
the Fig. 5 shows each of the anonymous.

Fig. 5: Anonymity Operators [31], [33].

Anonymization Methods

Depending on the types of attack models and
anonymity operators, there are various methods in data
anonymization, which will be introduced in Fig. 6 and
described below.

Fig. 6: Anonymization Methods [41]-[47], [60], [64].

Anonymity of Data Streams Based on Perturbation

In these algorithms, data is extracted and combined
with a random noise from a statistical distribution.

The two main categories of this approach are
examined below [48].
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Additive Perturbation

In Additive Perturbation method, a private data set is
considered as (2).

D=d1,d2,..dn (2)

For each di € D, random noise ri which selected from
known statistical distributions such as uniform
distribution and Gaussian distribution is added to the
data. At last, D' dataset would be available for data
miners in the form of (3) [49]-[50].

D'= d1+T1, dz +12,..., dn+1n (3)

Data miners use di + ri as a Maximal Expectation
Algorithm to obtain the value di. This method of
randomization is used for many data mining applications
such as classification and Association Rule Mining.

Multiplicative Perturbation

One of the alternative methods proposed the Additive
Perturbation method is the multiplicative Perturbation
method [51]-[53]. Two common strategies in this method
are derived from statistics.

In the first method, all components of D(d:) are
multiplied by a random number derived from a Gaussian
distribution (usually considered one) and variance o2.

In the second method, the D dataset is first converted
with a natural logarithm function, so that the converted
components are z: = In(d;). Then, a random new 7 is then
added to each of the converted components, which is
extracted from a multivariate equation of zero and p
Gaussian. This Gaussian distribution is considered with
mean g2 = c3z. In this relation, 0 <¢ <1 and 3z are equal to
the covariance of the converted components, that means
zi. The data that are published for data miners can be in
the form of (4).

D' = exp(z1+rl), exp(z2+12), exp (zn+rn) (4)

Anonymization of Data Streams Based on Tree
Structure

Another category of anonymity algorithm for data
streams is algorithms based on tree structures. In this
context, algorithms such as SKY, SWAF and KIDS [32] have
almost similar structure.

Anonymization of Data Streams Based on The
Addition of Artificial Data and Noise

Despite introducing methods, in this method in order
to anonymize the data stream, quasi-identifier attributes
remain unchanged. In this method, data privacy is
maintained by adding artificially generated data to the
original data [44], [67].

Framework of Zero-Delay Anonymization Method

The main goal of this method is the real time
construction of an L-variety data stream out of the main
data stream. This method guarantees that the probability
of guessing sensitive attributes related to a given person,
in the data stream, is less than 1/1 [45].

Anonymization of Data Streams Based on Fuzzy
Method

A method for protecting the privacy of the data stream
is represented based on fuzzy logic [46]. In this method,
the values of sensitive attributes in the data stream are
converted into fuzzy values and added, in the form of a
column, to the structure of records related to the same
data stream.

Anonymization of Data Streams Based on Cluster

At the approach of cluster-based data anonymization,
each clusteris placed in a cluster in a way that each cluster
has at least tuples k. Then these tuples are published by
using cluster generalization. According to Fig. 7, cluster-
based anonymity algorithms will be introduced.

Fig. 7: Cluster-based anonymity algorithms [43]-[45].

In the following, in Table 2, the various parameters of
anonymization methods and anonymization algorithms
with characteristics such as data loss rate, time order, the
types of data which have been subjected to
anonymization approach are all examined. Furthermore,
additional data production, the usability and desirability
of big data technology, and the rate of response delay
algorithms to access the desired data have been
investigated.
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Table 2: Different parameters of anonymization methods and anonymization algorithms

Additional .
Algorithm Attributes Data loss Temporf-:l Data Type Data Apprt')prlate Delay rate
rate complexity . For Big data
production

Perturbation- Pel::J‘:'Il:Ia‘lt‘ieon Very high 0(S) Numerical Yes Almost Low

pesss “:::::t‘;lv: Very high 0o(S) Numerical Yes Almost Low
Tree structure- Numerical

based SWAF Very high 0(S? logS) and No Inappropriate High
deductive
P Numerical

b::::i“::ldd:ct)ia;e DF & Fuzzy Very high 0|S?| and Yes Inappropriate Almost low
deductive
k-anonymity Numerical .

28] Low O((V+E)logk) and_ No Almost High
deductive
Social Network k-candidate Numerical

Graphs —based 28] Low O((V+E)logk) and No Almost High
[28] deductive

k-degree Numerical .

28] Low O((V+E)logk) and No Almost High
deductive

CASTEL Medium 0|S?| Numerical No Inappropriate High
Numerical

FAANEST Medium 0]|s?| and No Inappropriate High
deductive
Numerical

FADS Medium 0(S) and No Inappropriate High
Cluster-based deductive

Numerical Not

TPTDS Low 0o(S) and No Appropriate .
deductive Important

Numerical

FAST Low o(S) and No Appropriate Low
deductive

Related Works privacy even when the attacker has background

In the following, 10 related works that have been
recently reviewed, will be introduced. In these works, K-
anonymity method is generally used to anonymize data
and maintain data confidentiality for publication. Most of
these researchers have implemented their model and
architecture, implementation in big data set on Adult
dataset.

This dataset contains 48842 samples, 14 attributes,
numerical and non-numerical data types and also 6465
missing values [50], [58].

Table 3 indicates the various parameters of the
algorithms presented in the related tasks, such as data
loss rate, strengths, weaknesses, time order, data types
that have been anonymized and etc., are examined.

N. Victor et al. in [7].

The release of the result of a request is accompanied
by noise, so the attacker might not be able of capturing
information with 100% assurance. This model can protect

information. Even if the person does not have the correct
information to publish, it has no effect on the
anonymization algorithm, which is compatible with
interactive and non-interactive requests.

M.Kiabod et al. in [51].

They developed an algorithm that deals with attacks
in which a user’s privacy is compromised by having some
knowledge of a person’s neighbor and friends. This
algorithm tries to anonymize the data by using two
techniques of generalizing data and adding additional
edges to the input graph, as well as using some meta-
heuristic methods. In short, this algorithm by scrolling all
the input graph heads tries to expose the neighbors for
the components and then isomorphic in pairs from the
perspective of neighboring groups. Two important defects
in this algorithm are that, firstly, a specific generalization
technique has been used, which is only applicable in
specific environments and specimens and does not have
relative generalization. Second, during the
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implementation of the algorithm to decide whether to use
generalization or to add a new edge to the graph. The
allocation of priority between these two actions has been
used to estimate the cost of each of these two practices,
which has ambiguity and seems to have a random mode.
W. Zheng et al. in [12].

Greedy algorithm is used for the anonymization of
vertices' degrees, whose input and output are the graph G
with n vertices and G' with anonymized k-degrees
respectively. This algorithm is always capable of producing
a graph of k-degrees of anonymity. The problem with this
algorithm is its applicability to only one type of attack on
privacy, i.e. type degree, which happens rarely compared
to other types. The five methods above are investigated
about the anonymization of social networks' graphs. The
focus of the current article is not on this issue, but the
related algorithms are discussed due to the thematic
proximity.

J. Tekli et al. in [38].

Besides K-anonymity, it pays attention to the L-variety
of the data. This model is based on anonymization using
information clustering. Alongside receiving new data and
comparing it to the existing clusters, the new data is
embedded in one of the clusters if possible. In the case
that the new data is not suitable for any of the clusters,
the data is embedded in the most suitable cluster with the
lowest rate of loss after applying the enlargement process
to the clusters. The process of enlargement of a cluster is
handled by extending the intervals of the respected
cluster's variables. In this method, the time period, since
receiving the data until releasing the data through a
cluster, should not be more than a defined value o.
Regarding the threshold, it will be taken into account
whether the data of unreleased clusters have reached
their threshold. If such data is found, the respected cluster
is released. This cluster can be immediately released when
the number of data in it is greater than or equal to k;
otherwise, a strategy is used to combine the cluster with
the closest adjacent cluster to produce a cluster with a
qguantity greater than or equal to k. The writers, also,
include the L-variety anonymization technique in their
model so the security level increases. In this model, in a
general sense, because of lack of buffering, the data are
embedded in one of the existing clusters as soon as being
received.

A. Otgonbayar et al. in [52].

At first, the proposed model focused on numerical data
to represent a model for rapid anonymization of data
streams, but it also supported non-numerical data then.
Despite the represented model in CASTLE which processes
and clusters the data immediately after receiving, a
processing window is defined in the proposed method.
Three main variables are K, MU, and DELTA which

respectively refer to the anonymity variable in K-
anonymity, the considered size of the processing window,
and the defined threshold for information loss in each
cluster. The first phase of clustering performs when the
quantity of the received data in the processing window
reaches MU. Some information may possibly remain in the
window through this stage, not being embedded in any
cluster. New data is receivable after some places in the
processing window are emptied. After clustering the
information, only the clusters containing data with a
quantity greater than or equal to k and showing a loss rate
lower than DELTA are accepted. Finally, since K-means
algorithm is not usable for non-numerical attributes,
clustering algorithms based on Medoid are proposed. One
of the problems with this model is that no threshold is
considered for preserving data in the processing window;
this leads the data to remain longer in the window. This
issue hinders the immediate processing of data which is
among the principal necessities of data streaming.

J. Wang et al, in [32].

The proposed model used Encryption method to
maintain confidentiality in big data. In this model, the data
are first clustered using rule-based methods. Rule-based
methods can be used for large volumes of data, so they
can be effective for using big data. This model uses the
public key asymmetric encryption method to control data
access. In this model, three levels of security are
considered.

- The first level, the main work of encrypting raw data is
done. For this purpose, the RSA encryption method is
used, which is an asymmetric encryption method.
Then, the signature of the main database
administrator is added to the encrypted database.
Second level, after confirming the signature added to
the database, each of the middle users ensures the
accuracy of the information. They then access only part
of the customer information needed for data mining
and perform the desired operations. Finally, with the
help of rule-based methods, information clustering
operations are performed.

The third level, which is known as the general layer,
allows all users to access the extracted rules in the
second level, but the original data is kept secret from
users.
As mentioned, in this model, an attempt has been
made to maintain the confidentiality of users’ information
by using encryption methods. Due to computational
overhead and the need for real-time processing,
encryption method is not proper for this volume of data.

B. B. Mehta et al, in [11].

Tries to provide a model for maintaining the
confidentiality of big data. This model consists of three
main components as follows: information anonymity
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component, update component, anonymous information
management component.

Anonymity operations are performed on the
anonymity component of information. In this regard, the
generalized method is used for anonymity of information
and thus, each data is mapped to an appropriate
generalized level. The update component is designed with
the input of new information as well as in order to map
them to the appropriate levels. After entering the
information, each data is mapped to the most appropriate
level of anonymity. In the meantime, with the arrival of
new information, it may be necessary to make updates at
the anonymity level of the database. In this case, the
entire database is mapped to a new level. The anonymous
information management component is responsible for
maintaining the anonymous information in order to avoid
the cost of recalculating the anonymous information. It
can be seen that in this method, all dimensions of big data
are not considered. For example, considering the
"diversity" dimension in big data, this method does not
provide any mechanism for assigning an appropriate level
of anonymity depending on the type of input data. In this
method, it should be noted that if any updates are
needed, this change will be applied to the entire database.
In addition to the high computational cost, this action also
increases execution time, which is considered as a barrier
to real-time processing. Considering the dimensions of big
data, it has been tried to maintain the confidentiality of
information to minimize the amount of information loss.
For this purpose, an attempt is made to place the relevant
data in a subgroup by dividing the data into appropriate
subgroups. Due to the arrival of new information, if
anonymity needs to be updated, changes need to be
applied only to a portion of the database. By considering
the time limit in determining the appropriate level of
anonymity, the ground for real-time processing is
provided.

J. Andrew et al, in [57].

The suggested model is actually an architecture based
on (K, L)-anonymity. The data input source includes
personal identifications from health sector, details of
personal identifications, and details of individual's bank
account. Some data may be received for analysis so
confidentiality protection is essential before release. In
the suggested architecture, first, pre-processing is done to
distinguish between textual data and numerical data and
classify them. The suggested architecture is designed to
deal with numerical data and classifying. In the next step,
anonymization techniques are carried out for the
generalization of the table, through which a heuristic
algorithm is used. The output of the generalized table is
used as input for another confidentiality model. Then, by
adding Laplacian noise, confidentiality violation is more

limited. Generalization algorithm and heuristic
suppression are performed based on pseudo-identifiers.
First, pseudo-identifiers and sensitive identifiers are
chosen according to the coefficient of their effect on
confidentiality. The following criteria are considered for
model evaluation: Distortion, Prec, NCP, and RMSE. The
diagram comparing Distortion and Prec shows that Prec
increases while K does, but after k=50 the value of Prec
will be fixed. NCP evaluation results show different values
of Distortion and Prec for confidentiality. The results show
that the proposed method resists any type of attack.
P.Jainetal, in [67].

They represented the improved algorithms of
K-Anonymization and L-Diversity for confidentiality
protection in big data. They believed that these two
approaches do not show hopeful results in voluminous
datasets. The main issue with the current anonymization
algorithms is their high rate of data loss and the huge time
they need to be executed. To overcome this issue, they
suggest the new models of Improved K-Anonymization
(IKA) and Improved L-Diversity (ILD). IKA, through a
symmetric algorithm and an asymmetric anonymization
algorithm, takes K. After data anonymization using IKA,
ILD is used to increase privacy. ILD makes the data more
various and, consequently, increases privacy. The
implementation framework for the suggested model is
Apache Storm. This paper also compares the suggested
model to the current anonymization algorithms like FADS,
FAST, MRA, SKA. The results of implementation show that,
IKA and ILD have improved significantly considering the
rate of data loss and execution time.

A. Rajetal, in [66].

They presented the data anonymization algorithm
with K-anonymity technique using Map-Reduce
processing on a cloud base. Analyzing the data with
traditional systems might be exhausting while the data
volume increases. However, Map-Reduce framework is
efficient and synchronizable in huge volumes of data.
They presented the generalization technique for
anonymization through two phases of Map and Reduce
using Top Down Specification mode. Their Map-Reduce
approach consists of five stages: 1-Assigning a value by
Map processor to the input key K1 and sending all the
data related to the mentioned key to the processor, 2-
Executing each user's Map only once for each K1 and
producing the gathered key values, 3- Determining the
value of K2 based on the produced Map through Reduce,
4- Executing Reduce only once for each K2 produced by
Map and 5- Producing the final output of Map-Reduce
from all gathered and ordered Reduce outputs. The
results of its application show that big data
anonymization in Map-Reduce framework is efficient.
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Table 3: Comparison of previous parameters and algorithms
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Presenting the Proposed Model

To put light on the topic, the main and basic concepts
used in the proposed model are represented in summary:
Methods of Determining the Optimized Quantity
of Clusters

Methods of determining the optimized quantity of
clusters are divided into two groups Fig. 8.

Methods of Determining the Optimized
Quantity of Clusters

Fig. 8: Methods of determining the optimized quantity of
clusters.

Direct Methods

This method seeks optimizing a particular scale like
Cluster Sum of Square (WSS) or Average Silhouette.
Among these methods are elbow and methods based on
silhouette scale.

Statistical Testing Methods

This method seeks synchronizing the observations
with a null hypothesis of a statistical test. Gap Statistics is
among these methods.

The optimized quantity of clusters in K-means
clustering algorithm is calculated in R programming
language by the codes below (Fig. 9).

Algorithm 1

# Elbow method

fviz_nbclust(df, kmeans, method= "wss") + geom_vline(xintercept = 4, linetype = 2) + labs(subtitle = "Elbow method")

# Silhouette method

fviz_nbclust(df, kmeans, method = "silhouette") +labs(subtitle = "Silhouette method")

# Gap statistic

# nboot = 50 to keep the function speedy.

# recommended value: nboot = 500 for yor analysis.
# Use verbose = FALSE to hide computing progression
set.seed(123)

fviz_nbclust(df, kmeans, nstart = 25, method ="gap_start", nboot = 50)+labs(subtitle = "Gap statistic method")

Fig. 9: Elbow method.

Optimal Tuple of Clusters
Most previous algorithms

generalization to send clusters. In this way, a cluster is

have wused cluster
mapped to a tuple by placing its attributes in the range
obtained by an equation [54]- [56]. One of the
disadvantages of this method was the high data loss rate,
especially in wide-range data. In this method, we define
the generalization function G, as G: PowerSet (Tuple) >
Tuple with brief modifications. In this definition, Tuple
represents the set of all possible tuples. PowerSet also
represents all the clusters that can be defined in the S
stream. The definition of the G function in (5) is fully

defined.
G(c)=gt and V t€c.V qeqQl .t-q<gt-q (5)

In this regard, Ql specifies a set of identifiers. The meaning
of this equation is a tuple out of a cluster is the subset of the
same cluster.

Also, (6) will specify how to determine the selected tuple
attributes of each cluster.

[mean(q ... qx) + o] if q are numerical attribute
Ancestor(qy ... qx) if q are categorical attribute
mod (q; ... qx) if q are other attribute

(6)

In the first case, if the data type is numerical, primarily
the mean and variance of the data is calculated and the
interval obtained from addition and subtraction will be
considered for publication. If the data type is a tree
structure, the top order is selected for the existing data.
If the data are different from these two cases, the data
with the most repetition is considered (if the number of
attributes is equal, it selects one at random). For example,
considering cluster C as follows and Fig. 10, the optimal
tuple of Cis calculated as follows:
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C={<"ali.ahmadi" , male , Academic , 42>, <"maryam.mahmoudi" , female , non_Academic , 38>, <"amin.davoodi" ,

male , non_Academic, 50>}

University Person

Staff

T~

Academic Non_Acadermi

Associate

Student
Bachelor Master PhD

Fig. 10: University hierarchy.

G(c)=<"Explicit identifier" , mod(male, female, male), Ancestor[Academic, non_Academic], mean(42,38,50)+5]> = <*,

male, staff, [38,48]>

k-anonymity Cluster

If a cluster C consists of an S stream and has more
members than K, it is called a k-anonymity cluster.

Division of Clusters

Clusters whose number has reached K * k are divided
into k parts by new K-means algorithm with new branches
and the number of members is considered zero. K is the
number of members to maintain anonymity and k is the
coefficient considered in cluster division. Dividing the
cluster allows new tuples to be selected in subsequent
rounds, so that the values in the appropriate clusters are
close together. As a result, the rate of data loss will be
reduced and the result of data output analysis will be
increased.

Targeted Removal of Clusters

In order not to exceed a certain number of clusters
stored in the algorithm, we use (7) to determine the
clusters that should be deleted. After the number of
clusters exceeds the specified limit during the execution
of the algorithm steps, we use the mentioned equation to
remove the cluster that has the least number of members
and the oldest reference time (LRU).

Cqe1 = (1 —a)n + at (7)

In this equation, n is the number of tuples in the
cluster, t is the last time a tuple refers to this cluster, and
a is the coefficient that controls the weight of the two
components. Clusters with the lowest values in this
regard have a higher priority elimination.

Tuple Expiration Time

Real time response is among the data stream's most
significant necessities which should be considered when
designing anonymization systems. A tuple may remain in
the system after several rounds of execution of the

algorithm and will not be published and then, will be
published after allowed time. This causes the system to
be out of the real-time response mode and significantly
increases the cost criterion. To solve this problem in the
proposed algorithm, an Expiration Time (ET) parameter is
considered, which indicates the maximum tolerable
latency in the system. There is also a simple, innovative
function called Estimated Round Time to prevent tuple
publication being released after the allowed time. This
function maintains the estimated time to run the next
round of the algorithm and is updated in each round of
running the algorithm. Next, for the remaining tuples in
the system, (8) is checked and if it is correct, the tuples
return to the corresponding cluster. Otherwise, the tuples
should be published immediately with the cluster
representative.

(Current_time- Arrival_Time)+ EstimatedRoundTime <
Expiration_time (8)

Distance of Two Tuples

Suppose cluster Cis to be formed of a set of data (TSet)
so that |T_Set| 2K and the amount of data loss are
minimized. The closer the tuples in a data set are, the less
information is lost. The distance between two tuples t1
and t2 is determined by (9).

distance (t1,t2)= w x distance(t1.Ql, t2.Ql) (9)

In (9), w is a vector of weight nx1, and t1. Ql is a vector
for tuple pseudo-identifiers t1. In fact, the weight vector
of an array contains classified data that are used to
determine the distance of this type of data. The
distance between (t1. Ql, t2. Ql) is determined by the
equation distance (QI. QI, QI. QI) = [d1,..., dn]. In this
equation di is calculated from (10).
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|tp.number— t.number]|

for numerical data
tj.number

di=

|t).level— ty.level| .
Ak for categorical data
tp.number

1 if tj.atrrib # ty. attrib

(10)

The method of constructing the classified data tree is
based on the rules of the construction of the perfect tree
in the building, and the arrangement of data is based on
the properties of the tree, but the arrangement of the
stream of input data in the tree formation will not be
effective. Due to the need for high-speed data
anonymization in real environments and the inefficiency

of existing algorithms in this field and the high amount of
data lost during publishing, in this section a parallel
algorithm to increase efficiency in anonymizing data
streams and at the same time reduction in the rate of data
loss is provided. The proposed model consists of four
steps. The first step is to enter the raw data from the HDFS
into the RDDs, the second step is determined by a
function, m clusters and their headers. In the third step,
the obtained tuples are placed in parallel in separate
RDDs, and finally in the fourth step, the work of classifying
and publishing the clusters is done. The general process
of work is shown in Fig. 11 and each step is described in
detail below.

HDFS Blocko RDDo H —

|
|
+

A 4

RDDo

HDFS Blocki RDD1 [+ —

— —p

RDD¢

A 4

HDFS Block>

— —p

RDDz [+ —

RDD:

A 4

Alternative Time to Identify|Clustgrs and

HDFS Blockn RDDm |+ —

I
I
$

P

Classification and Publication of

RDDm

A 4

Fig. 11: The general procedure of the proposed model

Step 1. The raw data blocks in HDFS are transferred to
the RDDs embedded in the system. This transfer is a type
of memory transfer mapping and the number of HDFS
blocks will not necessarily be equal to the number of RDDs
at this stage (Fig.12).

Step 2. In this step, according to the function problem

space, it is called to introduce the m point as the primary
representatives of the clusters and place each in a
separate cluster. This function can introduce agents
randomly or by dividing the problem space. The following
quasi-code describes the function of this function (Fig.

12).

Algorithm 2

1: DefinitionCluster(Dataset, m)

2:  for m point do

3 for each attribute in dataset do

4 If (attributei was numerical ) then

5: Split (attributei) to m segment;

6: Insert each point of segment to agenti,m;

7 else

8 Random select types(attributei) without placement;
9: Insert selected item to agenti,m;

10: End if

11: End for

12: Insert agenti, m into cluster Cm and add Cm in Call;
13: End for

Fig. 12: Transfer data blocks to RDDs and introduce them points.

J. Electr. Comput. Eng. Innovations,12(1): 79-98, 2024 91



E. Shamsinejad et al.

These clusters are then read in parallel and each placed
in new RDDs. In the last step, the function that does the

sorting and publishing is presented in the following quasi-
code (Fig. 13).

Algorithm 3

1: Main (S ,Call, Te, setexpir)
2 Create a new thread;

3 while S #0 do

4 for each tuple tp in setexpir do

5: Update expire_timetp;

6 if (expire_timetp) > Te then

7 Publish tp in cluster Ci whit agenti;

8 Read tuples and inseart each into a RDDtp;
9: end if

10: Call function Categorize(RDDtp, Call);
11: End while

Fig. 13: Sorting and publishing.

Here S represents the inputs, Call all available clusters,
Te the maximum system latency, and setexpir the

unpublished tuples. The Categorize function is also
defined according to the following quasi-code (Fig. 14).

Algorithm 4

Categorize (RDDn,Call)
for each agent in Call
Calculate information loss between RDDn and agenti;

End for
Call function PublishData(Ci,k,Nset);
Terminate the thread;

1
2
3
4: Insert RDDn into cluster Ci with incures less information loss;
5
6
7

Fig. 14: The categorize RDDs.

At this stage, by examining the size of the cluster, the
necessary measures are taken for tuple publication. To
preserve the K-anonymity property, minimum cluster size
should be published to K, so if the number of cluster
tuples reaches to K, we first calculate optimal tuple of
clusters and publish the members in the cluster with the
optimal calculated point. If the number of members of the
cluster is greater than K and less than Nset, we publish the

newly added tuple of the cluster with the optimum point
calculated for the cluster in the previous steps.

A cluster whose tuple has become Nset, will first
publish the newly added tuple with the optimal cluster
point, then call Split Cluster function to divide the cluster.
The following quasi-code checks the function of the
publication function (Fig. 15).

Algorithm 5

: PublishData(Ci,k,Nset)
numi=the number of members cluster Ci;
If (numi >k ) then
If (numi =k ) then

Publish all members of the cluster Ci whit optimum tuple calculated;

End if
Else if (numi = Nset ) then
Publish new member of cluster Ci with optimum tuple;

10:  Ksplit= Nset / k \\ for K-means factor
11: Call function SplitCluster(Call,Ci,NC, Ksplit);
12: Endif
13: Elseif (k < numi < Nset ) then
14:  Publish new member whit optimum tuple of cluster Ci;
15: End if
16:  Else return

1
2
3
4
5: Call function ObtimumTuple(Ci);
6
7
8
9

Fig. 15: Examining size of the cluster and call SplitCluster function.
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Nset is the maximum number of members allowed in
each cluster. To split a cluster whose tuple of members
has reached a specified number, the SplitCluster function
is called. This function first checks the number of existing
clusters before adding the newly formed clusters to the
set and adds the clusters to the set if they are less than
the allowable limit, but if the number is more than the
allowed limit, it first calls the targeted deletion function
of the clusters to remove the member for the new
categories generated from the cluster set and then adds
new clusters to the set. The members of the deleted
clusters, if they have enough time, put them back in the
other cluster, etc. Otherwise, it publishes it with its
corresponding header. The quasi-code provides the
following steps (Fig. 16).

Algorithm 6

1: SplitCluster(Call,Ci,NC,Ksplit)

2 Split Ci with Ksplit-Means algorithm;
3 Numc = the number of members Call;
4: If (numc + Ksplit > NC) then
5
6

Call function TargetedRemove(Call, Ksplit);
Add Ksplit new cluster to Call;

Fig. 16: Run SplitCluster.

Here, Nc refers to the maximum number of members
per cluster.

So, since the proposed model is represented based on
in-memory processing tools, its performance time is
lower than previous models which were not implemented
on a big data basis or used non-in-memory big data tools.
Also, the rate of data loss decreases because of

determining the non-random optimal cluster head in
K-means algorithm; previous methods have used totally
random determination.

Finally, the Spark logic of the model below is observed
(Fig. 17).

Algorithm 7
Main
Input:  k-value, data, partition num, attr

Output: k-value, node, k-Anonymized table
//Step 1: Create Taxonomy Tree and

1. Generaliztion Lattice Tree

2. Make_Taxonomy Tree (attr)

3. Make_Generalization_Lattice(t-tree)
//Step 2: Make RDD and Partiton. Cache

4. Make_RDD_From_HDFS(data);

5. RDD_Repartition(partition num);

6. Cache();

//Step 3: K-Anonymity (Map & Reduce)

8. K_check = false;

9. while(!k_check)

10. node = next Generalization Lattice;
11. result = MapReduce(node);

12. k_check = Check_k_value(result);
13. end while;

14, Save_Output_to_HDFS(path);

Fig. 17: Main code.

Results and Discussion

Through the implementation of the proposed model,
the dataset [58] will have various attributes, according to
the Fig. 18.

root
| - - CUST_ID: string (nullable = true)

- - BALANCE: double (nullable = true)

- - BALANCE_FREQUENCY: double (nullable = true)

- - PURCHASES: double (nullable = true)

- - ONEOFF_PURCHASES: double (nullable = true)

- - INSTALLMENTS_PURCHASES: double (nullable = true)
- - CASH_ADVANCE: double (nullable = true)
- - PURCHASES_FREQUENCY: double (nullable =true)

|

|

|

|

|

|

|

| - - ONEOFF_PURCHASES_FREQUENCY: double (nullable = true)
| - - PURCHASES_INSTALLMENTS_FREQUENCY: double (nullable
|
|
|
|
|
|
|
|

- - CASH_ADVANCE_FREQUENCY: double (nullable = true)
- - CASH_ADVANCE_TRX: integer (nullable = true)

- - PURCHASES_TRX: integer (nullable = true)

- - CREDIT_LIMUT: double (nullable = true)

- - PAYMENTS: double (nullable = true)

- - MINIMUM_PAYMENTS: double (nullable = true)

- - PRC_FULL_PAYMENT: double (nullable = true)

- - TENURE: integer (nullable = true)

= true)

Fig. 18: Various attributes dataset [58].
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First, preprocessing and standardization of the given data will be exerted according to the code below (Fig. 19).

from pyspark.ml.feature import VectorAssembler
data_customer.columns
assemble=VectorAssembler(inputCols=[

"BALANCE ',

' BALANCE_FREQUENCY ',

"PURCHASES ',

" ONEOFF_PURCHASES ',

"INSTALLMENTS_PURCHASES ',

" CASH_ADVANCE ',

' PURCHASES_FREQUENCY ',

' ONEOFF_PURCHASES_FREQUENCY ',

"PURCHASES_INSTALLMENTS_FREQUENCY ',

' CASH_ADVANCE_FREQUENCY ',

" CASH_ADVANCE_TRX ',

" PURCHASES_TRX ',

" CREDIT_LIMIT !,

' PAYMENTS ',

"MINIMUM_PAYMENTS ',

"PRC_FULL_PAYMENT"',

"TENURE '], outputCol='features ')
assembled_data=assemble.transform(data_customer)
assembled_data.show (2)

Fig. 19: Preprocessing codes.

The results of preprocessing the first two lines are illustrated in Fig. 20.

...... 4esccscccccsccccctecccccaccaccesccdecscccdeccccsccscccssnnssed
jcusT_10] BALANCE | BALANCE_FREQUENCY | PURCHASES |ONEOF F_PURCHASES | INSTALLMENTS_PURCHASES | CASH_ADVANCE | PURCHASES_FREQUENCY | ONEOF
F_PURCHASES_FREQUENCY | PURCHASES_INSTALLMENTS_FREQUENCY | CASH_ADVANCE_FREQUENCY | CASH_ADVANCE_TRX | PURCHASES_TRX|CREDIT_LIMIT| PA
YHMENTS | MINIMUM_PAYMENTS | PRC_FULL_PAYMENT | TENURE] features|

cmcapana

| c10001] £0.9007249| 0.818182| 9s.4]| 0.0] 9s.4| o.0] 0.166667|

0.0] 0.083333] 0.0| ol 2] 1000.0| 201.802082] 139.5
09787] 0.0] 12][40.900749,0.8181...|

| €10002]3202.267216] 0.909091| 0.0]| 0.0} 0.0| 6442.9a5283| 0.0]

0.0} 0.0] 0.25] 4] ol 7000.0]4103.032597] 1072.3
20217] 0.222222] 121(17,(0,1,5,9,10,1...|

brmer--- $bevesvocvace Srrrssrses v s .- Pvevcecvwew Frrmrrar - rrrrrr T T r .- deresessvnvene Pevessesresveasvesvee brevew
--------------------- e e e e et e L e L e et e
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Fig. 20: The results of preprocessing the first two lines.
When implementing the proposed method, k=2 has been considered; the results are illustrated in Table 4.

Table 4: Results of implementing the proposed model with k=2

Original Table 2-Anonyized Table

RID Age Gender Disease RID Age Gender Disease
1 31 M(1) Diabetes 1 30~39 *(0~1) Diabetes
2 21 M(1) Anemia 2 20~29 *(0~1) Anemia
3 26 F(0) Pneumonia 3 20~29 *(0~1) Pneumonia
4 36 F(0) Anemia 4 30~39 *(0~1) Anemia
5 34 M(1) Diabetes 5 30739  *(0~1) Diabetes
6 25 F(0) Pneumonia 6 20~29 *(0~1) Pneumonia
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According to Fig. 21, the results of the loss criterion have reached the stability value of 0.30.

045
040
§os
030

025

2 3 4 5 6 7 8 9
k

Fig. 21: Results of the loss criterion with k=9.

Finally, the rate of data loss in the suggested model are shown with different values of K for 10 and 100
with two other clustering algorithms, i.e. FADS and FAST, megabytes of data are shown in Figs. 22 and 23
respectively.

2 3 4 5 6 7 8 9

Value of k
HMFADS H®FAST Proposed model
Fig. 22: The rate of data loss in FADS and FAST clustering algorithms and the suggested model with 10 megabytes of data.

45
2 3 4 5 6 7 8 9

40
35
30
Value of k
HMFADS ®WFAST wProposed model
Fig. 23: The rate of data loss in FADS and FAST clustering algorithms and the suggested model with 100 megabytes of data.
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Considering the results of simulation in Figs. 23 and 24
the rate of data loss in suggested model, in both cases of
10 megabytes and 100 megabytes of data, is lower than
that in FAST and FADS clustering algorithms so, despite
the increase of data volume, the rate of data loss is
reduced because of increasing the records.

Conclusions and Future Works

Anonymization is not limited only to omitting some
attributes and replacing some values with other ones;
actually, it is an effort for finding a method to make an
optimized relation between privacy protection and the
possibility of using data while decreasing the rate of
information loss. In this paper, various methods of
anonymization, such as anonymization based on
perturbation, based on a tree structure, based on zero-
delay, based on the addition of artificial data, based on
fuzzy method, based on clustering, and common
algorithms are presented, accompanied by a comparison
of their various parameters. The architectures and
models in the related literature which have dealt with big
data anonymization are investigated, and factors such as
the data loss rate, amount of extra data production,
suitability for big data environment, and delay time are
compared. Reviewing the related literature, it is revealed
that there still exists the necessity of high-speed data
anonymization in real environments, the inefficiency of
the current algorithms, and the high rate of data loss
through release. However, the results of investigating the
suggested model and solution show that clustering by in-
memory processing of Spark platform provides a suitable
and reasonable time for the anonymized release of big
data, and the designed steps reduce the information loss
to the lowest possible amount. Considering the results,
while the data volume increases, the rate of data loss
decreases compared to FADS and FAST clustering
algorithms which are because of increasing the records in
the suggested model.
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AIDS Acquired Immunodeficiency Syndrome

ET Expiration Time
AANST el Steating dota
FADS Feature anomaly detection system
HDFS Hadoop Distributed File System
IKA Improved K-Anonymization
ILD Improved L-Diversity
KIDS K-anonymization Data Stream
LRU Least Recently Used
Mllib Machine Learning Library
MRA MapReduce based Anonymization
NCP Normalized Certainty Penalty
RDD Resilient Distributed Datasets
RMSE Root Mean Square Error
RSA Rivest Shamir Adleman
SKA Scalable k-Anonymization
SKY Stream K-anonymity
SWAF Sliding Window Anonymization
Framework
TKC Tanzu Kubernetes Cluster
TPTDS Two Phase Top-Down Specialization
WSS Within Cluster Sums of Squares
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Background and Objectives: With the increase in population in the world along
with the decrease in natural resources, agricultural land, and the increase of
unpredictable environmental conditions, causes concerns in the field of food
supply, which is one of the serious concerns for all countries of the world.
Therefore, the agricultural industry has moved towards smart agriculture. Smart
agriculture uses the Internet of Things, which uses different types of sensors to
collect data (such as temperature, humidity, light, etc.), a communication network
to send and receive data, and information systems to manage and analyze data.
Smart agriculture deals with a huge amount of data collected from farms, which
has fundamental challenges for analysis using old systems such as lack of storage
space, and processing delay. The Computational paradigm is a key solution to solve
the problems of time delays, security, storage space management, and real-time
analysis. Computing paradigms include cloud, fog, and edge computing, which by
combining each of them in smart agriculture has caused a great transformation in
this industry. The purpose of this article is to provide a comprehensive review of
the architecture of computing paradigms in smart agriculture applications.
Methods: To achieve the goals of this article, the methodology is divided into two
parts: article selection and review of the selected articles. The computational
paradigms used in the selected articles are from 2019 to 2022. Each selected paper
is then reviewed in detail in terms of categories of computing paradigms,
architectures, key points, advantages, and challenges.

Results: Computational paradigms have significant advantages. Combining these
paradigms in a complementary way covers many challenges. The architecture
based on the combination of edge-fog-cloud computing is one of the best
architectures combined with smart agriculture.

Conclusion: By combining computing paradigms and smart agriculture, the
challenges based on traditional and old systems are overcome. Combining these

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

paradigms complement each other's challenges.
oo

Introduction

production of agricultural products in the universe should

Agriculture plays an essential role in the global food
supply chain, which is the basis of human survival.
According to the prediction of the World Health
Organization, the population will reach 10 billion people
by 2050 [1]. Therefore, if these predictions happen, the

Doi: 10.22061/jecei.2023.9682.648

increment by about 60% annually [2]. In the last two
decades, with the expansion of the Internet, there have
been unlimited changes for organizations and citizens
around the universe [3]. The appearance of the Internet
of Things, which is defined as a network of objects in
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which instruments, sensors, software, machines, and
people are used through the Internet to communicate,
exchange information, and interact between the real and
virtual universe [4]. Internet of Things (IoT) systems also
use various technologies such as Wireless Sensor
Networks (WSN), cloud computing, and artificial
intelligence. The Internet of Things is used in different
scopes such as intelligent homes, healthcare, traffic,
intelligent cities, and agriculture. Therefore, farmers,
scientists, and agriculture industries have turned to
intelligent agriculture, which uses methods and
technologies at distinct levels and scales in the production
of agricultural products.

In last years, intelligent agriculture has become very
popular. Intelligent agriculture uses new technologies to
maximize the use of wellsprings and minimize
environmental impacts. Wireless Sensor Networks are
one of these technologies that help farmers in the
accumulation of information [3]. In intelligent agriculture,
different sensors are used to accumulate data such as
temperature, humidity, light, pressure, etc., which uses a
correlation network to send and receive information, and
finally, by analyzing the obtained information, it
increments productivity and Minimizes waste is done at
the right time and place [5]. Fig. 1, shows an example of
loT applications in intelligent agriculture. Existing sensors
provide the complete status of agriculture products with
accurate measurements. Based on the provided values,
actuators manage agriculture processes related to beasts,
crops, irrigation, etc. This can lead to predicting crop
harvest, increasing production, reducing operating costs,
remote monitoring, and accurate evaluation of farms [5].

Heterogeneous instruments and sensors accumulate
agriculture information such as temperature, humidity,
soil conditions, etc. Next, different actuators such as
ventilation instruments, water supply systems, etc., adopt
operations based on the information. With the
development of science and technology, new methods
and technologies have been presented in agriculture. An
emerging trend is the use of the Internet of Things and
Modern computing paradigms such as cloud, edge, and
fog [5]. Computer-based agriculture systems have
challenges such as processing acceleration, infrequent
storage space, reliability, scalability, etc., which are
unable to meet today's needs [6]. To solve these
problems, services based on cloud services are used.
Information captured by sensors is analyzed and
processed using cloud services to make better decisions.
Fog computing can also lead to declined network load and
computing and storage in cloud servers. The purpose of
this paper is to revise the existing investigation in the
scope of computing technology architecture based on
edge, cloud, and fog in intelligent agriculture. The
structure of this work is as follows: In the second section,
an overview of the concepts of computing technologies
such as edge computing, fog computing, and cloud
computing is presented. In the third section, the
introduction of intelligent agriculture and its distinct
scopes and the protocols used for correlation in it are
examined.

In the fourth section, we review new investigations
and describe the architecture of each of them. In the fifth
section, the benefits and challenges of computing
technology in intelligent agriculture are reviewed. Finally,

Intelligent agriculture deals with plenty of o . . ]
. . . the conclusion is given in the sixth section.
heterogeneous information wellsprings.
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Fig. 1: Internet of Things applications in intelligent tillage [4].
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An Overview of Modern Cloud Computing
Technologies
A. Cloud Computing

In last years, cloud computing is becoming a principal
technology in the scope of data technology. The phrase
cloud computing was first used by Google and Amazon in
2006 [7]. Cloud computing is a model for easy access to
computing wellsprings such as networks, servers, storage
wellsprings, programs, and services through the Internet
to provide access quickly and with minimum directorship
requirements. Cloud computing includes five basic
features, three service layers, and four distinct
deployment models. The five necessary characteristics of
the cloud consist of On-demand self-service, broad
network access, wellspring pooling, Rapid elasticity and
scalability, and measured service. A cloud must contain all
five characteristics. The three service layers refer to the
services provided by cloud providers and the user chooses
them based on their needs. These three layers include
infrastructure as a service (IAAS), software as a service
(SAAS), and platform as a service (PAAS). Four cloud
deployment models are also divided into Public Cloud,
Private Cloud, Community Cloud, and Hybrid Cloud [8].
Clouds are formed by centralized servers that are also
called information centers. Its advantages include fast
deployment, cheap maintenance cost, and availability of
stored information anywhere in the universe,
simultaneous information analysis, and high computing
power. But when dealing with big information, it has
challenges such as time delay, internet bandwidth, real-
time analysis, information directorship, and security [9].
B. Fog Computing

The new method of fog computing was proposed by
Flavio Bonomi in Cisco in 2012 [10].

Cloud
Computing
Layer

In fog computing, processing, and storage instruments
are located close to every other and provide computing
and storage services between end instruments and cloud
computing information centers. Therefore, the basic idea
is that the user's processing operations are performed in
the nearby cloud and then sent to the cloud information
centers. Fog computing is used for applications that
require real-time processing with very infrequent time
delays. Fog computing is distributed on a large scale and
deployed where edge instruments perform processing
[11], [12].

Fog nodes are an accumulation of nodes that receive
information from 10T instruments in real-time. These
nodes process the received information in less than a few
milliseconds and periodically send analytical information
to the central cloud. Every cloud node is equipped with
internal computing wellsprings, information storage,
networking, and information directorship and acts as a
bridge between the central cloud layer and the edge layer
[13]. The advantages of the fog node include infrequent
delay, real-time interaction, mobility support, improved
security, efficiency, and maintaining network bandwidth.

C. Edge Computing

Edge computing is a distributed architecture that
enables computing at the edge of the network. In other
words, computing is closer to the wellspring of
information generation, that is, information is captured at
the place where computing instruments perform analysis
on them. Finally, the information extracted from the
analysis is sent to the central cloud using the Internet.
One of the principal advantages is that critical processes
are monitored in real-time and operations are executed
accordingly.

More

- Reliable connectivity

- Processing Speed
- Response Time

Fog
computing
Layer

- Data storage

Edge
compmmg
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/f>
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Fig. 2: Viewpoint of hybrid solutions for cloud, fog, and edge computing [14].
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The advantages of using edge computing include very
infrequent latency, high processing speed, and wide
bandwidth.

These three computing concepts can be used in a
complementary way. Fig. 2, shows an example of hybrid
solutions for calculations. For instance, we can transfer
easy processes to the edge nodes and assign a higher level
of burdensome processing to the fog nodes and assign the
processing of huge information to the cloud. The
composition of these three clouds, fog, and edge
computing creates maximum productivity in operations
and applications [14].

An Overview of Intelligent Agriculture

A. Intelligent Agriculture

Intelligent agriculture is based on the knowledge and
principles of agriculture, which uses a new method of
planting, harvesting, and maintaining products and
livestock products based on intelligent technologies. The
purpose of intelligentization is to create a system to help
decision-making in farms, which has advantages such as
increasing  production, saving energy, reducing
manpower and increasing the efficiency of wellsprings,
and improving the quantity and quality of products, etc.
In intelligent agriculture, different technologies such as
sensors, robots, and software are used, which provide
farmers with positioning and information analysis.
Farmers can monitor the ongoing activities anywhere in
the universe and make the best decisions about farm
activities with the information obtained from the
intelligent system. Combining modern technologies with
agriculture can lead to increment efficiency, and
sustainability, which can have a significant impact on the
universe's agricultural economy.

In last years, loT applications have been used in
different scopes of agriculture. These programs are
mainly classified as agriculture programs such as crop
directorship, greenhouse directorship, soil and water
directorship, and livestock agriculture programs such as
beast monitoring and livestock disease monitoring. In
2021, [5] categorized the main areas of intelligent
agriculture into six categories, including crop directorship,
beast directorship, irrigation directorship, soil
directorship, climate directorship, and greenhouse
directorship, which we will briefly describe below.

e Agriculture directorship: This directorship includes all
the activities that are used to improve the growth and
development of crop performance. Using sensors,
drones, and intelligent robots, products can be managed
and in case of pests and diseases, lack of water, the risk of
harmful insects, etc.,, farmers can be informed about
these harmful risks. To make the necessary decisions for
better productivity of products [5].

e Beast directorship: Beast directorship includes all
activities such as health, breastfeeding, breeding, which

are done by farmers to raise farm beasts. To control the
situation by installing distinct sensors on the beasts, their
performance is checked at any moment based on
specified factors, and if there is a threat, a warning will be
sent to the farmers [15].

e Irrigation directorship: Irrigation directorship
includes all activities that are used for proper planning
and optimal use of water wellsprings. For water
directorship, additional irrigation costs can be avoided by
installing multiple sensors in appropriate places and
leading to saving water wellsprings [5].

e Soil directorship: Soil monitoring is one of the
environmental issues that have a great impact on crop
production. For soil directorship, soil patterns such as
humidity, temperature, deal of fertilizer, etc. are
monitored. Suitable soil increments crop production [15].

e Weather directorship: Continuous weather
monitoring is one of the most principal functions in
agriculture. In this regard, tools are used to obtain
weather parameters such as temperature, humidity, wind
direction, air pressure, etc. The obtained information is
used to improve agriculture productivity [15].

e Greenhouse directorship: Plants are grown in a
greenhouse under controlled conditions.  This
directorship includes all the activities that are carried out
to accurately control the environmental conditions
suitable for growing plants [2].

B. Correlation Protocols in Intelligent Agriculture

In intelligent agriculture, many wireless correlation
protocols are used based on the situation and available
features. The instruments in the intelligent agriculture
system can interact, switch data, make decisions for
monitoring, control agriculture conditions, and amend
performance and efficiency by using protocols. These
protocols can be divided into short-range and long-range
based on the correlation range. Short-range protocols
include Bluetooth, ZigBee, and Radio Frequency
Identification, and long-range protocols include Long
Range (LoRa), SigFox, and Narrowband loT (NB-IoT).

e Bluetooth: It is one of the wireless protocol
technologies known by the IEEE 802.15.1 standard. This
technology is infrequent cost and infrequent
consumption and is used for transmission in a short range
of 8 to 10 meters. Bluetooth acts in the 2.4 GHz frequency
band [16]. Information transfer speed in distinct versions
is from 1 to 24 Mbps.

e ZigBee: It is an IEEE 802.15.4 standard for wireless
correlation designed for sensors and controls. This
technology has a long battery life and is used for
transmission up to a distance of 1 km [17].

e Radio Frequency Identification (RFID): This
technology is suitable for long-range correlation. In this
technology, every object has a unique identifier
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separately and tracks and records the location of each of
them [18].

¢ Universe Wide Interoperability for Microwave Access
(WiMAX): It is an |IEEE 802.16 standard that can cover a
range of 50 km radius. The information transfer speed in
this technology can increment up to 1 Gbit/s [19].

e Wireless Fidelity (WiFi): It is one of the local wireless
network standards that use the Internet to transmit
information wirelessly. This technology is known by IEEE
802.11 standard. Currently, it is one of the most widely
used wireless technology in different instruments such as
mobile phones, laptops, and tablets. Its coverage range is
from 20 to 100 meters. The information transfer speed of
this technology can be up to 700 Mbps. Of course, in
distinct Wi-Fi standards, the coverage area and speed are
distinct [19].

e SigFox: It is one of the wireless cellular networks that
is suitable for long-distance correlation. This is an
inexpensive network technology with infrequent power
consumption and limited information rate and operates
in a frequency band between 860 and 920 MHz. Its
coverage range is from 10 to 50 km and the information
transfer speed in this technology is up to 600 bits per
second.

e Long Range (LoRa): It is a long-range wireless
correlation technology that has very infrequent energy
consumption and operates in an unlicensed band. lIts
coverage range is about 20 km and the information
transfer speed in this technology is up to 100 kbps.

e Narrowband loT (NB-loT): It is an infrequent-power
and infrequent-consumption long-range correlation
technology introduced by the 3GPP standardization
organization. This technology acts in infrequent
bandwidth and covers a range of up to 35 km. The speed
of information transfer in this technology is up to 250 Kb/s
[20].

e Cellular correlation: It is one of the principal
correlation technologies in the applications the Internet
of Things that can transmit multimedia. These
technologies include 3G, LTE, 4G, and 5G versions, which
have wide cellular coverage, high throughput, and
infrequent latency. This technology operates in the
frequency band of 865 MHz and 2.4 GHz. The information
transfer speed in this technology is distinct in distinct
versions, for example, in 4G, the information transfer
speed varies from 100 Mbps to 1 Gbps [21].

Types of Computing Technology Architecture

In the last halls, the vast investigation has been carried
out in the scope of intelligent agriculture with edge, fog,
and cloud computing technologies. These investigations
have distinct combinations of computing technologies
that can be divided into 4 categories including intelligent
agriculture and cloud computing, intelligent agriculture
and a combination of edge and cloud computing,

intelligent agriculture and a combination of fog and cloud
computing, intelligent agriculture and a combination of
edge computing- Fog - the cloud split. In the following, we
will examine every of these categories in the last
investigations, which can be seen in Table 1, a summary
of the reviewed investigations.

A. Architecture Based on Cloud Computing

In [22], an infrequent-cost intelligent system for
monitoring environmental parameters using drones and
cloud computing technology is presented. In this system,
it periodically gathers information using a soil moisture
sensor; these sensors forward data to the gateway. Then,
using a drone equipped with long-range network
technology, the obtained information is sent to the cloud.
Finally, in the cloud, the operation of accumulation and
storing remote user information, information processing
and displaying the outcomes to the user, analyzing the
information obtained from the sensor, and making
decisions are done. Fig. 3, shows the architecture of the
suggested system. This intelligent system based on cloud
computing can help farmers analyze the information on
environmental conditions in large farms, leading to
increment crops, better directorship, and time-saving.

In [23], an Internet of Things system based on long-
range network and cloud computing is suggested for
intelligent farms. According to Fig. 4, the suggested
system consists of four portions namely sensor nodes,
control equipment, clouds server, and a web application
platform. Sensor nodes are distributed across the scopes
and accumulate information about the state of the scope
and send it to cloud servers for information storage and
directorship. Cloud server communicates with sensors
and warehouse control network using long-range
network. In the warehouse control network, a
Programmable Logic Controller (PLC) is used to control
the process and drive instruments. The cloud server
receives sensor information using long-range network
gateways and stores it in databases. Farmers can
remotely monitor the system using any intelligent
instrument such as mobile phones and laptops through
the monitoring program on the cloud server using a Web
browser, control as well as review captured information.
This design has outcompeted in high scalability,
increment number of sensors for monitoring, increment
efficiency, and remote directorship. In [24], a Wireless
Sensor Network system based on cloud computing is
suggested for monitoring farm beasts. This system stores
the locations of livestock movements in real-time. The
monitoring system includes three parts: Wireless Sensor
Network, cloud platform, and user interface, as shown in
Fig. 5. The Wireless Sensor Network segment includes
sensors for beast monitoring. Every sensor obtains
location information at a specific time using the Global
Positioning System (GPS).
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Table 1: Review of investigation acts based on computing technologies

Architecture

Reference Year Suggested method Protocol
Edge layer Fog layer Cloud layer
[27] 2022 Monitoring system based on'the Int.erne.t of Things and edge Sensors, Edge Cloud server WSN, Wifi
and cloud computing for intelligent farm Gate
(23] 2022 Internet of things system.bas.ed. on Ic.mg-rar.\ge network and i i Cloud server LoRa
cloud computing in intelligent tillage
[24] 2021 Wireless Sensor Network system l?aseled on cloud computing ) Clo'ud WSN, 3G
for beast monitoring services
2] 2021 Intelligent system for monit9ring e.nvironmental parameters i i Cloud server LoRa
in intelligent tillage
LoRa,
Sensors, e
[5] 2021 Cloud-fog-edge computing model for intelligent tillage Actuators, Fog node Cloud server Si Fox'
Tractors e
Bluetooth
30] 2020 Monitoring system for fire pre.dlctlon comblnl.ng cloud and ) Fognode Cloud server  ZigBee
fog computing for environment and tillage
Intelligent knowledge system architecture based on edge-  Edge node, Fog node, Cloud
[32] 2020 . . =
fog-cloud computing Edge gate Fog gate services
(28] 2020 Architecture based on fog cc?nTputir?g and long-range Sensors, Fog node Cloud LoRa
network technology in intelligent farm Actuators
A deep learning method to fog nodes in cloud-based
[29] 2020 P e . . g : ! - Fog node Cloud server -
intelligent tillage
[26] 2020 Information accun1.ulati9n method using edge computing in Sensors, Edge Central ZigBee, wif
intelligent greenhouse servers Cloud
Sensors,
. . H d Central
[25] 2019 Home edge computing architecture ome e. o entra LoRa
computing, Cloud
Multiple Access
Advanced system for remote tillage monitoring using long- End Fog gates
[31] 2019 ¥ & . g .g . g instrument, £8 ’ Cloud server LoRa
range network and edge-fog-cloud computing combinations Repeaters
Edge gates
= ~ DJI Quadcopter Drone Cloud:
: Over Ground Sensor: byl b Dwta Storege
L HOBO Ui Waeather — Data Analysis
‘. Station Starter Kit
"
‘ra’ Underground Sensors
[
Gateway node for
underground sensors
Wireless Server
Gateway
i,. -
Y.y
; - -«
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g SV AR 4
¢ Pl R
Ground Station
Fig. 3: Infrequent-cost intelligent system architecture for farm monitoring using UAV and cloud computing [22].
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Then the information generated by the sensors is
captured and sent to the second part for information
storage, directorship, and processing. In the second part,
processing is done on the information in cloud services,
and uploads the obtained information on a web page.
Cloud computing platforms provide computing power,

%

Farm LoRa sensors )
[ Cloud Sever

LoRa Gateway

, h Food T

information storage, and applications. In the third
section, the user interface provides the current system
status and processed information. Farm managers can
check the estate of every beast through website pages
and analyze the comportment of each of them using this
system.

Warehouse setup

Web application

Fig. 4: Internet of Things system based on long-range network and cloud computing for intelligent farm [23].
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Fig. 5: Architecture based on cloud computing for monitoring beasts [24].
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Fig. 6: Three-layer architecture of home edge computing in intelligent tillage [25].

Fig. 7: The architecture of information accumulation method with the help of edge computing in intelligent tillage [26].

B. Architecture Based on a Combination of Edge and Cloud
Computing

In [25], a Home Edge Computing (HEC) architecture for
intelligent and tolerable agriculture and breeding is
suggested. This architecture consists of three layers and
is based on home edge computing. Fig. 5, shows the
architecture related to home edge computing in
intelligent agriculture.

106

This architecture includes three levels of cloud which
are local cloud or home server, edge cloud, and central
cloud. This architecture is suggested to solve the latency
quandary in Multi-Access Edge Computing (MEC) for
certain kinds of applications that require too high
availability of wellsprings and must be processed with
very infrequent delays. According to Fig. 6, in the third
level, sensors and instruments related to intelligent
agriculture are located in this layer, which is connected to
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a local information center called home edge computing.
Home edge computing performs local information
processing and acts as a gateway to higher levels. The
duty of this gateway is that if further wellsprings are
needed, it transfers the traffic to higher levels, i.e., multi-
access edge computing at the second level and central
cloud at the first level. If the distance between the two
sites of multi-access edge computing and home edge
computing is far, they can be connected to every other
through a point-to-point radio correlation using a long-
range network protocol. This architecture leads to the
reduction of delay in the network.

In [26], an information accumulation method with the
help of edge computing for principal events and reducing
information redundancy in intelligent agriculture is
suggested. This method consists of four parts including
Wireless Sensor Network, Software-Defined Wireless
Sensor Network (SDWSN) layer, edge computing layer,
and application layer. Fig. 7, shows the architecture of this
method. The Wireless Sensor Network layer includes
different sensors in the scope of agriculture and access
points. The function of access points is to create effective
links between sensors and edge servers in the cloud.
Software-Defined Wireless Sensor Network layer has
been used to increment the flexibility of the system for
information accumulation. By using cloud computing,
information processing, and storage capacity are
provided for the application layer. Cloud-based
applications are also divided into categories of
information visualization, user demand analysis, and
system directorship. The overall method as shown in Fig.
7, is that the cloud server obtains the characteristics of
principal events by analyzing and processing the
information. Then, the edge server determines the
information received from the sensors and the feature
value of principal events and performs optimization on
the information based on the features of the principal
event, and the corresponding information is sent to the
Software-Defined Wireless Sensor Network. In the next
step, the sensor nodes receive the information related to
the measured information and the correlation
parameters considering the principal events from the
Software-Defined Wireless Sensor Network. In the next
step, the Software-Defined Wireless Sensor Network
sends control  streams including information
accumulation commands and principal parameters to the
access points. Next, this information is sent to cloud
centers for directorship. Finally, by checking the
information on the clouds, the outcomes are sent to the
application layer. This method leads to a reduction in
correlation time and infrequent delay in the information
accumulation system.

In [27], a hybrid monitoring system based on the
Internet of Things and edge and cloud computing is

suggested for an intelligent farm. This system has 3 main
layers including an accumulation layer, a decision layer,
and an application layer as illustrated in Fig. 8.

Sensor Node and Gateway Node Layer 1
T l H *
It 0 I
Threshold Duration
Value (Time or Space) Alarm or LED
[ [ &
U’ i U . \/" .
IoT Cloud Server and Decision Making Layer 2
T v —[ T
V! V! V.
Smart Farming System Layer 3
FAY
=——]> DataFlow u
______ 3 Control | User end
=== Birdirectional £ % S
1 miernet
connection
Vv
CLOUD

Fig. 8: Architecture of hybrid monitoring system based on edge
and cloud computing [27].

In the first layer, sensors are deployed in distinct
monitoring locations. All sensing data from distinct scopes
in the scope is captured and stored using wireless
network gateway nodes at the edge. Then the sensor
information is sent to the second layer for decision-
making and storage in the cloud server. In this layer,
values are defined as threshold limits for all types of
sensors. At a certain time, this layer examines all the
obtained data using threshold values and makes
appropriate decisions. Finally, in the application layer,
related decisions for different scopes are communicated
to the end user through SMS, email, and website. The user
can access the website anywhere in the universe and
make an effective decision to monitor the farm. This
system leads to increasing production, increasing
productivity, reducing the cost of producing products, and
increasing the speed of processes.

C. Architecture Based on a Combination of Fog and Cloud
Computing

In [28], an architecture based on fog nodes and long-
range network technology is proposed to optimize the
number of sensors deployed in an intelligent farm. Fig. 9,
shows the architecture based on fog nodes and long-
range network technology. According to Fig. 9, the
sensors and actuators in the smart farm are connected to
fog nodes.
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The role of the fog node in this architecture is to create
a bridge between the sensors and the network and is
located as a local server near the data source. It also
manages data collected from sensors. Then, in the next
step, the fog nodes transmit only the important
information to the cloud via the Internet. In this proposed
architecture, the fog nodes process and store the
generated data of the sensors locally and prevent all the
information grown from the sensors from moving to the
cloud. This action reduces network delay and information
processing can be done in real time. The use of fog
computing in this architecture has improved real-time
processing, reduced latency, and saved bandwidth.

In [29], a deep learning method for fog nodes in
intelligent agriculture based on cloud computing is
suggested. The target of this technique has been to
minimize the response latency and further processing of
deep learning tasks for intelligent agriculture
applications. This method consists of several layers and
every layer deal with the input information from the prior
layer to extract features and produce an outcome to
deliver to the subsequent layer.

)]

=
=

Cloud

The lowest layer handles the incoming pure
information and the highest layer provides the processed
data at the output. Every layer declines the information
volume for delivery to the subsequent layer. Fig. 10,
shows the general picture of the deep learning method in
intelligent agriculture. A cloud server assigns several
layers of the deep learning model to fog nodes and
maintains the remaining layers. Every instrument has
information related to the fog node close to it, and at the
request of applications, it transfers the captured
information to the corresponding fog node. By receiving
raw information from instruments, a fog node performs
the defined layers of the deep learning model
corresponding to an application. After the deep learning
layers process is completed in the fog node, the outcomes
are sent to the central cloud server, which performs the
remaining deep learning layers for the outcome. As
further layers are assigned to the fog nodes, the deal of
information sent to the cloud through the network
decreases, and eventually the network congestion and
computing load on the cloud are declined.

)]

=5 )
=

Fig. 9: Architecture based on fog node and long-range network technology in the intelligent farm [28].
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Fig. 10: The overall pcture of the deep learning method to fog nodes in intelligent tillage [29].

In [30], an Internet of Things system based on a
Wireless Sensor Network with a combination of cloud and
fog computing is suggested for fire prediction and early
detection in the environment and agriculture sectors. This
suggested system has 3 layers as illustrated in Fig. 11. The
first layer consists of a cloud infrastructure formed by
information centers that are dynamically allocated
facilities and wellsprings based on user’s requests. The
services of this layer include information storage and
processing. At the second layer is cloud computing, which
can work as small information centers that are more
inexpensive and more accessible, extending service
delivery to the edges of the network. This act declines the
computational load, frees up wellsprings, prevents
network traffic, and increments system capacity. In the
third layer, fire directorship events are addressed using
agriculture and environmental monitoring programs. For
example, there are instruments called sensory nodes that
monitor environmental factors such as temperature and
humidity. Next, using a sink node accumulations
information from sensors and transmits them to higher
layers for more calculations. Finally, end users such as
farmers, fire services, etc., through graphical user
interfaces, intelligent instruments, or mobile phones,
perform the necessary actions in emergencies. Using fog
nodes can decline latency, increment throughput, and
control energy consumption.

D. Architecture Based on a Combination of Edge-Fog-
Cloud Computing

In [31], an advanced long-range grid-based system
using a mixture of edge, fog, and cloud computing is
suggested for remote agriculture, which is also applicable
for use in remote areas that are developing.

The architecture of this system includes five layers,
including the sensor layer, edge layer, fog layer, cloud
layer, and final layer, as shown in Fig. 12. This system
should be used for situations that have infrequent power
transmission and long-range with limited information
rate. The sensor layer includes several groups of sensor
nodes and actuator nodes. These nodes are deployed in
distinct areas of the farm according to their applications.
The sensor nodes send the captured information to the
edge gateways at the edge layer, while the actuator nodes
receive commands from the edge layer for control. In the
second level, the edge layer consists of edge gateways
and is responsible for receiving information from sensor
nodes. Then, after processing the information in this
layer, the processed and compressed information is sent
to the fog gateways in the fog layer. The edge layer has
many benefits including fast notification, channel
categorization, and security. The edge layer and the fog
are connected to every other through broadband
network technology, which can transmit information at
an infrequent speed of 10 to 20 kilometers. On the third
level, the fog layer, includes two parts, repeaters, and fog
gates. In this layer, the information sent from the edge
gateways is received and sent to the fog gateways. The
section of repeaters is used to maintain the correlation
link so that packets are not lost to transmit information
over long distances. The fog gateways section is also used
to share sensor information. The advantages of this layer
include advanced services such as distributed information
storage, information fusion, information processing, and
security. At the fourth level, it consists of the cloud layer,
which includes cloud servers and their services, such as
global information storage, major information analysis,
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and information processing with complex algorithms. The
final layer, also called the end-user layer, includes mobile
phone and web browser applications that are used to
access real-time information and provide input
commands for remote farm control.

In [32], an intelligent knowledge system based on a
combination of edge, fog, and cloud computing is
suggested for farmers to use in intelligent farms. This
system helps farmers in making decisions to increment
the production and profits of crops. Farmers can connect
with this system using mobile applications and web
applications and receive the required information from
expert experts. Fig. 13, shows the architecture of the
intelligent knowledge system. This system includes five
layers, including the agriculture surroundings layer, edge
computing layer, fog computing layer, cloud computing
layer, and intelligent user interface layer. In the
agriculture environment layer, sensors are used to
monitor  environmental parameters. This layer
accumulates information from sensors and sends it to the
node in the edge computing layer. The edge computing
layer, also includes an edge node that accumulates the
information sent by the sensor node and processes them.
Using this layer in the network has the advantages of
reducing delay and reducing traffic in the cloud network.
The fog computing layer, it includes fog nodes, which are
in the appearance of servers and storage instruments.
This layer has three operations of information
accumulation, information display for analysis, and
knowledge generation for farmers.

The task of this layer is to classify and filter information
so that the deal of information transmissive to the cloud
is declined and information processing is close to
knowledge production. Then the information is sent to
the cloud computing layer. In this layer, different
information of the sent information and agriculture land
are stored, which are performed on them and stored in it.
Finally, the intelligent interface layer, is an interface
between farmers and the intelligent agriculture system.
Users can act with the intelligent farming system using
web pages or intelligent phones to get comprehensive
data about the agricultural land under observation. The
suggested system by using the combined computing of
edge, fog, and cloud has brought advantages such as
increasing efficiency, reducing delay, reducing cost, high
scalability, and increasing speed and security in intelligent
agriculture.

In [5], a computing model based on cloud fog edge is
suggested for intelligent agriculture. In this model, the
cloud layer is used to store information, analyze
information in huge volumes, and upload algorithm and
information analysis tools to the fog node, storing backup
information for future analysis. On the second level are
fog layers that are installed on local farms. This layer is
responsible for real-time information analysis, decision
making, and information reasoning. After analyzing and
processing the information, it is sent to the cloud layer for
more analysis and backup. The third level, which is the
edge layer, consists of end instruments, tractors, sensors,
and actuators. In Fig. 14, the architecture of this
computational model is shown.
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Advantages and Challenges of Computing
Technology in Intelligent Agriculture

Edge, fog, and cloud-based technologies have
significant advantages in the agriculture sector. Some of
its advantages are 1- the improvement of information
directorship which is done by the service provider and
categorizes the information in an organized manner, 2-
users can access the information at any moment and
position, 3- the user is free from repair and Infrastructure
maintenance is safe because service providers are
responsible for technical issues, 4-building and improving
the supply chain of agriculture products, mentioned [33].
In contrast, these technologies also have significant
challenges. Among these challenges are 1-security and
privacy, which may cause great economic losses to
farmers and industries if the information stored in the
cloud servers is transferred outside. 2- intelligent farms
should not go to the cloud for information analysis
depend because it is not suitable for real-time
information processing, 3- Intelligent farms need fast
support and real-time information processing to be able
to accumulate more information from farms, which is not
possible just by connecting to the cloud, 4- Poor internet
is one of the main challenges are in intelligent farms,
because it can cause information loss, delay in
information processing, decrease the speed of
information loading, he pointed out [5]. Using fog and
edge computing, problems caused by real-time
processing, reducing delay and increasing bandwidth,
increasing information security, and local information
processing can be solved.

Conclusion

Agriculture is one of the principal parts of the
universe's economy and human life. Intelligent
agriculture using the Internet of Things tries to decline the
problems of traditional agriculture and increment the
production of agriculture products and accumulate
information about the current situation for farmers. With
the emergence of new technologies such as computing
technologies and their combination with intelligent
agriculture, the challenges of intelligent agriculture based
on old systems will be overcome. In this article, the
architecture of edge, fog, and cloud computing
technologies, advantages, and challenges of this
technology were investigated. These computing
technologies can complement every other and cover
many challenges. Smart agriculture can solve the
challenges of traditional agriculture, but it faces many
challenges, including the energy of sensors and the
challenges of deploying sensors and data security. In this
article, the challenges of smart agriculture were
examined and the work that can be done in the future to
solve these challenges was explained.
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Background and Objectives: To design an efficient tracker in a crowded
environment based on artificial intelligence and image processing, there are
several challenges such as the occlusion, fast motion, in-plane rotation, variations
in target illumination and Other challenges of online tracking are the time
complexity of the algorithm, increasing memory space, and tracker dependence
on the target model. In this paper, for the first time, sketch matrix theory in ridge
regression for video sequences has been proposed.

Methods: A new tracking object method based on the element-wise matrix with
an online training method is proposed including the kernel correlation Filter (KCF),
circular, and sketch matrix. The proposed algorithm is not only the free model but
also increases the robustness of the tracker related to the scale variation,
occlusion, fast motion, and reduces KCF drift.

Results: The simulation results demonstrate that the proposed sketch kernel
correlation filter (SHKCF) can increase the computational speed of the algorithm
and reduces both the time complexity and the memory space. Finally, the
proposed tracker is implemented and experimentally evaluated based on video
sequences of OTB50, OTB100 and VOT2016 benchmarks.

Conclusion: The experimental results show that the SHKCF method obtains not
only OPE partial evaluation of Out of view, Occlusion and Motion Blur in object
accuracy but also achieved the partial evaluation of Illumination Variation, Out of
Plane Rotation, Scale Variation, Out of View, Occlusion, In of Plane Rotation,
Background Clutter, Fast Motion and Deformation in object overlap which are the
first rank compared to the state-the-art works. The result of accuracy, robustness
and time complexity are obtained 0.929, 0.93 and 35.4, respectively.

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

Introduction

been developed. These techniques are based on the

One of the most important aspects in the machine vision
and pattern recognition systems is object tracking which
has different applications such as video surveillance with
CCTV, medical and military video analysis, human-
computer communication, and robotic smart vehicle [1]-
[6], [12]. The main task of tracking is that the object
location is automatically estimated and scaled in the
video sequences [1]. In the last decade, mathematical
theories and modelling techniques in object tracking have

Doi: 10.22061/jecei.2023.10126.680

dynamic and static learning theory, particle filters,
discriminate correlation filters, pattern matching, deep
neural networks, etc. [5].

Despite this impressive progress, the existence of an
object tracking algorithm that can be adapted to different
conditions is still a challenging problem in machine vision.
Besides, the majority of most previous approaches have
been designed and implemented in simple landscapes.
However, the online tracking of real objects in

115


http://jecei.sru.ac.ir/
mailto:golmakani@sadjad.ac.ir
http://creativecommons.org/licenses/by/4.0/

M. Yousefzadeh et al.

unpredictable landscapes is still a big challenge because
of illumination variations, occlusion, scale variations, and
background clutter [6]-[8]. Therefore, developing this
new design of online tracker is still needed to open up
practical tracking applications. It is worth mentioning that
the challenges based on tracking benchmarks can help to
assess the accuracy, precision, and robustness of the
tracking algorithm instead of the challenges within the
real-world environments and online video sequences [9],
[11]. For examples, OTB50 and OTB100 are two well-
known famous standard benchmarks [5], [12], [13].

Generally, modern trackers are divided into two main
categories: the generative and discriminating trackers [9].
The generative tracker method is based on the random
variable probability estimating explained as follows. The
object is labelled on the first frame. Then, the estimation
error between the initial and new samples is calculated.
Finally, based on the results of the previous step, the best
candidate is generated. This approach extracts two
models: an appearance model for the object and another
model for the background. The main goal of this tracker is
to predict the object location using the maximum
similarity of the test sample to the appearance model.
The tracker calculates the density of test samples around
the object location to increase prediction accuracy. Then
the object is selected by a particle filter. The main
problem of the generative tracker is its dependency on
the labeled datasets. Also, small changes in the
background cause object estimation from the test
samples to be inaccurate and very erroneous. As a to
these challenges, researchers are aiming to use new
trackers, such as the average transmission tracker [15],
ensemble object tracker [15], fragment-based tracker
[16], and sparse representation tracker [17]. However,
the discriminating tracker can detect the object within the
background regarding an online classified problem [2].
Nowadays, discriminating trackers deploy machine
learning and tracking algorithms based on the kernel
correlation filter. The main reasons for using the
correlation filter-based trackers are their high speed,
stability, and accuracy since these trackers use both the
object and background information [7], [9], [11]. Despite
the advancements of discriminating trackers, the
efficiency of the designed tracking algorithms must be
evaluated and compared with different objects on the
existing benchmarks and challenges (e.g., OTB100 and
OTB50).

The robustness and efficiency of the tracker are two
main issues in the field of tracking that are highly
competing in the literature. As already mentioned,
improving the mentioned issues should be evaluated
according to standard challenges (e.g., OTB50, OTB100,
VOT2019, UAV123, LaSOT and TrackingNet). In this
article, we have used two of the most widely used

benchmarks, ot50 and otb100, and all our results are
based on these two standard datasets. Also, the speed of
the designed algorithm for calculating the object location
is another issue that has to be considered within the
algorithm evaluation. Recently, there have been attempts
to overcome the above problems, such as multiple
learning tracker [18], ensemble tracker [19], SVM tracker
[8], correlation filter-based tracker, to name a few. It
should be noted that the high capability and performance
of the trackers based on discriminating correlation filters
(DCF), compared to the most up-to-date available
tracking algorithms, have been proven in [9], [18], [19]. In
fact, the main advantages of DCF trackers are the
multidimensional appearance model, circulant matrix,
and frequency domain calculations explained in the next
section.

In the frequency domain, DCF learning comes with a
huge learning cost, such as circular shift samples of the
ground-truth object, because a circular shift introduces
the unwanted boundary effects. This problem is partially
mitigated by additional predefined spatial constraints on
the filter coefficients. For example, Danelljan et al. [52]
introduced spatial regularized differential correlation
filters (SRDCF) to reduce boundary effects. It is expected
from an object tracker to be spatially penalized by its
distance from the object center. In order to generate true
positive and negative samples of the model training,
Galoogahi et al. [50] proposed Learning background-
aware correlation filters (BACF) for multiplied the
correlation filter directly to binary matrix. In order to
these mentioned method Learning Spatial-Temporal
Regularized Correlation Filters for Visual Tracking (STRCF)
and Visual Tracking via Adaptive Spatially-Regularized
Correlation Filters (ASRCF) are also employed in literature
for reducing mentioned boundary effect with spatial
temporal Regularized and adaptive Spatially-Regularized,
respectively.

It should be mention that the appearance model of
most DCF-based trackers is developed by a linear
interpolation approach. However, these models cannot
adapt to overall appearance variances, leading to filter
degradation. In order to solve the problem of filter
degradation, several approaches have been proposed in
the literature, such as the training set management [31],
[32] and the temporal constraints, where temporal
regularization has been proven to be an effective method.

In order to solve most to challenging problem of
unwanted boundary effect, we proposed sketch kernel
correlation filters (SHKCF) for real time object tracking.
We implemented and compared our approach with state-
of-the-art trackers in the OTB 100 benchmarks. The
results show that SHKCF performs better than the state-
of-the-art trackers in terms of accuracy and
computational speed.
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The rest of the paper is organized as follows: Section Il
presents the related works on video sequence trackers.
Section Il introduces the KCF tracking algorithm. Then,
the proposed method based on the kernel ridge
regression (KRR), sketch kernel ridge regression (SKRR),
and SHKCF video sequence tracking algorithm is analyzed
and presented. Section V provides the test results and
compares them with the SOTA works regarding the
OTB100 and OTB50 datasets.

Related Works

As already mentioned, appearance modeling is one of
the most important approaches for Conventional object
tracking, which can be classified roughly into
discriminative and generative methods [37]. Generative
approaches identify an object by learning reference
model with the most similar video sequence region,
including sparse representation [55], template matching
[39], subspace learning [54], the generative methods can
provide more accurate performance in a small region and
are robust against the object occlusion. But they are
sensitive to the same distractions in the object’
surrounding region.

During the past decade, trackers based on the well-
known regression are investigated and provided well
performance [12]. Particularly, the series of the
correlation filters-based trackers, KCF [1], SAMF [38],
DSST [56], are demonstrated to be the best tracker in
accuracy on the challenging of OTB100 [26].

Kernel correlation filter (KCF) is one of the methods
used in DCF based trackers that has been highly
investigated and developed by researchers in recent years
[8]. The KCF method uses a set of patch mappings
(positive/negative) and a classification between the
object and its surroundings to create a kernel model. Fast
Fourier transform (FFT) and the inverse fast Fourier
transform (IFFT) are also employed to increase
computational speed It is worth noting that the
calculation speed of the correlation filter in the frequency
domain is higher than in the time domain. Therefore, all
calculations are performed in the frequency domain, and
then the IFFT is employed to return them to the time
domain. Finally, the KCF algorithm returns the object
location as the output [9]. The results in [2], [5], [20] show
that the KCF method enhances the object tracking
performance compared to the SOTA works in terms of
speed and robustness regarding the standard benchmark
platforms [8]. However, some KCF method errors against
various challenges remain unsolved, such as smart
training, speed, drifting, and occultation. To the best of
our knowledge, no other KCF object tracker has employed
the sketch method. Although the sketch is introduced in
Reference [7], its combination with the video sequence
tracker has not yet been reported. So, in this paper, we
combine the sketch method with the classic KCF tracker

and demonstrate its pros and cons. In this paper, we
propose a new method for object tracking based on the
kernel correlation filter (KCF) and compare the results
with the SOTA algorithms in object tracking scenarios. Our
proposed method is based on SHKCF principle, which is
proposed for the first time in video sequence tracking. We
implement and evaluate our method according to OTB50
and OTB100 benchmarks to validate the results.

The main reason for the development of these
algorithms is that the correlation filter calculates the
learning coefficients and minimizes energy consumption
[21]. This filter is also employed to calculate the variance
of the training sample responses [22]. It should be noted
that the basic filter-based trackers were designed based
on calculations in the time domain. However, Bolme et al.
proposed a filter learning method in the frequency
domain [23]. In these filters, convolutional operators in
the time domain transform into summations and
multiplications in the frequency domain leading to a
decrease in computational  time.  Therefore,
implementing filters in the frequency domain leads to a
very high frame rate, and the temporal complexity of the
calculations reduces significantly. Although FFT-based
algorithms are very effective and have many applications
in signal processing, FFT has many limitations in tracking
applications. Recently, the most efficient FFT-based
tracker has been proposed by Henriques using the kernel
method [1]. Previous algorithms did not consider a clear
relationship between nonlinear kernels and Fourier
domain parameters. So, they had high computational
complexity and had limitations in image processing. This
fact motivates Henriques to propose a simple connection
between the transfer video patches and the training
algorithms. Since 2015, researchers have improved
Henriques’ tracker through combination with other
methods such as circular structure kernel (CSK) tracker,
color name (CN) tracker, spatially scaled discriminating
tracker, and kernel correlation filter (KCF). The CSK
tracker is designed based on light intensity features, but
it is not robust to some challenges such as occlusion and
deformation [9]. The KCF deployed the density of samples
around the object location, minimum kernel squares, and
the rotational shifting structure of the video patch for
learning [15]. This tracker shows a more accurate and
robust performance than the CSK tracker, because the
intelligent samples in the correlation filter are trained by
both the histogram of gradient directional (HOG) features
and the circular shift matrix on the video sequence. In
addition to the HOG features, KCF can be combined with
the color name feature to promote multi-feature
detections. The KCF has significant computational
properties leading to online frame per second (FPS) rates.
The KCF tracker, similar to the other trackers, can be
trained using neural networks and deep learning
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algorithms. Recently, [24] proposed a deep learning-
based method for estimating the object's location. This
method, known as the CCOT method, combines location
information with neural network features and correlation
filters. It is worth noting that the CCOT tracker wins the
VOT2016 challenge. For a fair comparison, we have
compared the results of the proposed method with the
results of CCOT using OTB100 and OTB50 challenges
datasets. We also compared the results with the SOTA
works having the same parameters and processing
standard platform. Moreover, the KCF tracker can be
combined with other mathematical matrices such as a
multidimensional matrix with color scale features [25],
[26] in a way that the calculations are performed using
kernel functions and circulant matrix structure. To
develop KCF trackers in the free model, multiple KCF
trackers are proposed in [27]. Also, the online classifier
Fern tracker is proposed in [28] to solve some other
challenges (e.g., occlusion, out of view). To increase
accuracy, some methods use the object and its vicinity
pixels.

In other words, the KCF tracker intercepts the object
features using circular shifts and takes samples in the
vicinities of the desired object.

The Traditional KCF Tracker Algorithm

The pattern in the first frame of the video sequence (X)
is assumed as the input circulant matrix. This one-
dimensional circulant matrix is obtained by the original
data set received from continuous frames: P, =
[x,. %1. ... %1 ]T. Although, this circulant matrix can be
extended to its two-dimensional form which considers all
circular shifts:  {P{|i = 0....n —1}. There are two
possible shifts in each direction for this matrix. The matrix
generated by the possible circular shifts is called the
circulant matrix or data matrix. Therefore, the goal of KCF
learning is to train the H filter as follows. Considering the
minimum regression error, the KCF classifier is trained
according to (1).

Arg mHin YHSF(H; Pix) = Y)? + AlHII (1)
f(H; Pix) = HTd(X) (2)

where f, H and @ (X) are the mapping function, KCF filter
and the mapping of the X pattern in the Fourier domain,
respectively. In this equation, two patterns are used, the
learning pattern (X) and the regression pattern (Y). This
method is known as the minimum output sum of squared
error (MOSSE) calculation.

The MOSSE calculation is obtained from the maximum
values of the Gaussian function with the purpose of the
minimal change in the circular shift. It should be noted
that the digitalization of the Gaussian function, often
termed P! is achieved in the KCF method based on the

degree of circular shifts. The digital matrix P! is a matrix
of zeros and ones indicating the incorrect and correct
data, respectively. The detecting probability of an object
is proportional to the number of correct data. Thus, for a
detected object, the sum of correct data, is higher than a
predefined threshold. The threshold is set by the designer
and avoids falling into the local minimum trap. Equation
(1) can be rewritten as (3):

L(H) = Argmin||[H" @y = Y|z + AllH|13 3)

where @5, A20 and Y are the mapping of all circular shifts
of the X pattern in the Fourier domain, the regularization
parameter and the results of the regression object
pattern, respectively. Equation (3) shows the cost
function depends on the partial mapping function @ (.)
explained as follow.

If the partial mapping @ is linear, then @(X) =X
where X = [X; X, ...]7. The KCF filter function (H) can be
writtenby H = (XTX + AI)~1XTY, where I is the identity
matrix. The components of the H filter can be obtained
from the X pattern using a circulant matrix. In other
words, the H filter performs the diagonal matrix
calculations using the discrete Fourier transform matrix
(DFT). Therefore, the H filter in the Fourier domain with
Hadamard Product (element-wise multiplication) is
expressed as:
ge _ _X'07

H = oz @

where X and X* are the fast Fourier transform of X and
the complex conjugate of X, respectively. It is worth
mentioning when several patterns are employed in the
training steps, the H filter is combined with all the
patterns as [11]:

m oormo
PO 2% glo)4

*

I, X0X+A

(5)

Due to the linearity of partial mapping ® in (2), it is not
possible to calculate the multiple features of the objects.
If the partial mapping @ is nonlinear, then the X pattern
has various properties such as HOG. Due to the
nonlinearity of the mapping, (2) will not have a suitable
response. Thus, to solve the nonlinear mapping, the
problem is converted to the ridge regression method and
the new H is calculated using kernel filter analysis as H =
®Ta, where a = (K + AI)™'Y and K = @4 ®F.

The Gaussian kernel function creates multiple features
of the X pattern. In [16], it is proved that if the kernel
matrix has a constant permutation, the kernel matrix K is
circular. Regarding the circularity of the K matrix and DFT
of the diagonal property in (2), the coefficient a
(frequency domain) can be extracted as [7].

~x ¥
TRXX'4)

(6)
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For the well-known Gaussian kernel K(x,x") =
exp <—$ (Ix — x’||2)), Next

R = exp{— = (11X 112 + 1112 —
2F (24 %;0%;) )} (7)

where KXX' X and ¥ are the Gaussian kernel, the object
of FFT filter and response, respectively.

A. Kernel Ridge Regression with Circulant Matrix

The idea of the proposed method is to minimize the
difference between the output and the object's real
location. To create a circulant matrix, we need to store
the first column of the input matrix. Since a circulant
matrix depends on its first column, a matrix formed by the
circular shift method requires less memory [29]. The
circulant matrix is shown as (8):

¢, Cp Cpoq - G
CZ C1 Cm .' C3

c=|lc, ¢ ¢ i G (8)
Cn Cmeqr Cmz - C1

The matrix (8) is expressed in closed form (9):
Cpmy = cir|c;:j € {1.2. ... m}] (9)

Besides, the matrix C with two inputs iandj is
displayed in the simple closed-form solution of (10):

Cij = C(L'_j)mOd m (10)

It should be noted that the advantage of a circulant
matrix is not only the decreased memory but also
calculations in the Fourier domain are faster compared to
time-domain convolution. Discrete Fourier transform
(DFT) of a circulant matrix is calculated by (11):

c =$G*diag(Gc)G (11)

m

and G* are
k-t=1

circulant matrix transpose, discrete Fourier matrix and its
conjugate, respectively. diag(Gc) is a diagonal matrix
whose diagonal elements are the elements of vector G.
Moreover, the computational complexity is decreased
from order m? to mlog(m) by the proposed method for
tracking [9], [18].

where C = [C;,Cy,C]T , G = [ei(é—’;@)]

B. Complexity Analysis for Circulant Matrix

A circulant matrix C € R™*™ [29] is a structured
matrix, which is completely defined by its first column so
that to reconstruct the entire matrix, need to store the
first column, where m is the sketch dimension. The space
complexity is O(m) instead of O(m?). Therefore, the
space complexity for solving O(nm) Furthermore, the

circulant matrix can obtain a matrix-vector product (C *
V,V € RM)by the fast Fourier transform (FFT), whose
time cost is O(m log(m)) [44] the time required for the
same operation with the unstructured Gaussian sketch.
Therefore, the time complexity for solving the sketch
matrix—kernel matrix product (SK) in our method is
O(nm log(m)). For details, see [11].

Most importantly, the effectiveness of a circulant
matrix whose inputs in the first column are independent
and identically distributed (i.i.d.) Gaussian inputs is
almost the same as that of an unstructured matrix with
i.i.d. Gaussian inputs [42]. Due to the advantages
mentioned above, the circulant matrices have attracted
extensive attention in some fields: approximation of the
kernel matrices [43], [44], kernel selection [45], [46],
approximation of the kernel function [41], binary
embedding [47], ect. To the best of our knowledge, the
circulant matrix based on the random sketch has not been
applied to KRR, except for a theoretical justification. The
purpose method of using the circulant matrix in our
method is different from previous methods.

Proposed Algorithm Implementation Process

Despite recent advances in KCF tracking algorithms,
researchers have paid less attention to the learning
section of KCF tracking algorithms. Careful design of this
part can solve some challenges, such as drifting and speed
issues. Therefore, we propose a new method to improve
the learning section of the KCF tracking algorithm. First,
we take a look into the background of the learning section
based on Kernel ridge regression (KRR).

The classical version of the KRR is well-known for
solving complex statistical calculations based on the
Hilbert transform. The goal of the KRR calculation is to
produce an optimal approximation in the data set
{(x;,y)}=1 using the regression model. The
mathematical expectation function [E between X and Y
denoted by f*(x) = E[Y|X = x].

Notice that the KRR method is based on the convex
equation as [12]:

f=argmin {55y~ FG) + AlF I} (12)

The finite dimensions of n are used for optimizing the
convex equations as:

— (1 72 7Ky T
a=arg Jrel}]{gl{za Ka—«a \/1_1+/1na Ka} (13)
fO) = ZE aik(x) (14)

where a, f(*), A,and K are the quadratic program,
estimate function, regularization parameter and kernel
function, respectively. Superscript of T in (13) is the
transpose operator. It should be noted that the temporal
and memory complexities are from the order of 0(n?)
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and O(n?), respectively, leading to an increase in
computational complexity and memory and reducing the
efficiency of the KRR algorithm.

A. Sketch Kernel Ridge Regression

Adding the circulant matrix to the KRR algorithm
creates a new feature. Although the dimensions of the
circulant matrix are small, it still needs to be made smaller
to reduce the complex calculation and corresponding
time. Since the large dimensions of the circulant matrix
highly impact the computational speed, it motivated us to
propose a sketch circulant matrix in video sequence
trackers. This proposed method is called sketched KRR. It
should be noted that the sketched KRR (SHKRR) has been
previously introduced in statistical calculations [11].
However, this method is not employed in video sequence
tracking yet. The SHKRR reduces the size of the kernel
matrix and the speed of numerical calculations. In the
SHKCF method, the sketched matrix is displayed by S €
R™*™_ This matrix S is extracted from the pattern vector
of X. The kernel matrix is sketched, because the
dimensions of the kernel matrix are converted from the
order of n X n to the order of m X n (m < n). Generally,
(17) has been applied to the SHKRR method [11].
Accordingly, the original KRR method is converted to the
estimation of sketch kernel ridge regression (SKRR) by the
sketch matrix. Therefore, we add (15) to the learning
section of the KCF method and implement it in the Matlab
platform, particularly for object tracking. This process is
referred to as SHKCF in this paper.

1

r_ : 1 or TN, _ ,Tsﬁ
o' =arg min, {Za SK)Y(KST)a' —a N
Ana’TSKSTa'} (15)

It should be noted that this equation is a quadratic
sketched program with m dimensions, in which the
equations of (SK2STand SKST) operate as input m
dimensional matrices and the equationSK, is m
dimensional vector. To improve the computational, the
sketched kernel matrix SK = [SKj, ..., SK,] in the input
is calculated in way that parallelization technique is
employed across its columns. In addition, this sketching
idea can be extended to other kernel approaches
regarding other loss functions that Characterizing of its
properties is an interesting research subject for future
works [44].

In a sliding window technique, the (16) can be
evaluated on total of the sub-windows for fast detecting.
However, to compute total of the responses
simultaneously, one can exploit the circular technique [1].

f'0) = F i (STa)ik(x) (16)

with

o« = (SK?ST + 22,SKST)"1SK, (17)

where K and | are the kernel matrix with elements K;; =
k(x;; X; ), and the identity matrix, respectively. It should
be noted that parameter o, as the estimation function, is
needed for solving the KCF filter (H) in (1). The main
difference between (6) and (13) is that the sketch matrix
is integrated into (13). As a result, we will explain how to
calculate the sketch matrix in detail for implementing the
KCF method in object tracking (OT), and then we will
explain the proposed algorithm in a flowchart.

The key to SKRR success is building the effective Sketch
matrix in the tracking. Although many methods have been
implemented to improve tracking through KRR upgrades,
the Sketch circulant matrix has not yet been used in the
tracking.

B. Sketch Kernel Ridge Regression Algorithm

As already mentioned, the main part of the proposed
method is the sketched matrix (S matrix) in (11)) which is
added to the learning section of the KCF tracking.

S= J%DCQ s € R™™ D e R™™ Q e R™"  (18)

where D is Rademacher mapping between +1 or -1 which
is similar to the behavior of the random diagonal matrix
with a probability of 5. m is the dimension of the sketch
matrix. Q represents the sampling matrix which consists
of a random subset of m rows from the n X n identity
matrix.

Proposed algorithm: sketch KRR employing Circulant Matrix

Input: Data set {(x;. ¥},
Output: o

1- Initialization: kernel parameters, sketched
matrix m, the regularization parameter 1, >

ylog(n)

2n

2-  Construction of a random diagonal matrix D €
R™*™M  regarding the Rademacher variable

3-  Construction of a circulant matrix C € R™™,
whose inputs in the first column are obtained
from the standard normal distribution.

4-  Construction of a variable kernel matrix K' €
R™*™ which is based on the data sample of
the Q matrix in Eq. (18).

5- Calculate SK € R™ ™ using FFT, S(SK)T.

Calculate o' = (SK2ST + 21,SKST)71SK,,.

The Circulant Kernel Ridge Regression (CKRR) shows
our sketch approach. The Gauss kernel is a typical and
representative kernel, so in this paper we mainly use
Gaussian kernel for experiments. The kernel function (7)
is used for all types of feature representations. In the
function (9), there are two parameters need to be
determined in advance, i.e., ¢ and A,, the kernel
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parameter and regularization parameter, respectively.

That the A, in our approach meets 4,, = _Vl‘;f:’l(n)_

Implementation of the SHKCF tracker is simple, i.e.
there is no type of heuristic methods for motion modeling
or failure detection. Using video sequence dataset SHKCF
tracker can train a model at the object’s initial position in
the first frame of the video sequence. To obtain some
context, the searching window of SHKCF tracker is
considered larger than the size of object. SHKCF tracker
uses the previous position of the object over the window
for each new frame. Then, the position of the object is
updated to the one which yielded the greatest possible
value. To obtain SHKCF tracker with some memory, SHKCF
tracker train a new model in its new position. Finally, this
tracker interpolates the value of o’ linearly with its values
which are updated with the following equations of linear
interpolation [57].

adt=1-0)*a" " +0xa (18)
Xt=1-0)+X""+0xX (19)

where o, X', t and 8 denote the kernelized regularized
Ridge regression, the object appearance, the t-th frame
and the learning rate, respectively. In fact, this updating
strategy can work well when changing of object
appearance is very slow or there is no occlusion. To solve
this problem, two indicators are introduced for evaluating
whether the target is in occlusion challenge and tune the
learning rate adaptively. If the object is in occlusion
challenge the learning rate is reducing; if else the learning
rate is fixed. These indicators are Peak-to-Sidelobe Ratio
(PSR) [23] and appearance similarity(d). then we tune the
learning rate of 6 =y * 8;,,, if d £0.22 and PSR< 30, 6 =
0;,, otherwise. where y and 8, are the relative ratio to
decrease the learning rate and the initialization value,
respectively [57].

Fig. 1 shows the implementation steps of the proposed
algorithm based on the sketch kernel. As can be seen in
the proposed flowchart, a grayscale image sequence is
first received to extract the object features. It should be
noted that the coded color features of the object in
grayscale image sequence are achieved by replicating the
gray-scale image sequence into the its red, green and blue
types and then extracting the object feature on this image
as usual. The video sequence features are extracted by
the HOG method. The circulant matrix is then generated
and formulated by the first sequence patch of input data.
A circulant matrix is used in the ridge regression kernel
evaluated by the normal Gaussian distribution.

In the proposed algorithm, the coefficient o’ is trained
by calculating the sketched kernel correlation filter.
Finally, the evaluation is performed to confirm the correct
choice of the object. However, if the target is lost, the
feature extraction operation is performed again by

updating the learning section of the algorithm for the
current frame. If the error is less than the specified
threshold, the evaluation of the tracking operation is
correctly determined, and the next frame is extracted.

As already mentioned, the optimal value of o is
trained with the pattern X. Besides, the coefficient o
should be updated in each sequence of the flowchart (Fig.
1) [19], [35], [36]. The object in the next frame is
estimated using the H filter in the search area of the
current frame. In other words, the function f(z; H) =
HT¢(z) is applied to the search area, where z is the
evaluation data and the mapping ¢ is the latest updated
model of the z.

If the partial mapping ¢ is nonlinear, it can easily
estimate several features of the object as a function
f(z;a") = aTdzp(2). It should be noted that linear
mapping cannot estimate multiple features. According to
the element-wise learning algorithm, the mapping z is
calculated by considering the circular shifts element by
element. Besides, the filter responses in the frequency
domain are calculated as a function f'(z;a') =
(K'"*2@a’), where k% is the estimate of the kernel matrix
in the FFT of dJ,;CDZT [33], [35]. Deferent form the earlier
type SHKCF tracker [29], it is developed to deal with
multiple channels, as input arrays’ third dimension. We
implement SHKCF tracker by three functions: train (13),
detect (14), and kernel correlation (7), which is
demonstrated in Fig. 1.

Evaluating the Proposed Method with other
Kernel Tracking Algorithms

For a fair comparison, some recent kernel-based video
sequence tracking algorithms [29]-[34] are compared to
the proposed algorithm. They have been evaluated on the
OTB100/50 and VOT2016 challenges video sequence
dataset and implemented by the same system (CPU: Core
i7 RAM: 8GB, GPU: 4G). Fig. 2 shows the conventional
challenges of OTB100/50 object tracking [7], including
motion blur (MB), scale variation (SV), out of plane
rotation (OPR), illumination variation (IV), occlusion
(OCC), in of plane rotation (IPR), out of view (OV),
background clutter (BC), low resolution (LR), fast motion
(FM), deformation (DEF). For more clarity, three different
kinds of one pass evaluation (OPE) are employed: 1-
object accuracy, 2- object overlap and 3- qualitative
comparison of algorithms. Note that OPE is to evaluate
the threshold error of the object location and also overlap
with ground truth.

Using a Gaussian kernel, we propose and implement a
new object tracker based on the sketch kernelized
correlation filter. Then we experimentally test more
variants which works on HOG features with 4 X 4 cell size
pixels, in particular variant [42], [53]. It should be noted
that we employed adaptation rate (6;,) = 0.02, y = 0.1,
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. . . _ 1 _
spatial bandwidth is S—MDCQ (that m =

1.254/log(n) = 2.17, n = 1024), feature bandwidth o =

0.5, and regularization 1 = @ = 8.47 x 10™* [44],
in our SHKCF tracker.
A. Evaluation Methods

To examination the tracker’s robustness the OPE
technique is employed. In this way, The OPE evaluation
operates on the object trackers just once in a video
sequence. To analyze the trackers’ efficiency, plots of
precision and success are shown in Fig. 3, Fig. 4 and Fig. 5.
The threshold value t0 differs in range between 0 and 1
for generating result of curves in the success plots. The
threshold value of the success rate is bounded to 0.5 for
evaluation process. In the other hand, the Euclidean

distance is calculated between the ground truth- and
estimated-centers in precision plots, measures center
location error (CLE) [12], [31], as follows:

CLE = vgp = |ty = 1,)" + (5, 1)’ (20)
where (lg; rg) and (lp; rp) are the ground truth center
location and the predicted center location of the object in
a frame, prospectively. During tracking, the average error
metric cannot be used to accurately measure the tracking
performance, as the tracker can lose the actual object’s
location and the estimated location can be random.
Instead, it may be a better performance metric to use the
percentage of frames whose estimated location is within
the specified threshold distance from the ground truth.

Video sequence

Circulant matrix
(KCF)

Object search

max(f (x))

Extract feature by

Grayscale

HOG method == convertor (=

. 4

Calculate o coefficient learning

(xl

= (SK*S" +22,SKS")7'SK,

Update object model

Yes
v

Next frame

Estimate object

'

Fig. 1: Flowchart of the proposed tracking algorithm (SHKCF).
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Fig. 2: Conventional challenges of video sequences for goal tracking, from [7].
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Fig. 3: Success plots (right) and precision plots (left) of our SHKCF tracker against the other ones (ECO [32], CCOT [35],
ECO_HC, DeepSRDCF [52], SRDCFdecon [31], KCF [1], ASRCF [59], BACF [50] and DeepSTRCF [52]))) on the OTB100
benchmark video sequence.

N
7 = —2"=1£(ng) * 100, (212)
1ifugy < vy
v, = ) 22
x( gp) {0 otherwise (22)

where N is all number of frames. Legends in the plots of
precision demonstrate that precision regarding to a
threshold of v;;, = 20 pixels. Due to error of object
center location just measures pixel difference, precision
cannot produce a clear picture of estimated object shape
and size. Thus, success plots have been employed as a
more robustness measurement. In this way, an overlap
score (0OS) is computed between the ground truth- and
the estimated-bounding box, which is based on area
under the curve (AUC) [12], [31], as follows:

area(|us Nug |)

AUC = o, = (23)

where u, , ug, |.| N and U are the object bounding box,
the ground-truth bounding box, the number of pixels,
intersection and union of two regions, respectively. The
overlap score is employed to demonstrate whether an
object tracking algorithm has been successfully tracked an
object in the frame. To demonstrate the successful
frames o,, score should have more value than a threshold.
Similar to precision, another performance metric is

considered for computing of the overlap score
percentage, as follows:
N i
w = 2= 4 49, (24)
i 1ifol, <t
I'(o! ={ w (U 25
(ow) 0 otherwise (23)

where N and t, are all number of frames and the overlap
score threshold, respectively.

B. Quantitative Evaluation

The overall success performance and the precision of
all the trackers over OTB100 are plotted in Fig. 3, where
overlap precision (OP) metric is applied by computing the
bounding box overlaps greater than 0.5 in a video
sequence. In addition, we provide the overlap success
plots containing the OP metric over a range of thresholds.
We compare SHKCF tracker with 8 state-of-the-art
trackers and one base tracker, including trackers (i.e. ECO
[32], CCOT [35], ECO_HC, DeepSRDCF [52], SRDCFdecon
[31], KCF [1], ASRCF [59], BACF [50] and DeepSTRCF [52])).
It should be noted that for fair comparison, we use the
publicly available codes or results provided by the
authors. As can be seen, in Fig. 3 the result of precision
plots of our SHKCF tracker have better than other trackers
based on correlation filters and the result of success
performance of our SHKCF tracker ranks second after
ASRCF tracker with a difference of 0.017. To decrease the
drifting problem, the distribution of correlation response
is modeled in a sketch optimization framework by the
SHKCF algorithm, making the object location in each
frame more accurate.

For better understanding, overall comprehensive
evaluations of nine top trackers are summarized in Table
1. Table 1 demonstrates that our SHKCF tracker has
obtained the best results between three kernel
correlation filter based trackers and also other type
trackers. Comparing to KCF_DP [1], the SHKCF tracker gets
a 32.9%, 55.7% and 78.4% improvement for AUC score,
OP score and speed, respectively. Comparing to ASRCF
[58], the SHKCF tracker achieves a 0.65%and 6.4%
improvement for AUC score and speed, respectively. Also,
the overall comprehensive evaluation results show that
SHKCF promotes the KCF’'s performance [11] which
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employee the identical scale strategy and features as our
object tracker.

Table 1: Overall comprehensive evaluations of our SHKCF and
other trackers

the object. the evaluation was performed in 1500
different conventional video sequences, as OTB100 and
OTB50.

Also, the output is an average number of 100 video
sequences (OTB100) in Table 2 and Table 3. Ranking in
Table 2 and Table 3 is depicted by green/Bold, red/Italic

Tracker Mean OP (CLE)  AUC (0OS) and blue/underline for first, second and third rank,
SHKCF(OUR+ HOG) 0.878 0.929 reSpECtlv.el_y' .
In addition, we demonstrate the tracking speed (FPS)
ASRCF 0.895 0.923 comparison on OTB-2015 dataset in
ECO 0.867 0.916 Table 4 One can see that SHKCF (HOGCN) runs at 22.1
— — FPS. SHKCF (HOG) using HOG feature performs even
c-cot 0.840 0.903 faster and obtains a real-time speed of 35.4 FPS, which is
1.6x and 1.13x faster than BACF and STRCF tracker,
DeepSTRCF 0.776 0.892 .
respectively.
ECO-HC 0.795 0.860 As shown in Table 2, the proposed algorithm wins in
IPR, BC and FM challenges, Location error overall and
DeepSRDCF 0.776 0.846 Precision OPE (fps). The results of Table 2 demonstrate
SRDCFdecon 0.774 0.827 that the SHKCF method is a good choice considering
object tracking accuracy since it gains one of the best
BACF 0.669 0.824 ranks in most challenges.
KCF_DP 0.564 0.699 The results of Table 3 demonstrate that the SHKCF

Table 2 and Table 3 demonstrate OPE partial
evaluation of target accuracy based on OTB100 and
OTB50 datasets. Basically, the output is based on the area
under the curve (AUC).

The evaluation accuracy of the tracking algorithm is
between zero and one.

If the output is closer to one, more similarity is
obtained between the actual and estimated location of

method a lower performance in OCC and MB challenges
than modern trackers. Fig. 4 and Fig 5 demonstrate the
precision and success plots of the proposed method and
other SOTA methods, respectively.

The ground-truth location in the first frame acts as an
initial value for evaluating the test sequence.

It is worth mentioning that the algorithms are ranked
based on AUC.

Table 2: OPE partial evaluation of object accuracy based on AUC calculations

Tracker illumination Out-of- Scale Motion Occlusion In-plane- Out-of- Background Low Fast Deformation
Variation  Plane Variation Blur [30] [48] rotation view [15] Clutter[31] resolution motion [44]
[36](36]  [63] [64] [52] ) [39]
SHKCF(OUR) 0.913 0.915 0.905 0.867 0.889 0.910 0.834 0.943 0.942 0.907 0.916
ASRCF 0.924 0.929 0.906 0.881 0.909 0.897 0.918 0.929 0.999 0.902 0.917
ECO 0.906 0.918 0.892 0.888 0.927 0.887 0.914 0.936 0.882 0.897 0.869
c-coTt 0.869 0.903 0.885 0.887 0.921 0.862 0.890 0.862 0.977 0.896 0.871
DeepSTRCF 0.829 0.884 0.871 0.833 0.881 0.830 0.839 0.846 0.881 0.844 0.861
ECO-HC 0.811 0.845 0.832 0.798 0.860 0.802 0.825 0.846 0.888 0.840 0.813
DeepSRDCF 0.766 0.840 0.825 0.817 0.820 0.817 0.787 0.820 0.847 0.831 0.782
SRDCFdecon 0.825 0.803 0.815 0.809 0.779 0.774 0.654 0.839 0.747 0.787 0.754
BACF 0.780 0.811 0.802 0.763 0.758 0.820 0.667 0.771 0.925 0.781 0.805
KCF 0.725 0.689 0.647 0.601 0.642 0.702 0.526 0.715 0.700 0.637 0.629
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Table 3: Partial evaluation of OPE object overlap

illumination Out-of-  Scale Motion Occlusion In-plane- Out-of- Background Low Fast Deformat
Tracker  Variation  Plane Variation Blur [30] [48]  rotation [52] view [15] Clutter [31] resolution motion ion [44]
[36] [63] [64] [ [39]

SHKCF(OUR) 0.867 0.868 0.844 0.860 0.847 0.847 0.794 0.883 0.807 0.857 0.857
ASRCF 0.900 0.889 0.858 0.875  0.882 0.847 0.856  0.907 0.808 0.874 0.868
ECO 0.868 0.863 0.841 0.881 0.865 0.829 0.800 0.853 0.717 0.863  0.831
c-cot 0.815 0.823 0.817 0.862  0.861 0.775 0.791  0.779 0.738 0.838  0.803
DeepSTRCF 0.811 0.864 0.841 0.833 0.856 0.802 0.789 0.812 0.802 0.832 0.829
ECO-HC 0.767 0.764 0.749 0.775 0.787 0.715 0.740 0.792 0.607 0.785 0.764
DeepSRDCF 0.717 0.753 0.754 0.781 0.736 0.734 0.676 0.724 0.713 0.777 0.708
SRDCFdecon 0.764 0.738 0.765 0.796 0.736 0.715 0.663 0.761 0.679 0.755 0.693
BACF 0.621 0.673 0.560 0.728  0.618 0.678 0.617  0.709 0.341 0.684  0.654
KCF 0.560 0.555 0.449 0.558 0.520 0.570 0.492 0.630 0.304 0.557 0.527

Table 4: The FPS results of trackers on OTB-2015. The best three results are shown in green, blue and red fonts, respectively.

ECO_HC SRDCF SRDCFDecon KCF_DP STRCF DeepSRDCF CCOT BACF SHKCF(HOGCN) SHKCF
(HOG)
FPS 15.6 5.8 2.0 16.7 31.5 5.3 0.3 26.7 22.1 354

The number in the parentheses specifies how many
sequences are used in each challenging scenario.
According to the precision of OPE in Fig. 4, our SHKCF
algorithm finds the best result results in some challenging
scenarios (MB, OCC and OV). Moreover, the experimental
result of Fig. 4 shows that our SHKCF method achieves
second and third rank in other challenging scenarios. The
horizontal and vertical axis in each precision plot of OPE
indicates the location error and overlap threshold of the
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OT algorithm, respectively (Fig. 4 and Fig. 5). Comparing
results between the proposed method and the top ten
related works demonstrate that our method has a close
or even better performance than other methods. Note
that all methods are implemented using the same
platform challenges and processor. The final result of the
AUC calculation is presented at the bottom right of each
precision plot in Fig. 4.
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Fig. 4: Precision distance plot of our SHKCF tracker and other trackers (ECO [32], CCOT [35], ECO_HC, DeepSRDCF [52], SRDCFdecon
[31], KCF [1], ASRCF [59], BACF [50] and DeepSTRCF [52])) on OTB100 [12] benchmark on eleven different challenges (IV, OPR, SV,
FM, MB, Def, OCC, IPR, OV, BC and LR). The legend has score at a threshold of 20 pixels for each object tracker.
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Fig. 5: Overlap success plots of our SHKCF tracker and other trackers (ECO [32], CCOT [35], ECO_HC, DeepSRDCF [52], SRDCFdecon
[31], KCF [1], ASRCF [59], BACF [50] and DeepSTRCF [52])) on OTB100 [12] benchmark on eleven different challenges (IV, OPR, SV,
FM, MB, Def, OCC, IPR, OV, BC and LR). The legend has score at a threshold 0.5 pixels for each object tracker.

C. Qualitative Evaluation

For more clarity, Fig. 6 shows the result of the
qualitative comparisons evaluated between SOTA works
(e.g., ECO, CCOT, ECO_HC, DeepSRDCF, SRDCFdecon, KCF,
ASRCF, BACF, DeepSTRCF) and SHKCF. In order to cover
overall the tracking challenges, random sequences are
selected as shown in Fig. 6, which is including Soccer,
Matrix, lIronman, Basketball, Bolt, Bird, Deer, Biker and
Panda. These samples include several available challenges
of the OTB 100 benchmark.

Soccer video sequence sample:

In this sample with 383 frames evaluates on SV, OCC,
MB, IPR, OPR and BC challenges. According to
experimentally result Fig. 6, in frame 30, all trackers were
able to track the target correctly, it should be noted that
in its 70th frame SV, MB and IPR challenges are evaluated,
and the tracking drift is observed in the evaluation of KCF
and DeepSRDCF trackers. In frame 110, four trackers (KCF,
BACF, ARSCF and DeepSTRCF) completely lost the target,
and five trackers (ECO, C_COT, ECO_HC, SRDCFDecon and
DeepSRDCF) partially overlap the target, and only the
proposed tracker of SHKCF tracker succeeds in tracking
the target. Farther more in frame 345, KCF and
DeepSRTCF trackers completely lost the target and the
other six trackers and our tracker found the target
position and overlapped the target.

Matrix video sequence sample:

In this sample with 91 frames evaluates on 1V, SV, OCC,
FM, IPR, OPR and BC challenges.

According to Fig. 6, in frame 15, DeepSRDCF and C_COT
trackers have partial overlap and the other trackers and
our tracker have full overlap. At frame 40, except for the
ECO and C_COT trackers which have partial overlap, the
all other trackers lost the target. In the next frame of
matrix sample, except the ECO and C_COT trackers which
have complete overlap, the all other trackers lost the
target. In this example, the proposed tracker lost the
target from frame 40 onwards, and the tracker could not
correct itself in the next frames.

In this sample with 91 frames evaluates on IV, SV, OCC,
FM, IPR, OPR and BC challenges. According to Fig. 6, in
frame 15, DeepSRDCF and C_COT trackers have partial
overlap and the other trackers and our tracker have full
overlap. At frame 40, except for the ECO and C_COT
trackers which have partial overlap, the all other trackers
lost the target. In the next frame of matrix sample, except
the ECO and C_COT trackers which have complete
overlap, the all other trackers lost the target. In this
example, the proposed tracker lost the target from frame
40 onwards, and the tracker could not correct itself in the
next frames.

Ironman video sequence sample:

In this sample with 157 frames evaluates on |V, OCC,
FM, IPR, OPR, OV and BC challenges. According to Fig. 6,
in frame 36, the BACF and DeepSRDCF trackers the target
is lost the target, the other trackers have partial overlap,
and the proposed tracker has the most overlap with the
target. At frame 54, four trackers (BACF, KCF, DeepSRDCF
and SRDCFdeecon) have lost the target, and one tracker
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(DeepSRTCF) has partial overlap and the other trackers,
including the proposed SHKCF tracker, have full target
overlap.

Basketball video sequence sample:

In this sample with 716 frames evaluates on IV, OCC,
FM, IPR, OPR, OV and BC challenges. According to Fig. 6,
in frame 30, only the SRDCFdecon tracker lost the target.
At frame 650, the ECO tracker with partial occlusion, the
target window is larger than the ground-truth and does
not overlap completely. At frame 717, the ECO tracker
misses the target completely, the SRDCFdecon tracker has
partial overlap, and the other trackers track the target
correctly.

Bolt video sequence sample:

In these sample with 341 frames evaluates on OCC,
OPR and BC challenges. According to Fig. 6, except for the
SRDCFdecon tracker, the other trackers found the target
correctly.

Bird video sequence sample:

In this sample with 716 frames evaluates on OCC, DEF,
FM, IPR, OPR and OV challenges. According to Fig. 6, in
frame 20, except for the KCF tracker which has a partial
target overlap, the other trackers found the target
correctly. At frame 123, three SRDCFdecon, KCF, ECO_HC
trackers lost the target. At frame 182, the proposed
tracker found the target completely, and the two trackers
have partial overlap, and the other trackers lost the
target. In frame 391, only two SHKCF and ASRCF trackers
found the target correctly.

Deer video sequence sample:

In this sample with 62 frames evaluates on MB, FM, IPR
and BC challenges. According to Fig. 6, in frame 20, all
trackers track the target correctly. In frame 30, three
trackers (DeepSRDCF, ECO and C_COT) lost the target.

At frame 40, only one tracker (C_COT) lost the target
and the other trackers found the target correctly. At
frame 40, all trackers found the target correctly.

Biker video sequence sample:

In this sample with 133 frames evaluates on OCC, MB,
FM, OPR, OV and LR challenges. According to Fig. 6, in
frame 68, three trackers (DeepSRDCF, BACF and C_COT)
lost the target and other trackers, including the proposed
SHKCF tracker, follow the target correctly. In frames 80,
84, and 140, the proposed tracker and five other trackers
(SHKCF, ECO_HC, DeepSRTCF, KCF, ECO and SRDCFDecon)
found the tracker with proper overlap.

Panda video sequence sample:

In this sample with 991 frames evaluates on DEF, IPR,
OPR, OV and LR challenges. According to Fig. 6, in frame
110, the trackers are tracking the target correctly. At
frame 213, only one tracker (SRDCFDecon) has missed the
target, and other trackers, including the proposed tracker,
are tracking the target. At frame 345, the proposed
tracker and seven other trackers found the target with
proper overlap. At frame 645, three trackers (C_COT,
DeepSRDCFand SRDCDecon) lost the target and the
proposed tracker found the target correctly with other
modern trackers.

The SHKCF, ASRCF, ECO, the DeepSRDCF, the CCOT and
the SRDCFdecon succeeded in object tracking in a clean
environment. To highlight the strange of our tracker
against other trackers, quality evaluation in the
illumination variation of the object, clearly shows that our
tracker can only track the object in the “Matrix”
challenges. These quantity output results corroborate
that our method has better experimental results than
other works. As mentioned before, we employ the same
parameters and the protocol generated in the OTB100 for
all video sequences.

Table 5: Evaluation on VOT2016 benchmark by expected average ovelap (EAO), Accuracy and robustness

ECO  SRDCF BACF  SRDCFDecon ECO_HC DeepSTRCF  SHKCF (OUR)
EAO 0.369 0.249  0.221 0.259 0.329 0.318 0.321
Accuracy 052 051 0.58 0.51 0.54 0.56 0.54
Robustness  0.78  1.61 1.80 1.49 1.13 0.96 0.89

A. The VOT-2016 Benchmark

We demonstrate the results on VOT2016 [21]
benchmark, the VOT2016 benchmark consists of 60 video
sequences. We evaluate the trackers of expected average
overlap (EAO), accuracy and robustness [31].

The EAO measures the average without-reset overlap of
a tracker over several video sequences. The accuracy
computes the average overlap ratio between the
predicted and the ground-truth box. And the robustness
averages the number of tracking failures on the video
sequence.
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KCF
Fig. 6: Qualitative analysis of trackers SHKCF(OUR), ECO [32], CCOT [35], ECO_HC, DeepSRDCF [52], SRDCFdecon [31], KCF [1],

ASRCF [59], BACF [50] and DeepSTRCF [52] over OTB100 [12] benchmark on eleven challenging sequences (from up to down
Soccer, Matrix, Ironman, Basketball, Bolt, Bird, Deer, Biker and Panda respectively).
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Results and Discussion

We compare SHKCF with state-of-the-art trackers,
including ECO [32], SRDCF [52], BACF [50], SRDCFDecon
[31], ECO_HC [32] and DeepSTRCF [52]. Table 5
demonstrates the results of different trackers on VOT-
2016 dataset.

We can see from Table 5 that SHKCF performs
significantly better than the DeepSTRCF, BACF and SRDCF
methods in terms of the EAO metric. In addition, SHKCF
also performs favorably against DeepSTRCF, BACF and
SRDCF by a gain of 2.6%, 4.4% and 2.9% in EAO metric,
respectively.

Compared to modern trackers, the SHKCF tracker was
ranked second and three in robustness and accuracy,
respectively.

Conclusion

In this paper, we have proposed, analyzed, and
implemented the sketch kernel correlation filter (SHKCF)
for object tracking.

The proposed method improves the basic correlation
filter trackers. Although the sketch matrix theory was first
proposed in regression, this method was not employed in
object tracking scenarios which motivated us to employ it
in the KCF basic algorithm. We exploit the learning section
of the filter by integrating a new parameter a with
original KCF trackers.

To speed up learning and detection, the element-wise
matrix is trained by a sketch algorithm. The element-wise
matrix is developed by a circulant matrix to sketch
method.

Experimental results on OTB100 and OTB50 standard
challenges such as MB, SV, OP, IV, OCC, IPR, OV, BC, LR,
FM demonstrate that the SHKCF algorithm can further
develop the original KCF tracker performance compared
to most of the state-of-art works. In addition, the SHKCF
method provides optimal optimization for scaling and
occlusion problems.

Besides, the proposed algorithm shows that it has
better accuracy and robustness compared to other
trackers based on in-depth training, ECO, CCOT, ECO_HC,
DeepSRDCF, SRDCFdecon, KCF, ASRCF, BACF and
DeepSTRCF.

Finally, the experimental results of the quality
comparison of our SHKCF method with other SOTA works
related to the online CFT demonstrate the better
performance of the proposed algorithm. In order to
developed our SHKCF method for the object tracking, the
BACF algorithm may be incorporated to the Sketch
coefficient for the learning model, leading to increase the
learning speed.

Therefore, in addition to the advantages the BACF
algorithm such as efficient background target modeling,

the mention boundary effect of these new incorporating
method of BACF. and SHKCF can solves the local
minimum problem BACF.

This new algorithm may perform better in various
challenges.
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Abbreviations

MB Motion Blur

Sv Scale Variation

OPR Out of Plane Rotation

v [llumination Variation

occ Occlusion

IPR In of Plane Rotation

ov Out of View

BC Background Clutter

LR Low Resolution

M Fast Motion

DEF Deformation

OPE One Pass Evaluation

CLE Center Location Error

AUC Area Under the Curve

KCF Kernel Correlation Filter
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Abstract

Background and Objectives: In order to improve the performance of normalized
subband adaptive filter algorithm (NSAF) for identifying the block-sparse (BS)
systems, this paper introduces the novel adaptive algorithm which is called
BSNSAF. In the following, an improved multiband structured subband adaptive
filter (IMSAF) algorithms for BS system identification is also proposed. The BS-
IMSAF has faster convergence speed than BS-NSAF. Since the computational
complexity of BS-IMSAF is high, the selective regressor (SR) and dynamic selection
(DS) approaches are utilized and BS-SR-IMSAF and BS-DS-IMSAF are introduced.
Furthermore, the theoretical steady-state performance analysis of the presented
algorithms is studied.

Methods: All algorithms are established based on the L2,0-norm constraint to the
proposed cost function and the method of Lagrange multipliers is used to optimize
the cost function.

Results: The good performance of the proposed algorithms is demonstrated
through several simulation results in the system identification setup. The
algorithms are justified and compared in various scenarios and optimum values of
the parameters are obtained. Also, the computational complexity of different
algorithms is studied. In addition, the theoretical steady state values of mean
square error (MSE) values are compared with simulation values.

Conclusion: The BS-NSAF algorithm has better performance than NSAF for BS
system identification. The BSIMSAF algorithm has better convergence speed than
BS-NSAF. To reduce the computational complexity, the BS-SR-IMSAF and BS-DSR-
IMSAF algorithms are developed. These algorithms have close performance to BS-

IMSAF.

subband adaptive filter (NSAF) algorithms were
introduced [6], [7]. Also, the methods of APA and NSAF
were combined and improved multiband structured SAF
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Introduction

The least mean squares (LMS) and the normalized LMS

(NLMS) algorithms are widely used in many adaptive filter
applications [1]-[4]. These algorithms are simple, stable
and easy to implement [5]. However, the convergence
speed of LMS and NLMS algorithms is significantly
deteriorated in case of colored input signals. To improve
the convergence speed of these algorithms, different
algorithms such as affine projection (AP) and normalized

Doi: 10.22061/jecei.2023.10062.675

(IMSAF) was proposed in [8], [9]. Since the computational
complexity of APA and IMSAF is high, various approaches
such as selective regressor (SR) and dynamic selection
regressor (DSR) were applied in APA [10], [11] and IMSAF
[12]-[14] as well as wavelet transform domain LMS
(WTDLMS) [15].

In some applications, the unknown system to be
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identified is sparse or block-sparse (BS). It means that the
unknown system consists of many zero or near-zero
coefficients and a small number of large ones. The typical
sparse systems are digital TV transmission channels and
echo paths [16]. Also, in satellite-linked or in-door MIMO
communications, the impulse response is block sparse.
The classical adaptive filter algorithms such as NLMS, APA,
NSAF, and IMSAF suffer from poor performance when the
impulse response of the unknown system is sparse or
block sparse [17].

To solve this problem, the Ly-norm constraint are
utilized in the cost function of various adaptive filter
algorithms. In [18], the Ly-LMS was presented which
shows better performance than LMS and NLMS in sparse
system identifications. Also, two types of L,-APA and L,-
NSAF algorithms were proposed in [6], [7]. The other
researches on sparse systems can be found in [20], [23],
[24], and [25]. Furthermore, in our recent research, we
introduced the L,-IMSAF algorithm [26]. As we
mentioned, there is a special sparse system which is called
block-sparse (BS). The impulse response of block-sparse
system consists of one or more clusters, wherein a cluster
is a gathering of nonzero coefficients. In this situation, the
sparse adaptive algorithm such as L,-LMS doesn’t work
well. Therefore, the BS-LMS was introduced [27]. The BS-
LMS has much better convergence speed than Ly-LMS in
BS system identification. In BS-LMS, a penalty of BS, which
is mixed L,q-norm of adaptive filter coefficients with
equal group partition sizes, is inserted to the cost function
of LMS. This approach was successfully extended to
proportionate NLMS in [28].

In the present study, the BS-NSAF algorithm is firstly
introduced. The BS-NSAF has faster convergence speed
than Ly-NSAF in block-sparse systems. Then, to improve
the performance of BS-NSAF, the BS-IMSAF is presented.
Both algorithms are established based on the L, 5-norm
constraint to the proposed cost function. In the following,
we introduce two new algorithms to reduce the
computational complexity of BS-IMSAF. The SR and DSR
approaches are extended to BS-IMSAF and BS-SR-IMSAF
and BS-DSR-IMSAF are established. In BS-SR-IMSAF, a
subset of the input regressors at each subband are
optimally selected during the adaptation. The subsets
with dynamic number of members from the input
regressors (DSR) at each subband are chosen for every
iteration in BS-DSR-IMSAF. Furthermore, the theoretical
steady-state performance analysis of the proposed
algorithms is also studied. Table 1 reviews the classical,
sparse, and BS adaptive filter algorithms. The proposed
algorithms have been indicated in Table 1. Also, Table 2
compares the cost functions of Ly-LMS, BS-LMS, L,-NSAF,
IMSAF, and proposed BS-NSAF and BS-IMSAF algorithms.
In the following, the notations in this table will be
illustrated.

Table 1: The Ly-norm constraint adaptive filter algorithms

Algorithm Algorithm based on Block Sparse
LMS Ly-LMS [18], BS-LMS [27]
NSAF ZN-NSAF [19], BS-NSAF *

IMSAF BS-IMSAF *
SR-IMSAF [12] BS-SR -IMSAF *
DSR-IMSAF [12] BS-DSR-IMSAF *

* Proposed in this paper.

Table 2: Review of cost functions

Adaptive filt i
aptive tilter Cost function

algorithm
Lo-LMS [18] J(k) = le(K)|* + & I h(k) Il
BS-LMS [27] Jk) = le(R)|? + 8 1 h(k) lizo

N
ZN-NSAF-I [19] J(n) =llh(n + 1) — h(n) I?+ Zizlli[dip(n)
—ul'(mh(n +1)]

€i,p (n)

1
ot "2) +581h() llg

N
1
ZN-NSAF-1I [19] J(n) = 521 (rvor
N
MISAF (121, (13] Jm) =lh(n + 1) —h(n) 1>+ Zi=1 Ai[d;p(n)
- Ul (mh(n + 1)]

N
MSAF J(n) = %Z el (VT (U, ()] ey (n)

leip(M*

BS-NSAF * J(n) = 2 " w;(n )”2

+451 h(n) "2,0

1
Jn) = 52 el U] WU, ()] e ()
T Hsinm I

BS-IMSAF *

* Proposed in this paper.

What we propose in this paper can be summarized as
follows:

e Establishment of the BS-NSAF. This algorithm has
faster convergence speed than Ly-NSAF for BS system
identification.

e Establishment of the BS-IMSAF. The BS-IMSAF has
better convergence speed than BS-NSAF.

e Introducing the BS-DSR-IMSAF and BS-SR-IMSAF
algorithms. These algorithms have lower computational
complexity than BS-IMSAF.

e Studying the theoretical steady-state performance of
proposed algorithms.

e Demonstrating of the proposed algorithms through
several simulation results.

This paper is organized as follows: Sect. 2 describes the
data model and IMSAF algorithm. In Sect. 3, the IMSAF is
derived based on the gradient descent approach. In Sect.
4, the BS-NSAF algorithm is introduced. The family of BS-
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IMSAF is proposed in 5. Sect. 6 studies the theoretical
steady-state performance of the algorithms. The
computational complexity of the proposed algorithm is
discussed in Sect. 7. Finally, the paper ends with a
comprehensive set of simulations supporting the validity
of the results.

Throughout the paper, ()T represents transpose of a
vector or matrix, |I.ll, indicates £,-norm of a vector, ||.[|?
takes the squared Euclidean norm of a vector, L.,
creates L o-norm of a vector, [.] describes the Ceiling
function, and E{.} shows the Expectation.

Data Model and Review of IMSAF Algorithm

Consider a linear data model for the desired signal as
d(K)=u"(K)h°+v(k), (1)

where h°® is an unknown M-dimensional filter
coefficients that we want to estimate, v(k) is the additive
noise with variance o2, and wu(k) = [u(k)u(k —
1),...,u(k — M + 1)]" denotes an M-dimensional input
regressor vector. It is assumed that v(k) is zero mean,
white, Gaussian, and independent of u(k).
Fig. 1 shows the structure of the NSAF [7]. In this figure,
f.f,, ...fy and g4,8,,...,8x, are analysis and synthesis
filter impulse responses of N channel. The u;(k) and
d; (k) are nondecimated subband signals. It is important
to note that k refers to the index of the original sequences
and n denotes the index of the decimated sequences
(n=floor(k/N)). The decimated output signal is defined as
Yip() = ui h(n), h(n) = [hy(n),hy(n), ...y (W)]”
and u;(n) = [u;(nN),u;(nN — 1), ...,u;(nN — M + D]".
Also, the decimated subband error signal is expressed as
eip(n) = dip(n) — ul (Wh(n).

- i) @ dy o)
dy(k) ° dypiv)
d®)

- - Q o

Fig. 1: Structure of the NSAF algorithm.

Now, by defining [U;(n)]yxk and [d; p (M)]xx1 as

U;(n) = [u;(n),u;(n — 1), ..., u;(n — K + 1)], (2)

dip(n) = [dip (), ....dip(n — K + D], (3)

the IMSAF algorithm is derived from the solution of the
following constraint optimization problem [12], [13],

J@®) =llh(n+1)—h®) I?
+XIL Agld;p(n) — U (m)h(n + 1)],
where A; = [4;1,4;2, ..

(4)

Aix] is the Lagrange multipliers

: : oj(m) _ aJ(n)
vector with length K. Using D) 0 and o =0, we
get
1 N
— - ) T

h(n+ 1) = h(n) + ZZ U, (AT, (5)
where

A} = 2[U] (M)U;(n)] " e;p(n), (6)

and the output error vector, [e; 5 ()] kx1, is given by

e;p(n) = d;p(n) — U] (Mh(n), (7)

Therefore, the update equation for IMSAF becomes
h(n+1) = ho) + 1 ). Ui)[U] (U] e (), (8)

where u is the step-size.
Derivation of IMSAF Based on the Gradient
Descent Method

In this section, we establish the IMSAF algorithm based
on the gradient descent approach. Instead of minimizing
(4), the following cost function is defined as [29].

N
1
J@n) =5 el U] (Vi) ey (), ©)
i=1

Based on the gradient descent approach, the filter
coefficients recursion is given by

h(n+1) = h(n) — g a{f( )) (10)

Using (7) in (9), J(n) becomes

Nlr—‘

J(n) = Z {dl, U] (U ()] dp ()
i=0

2h" (M)U;(m)[U] (M) U; ()] ~*d; p (1)
h" (M)U;(m)[U] (M) U;(m)] U] (m)h(n)}, (11)
and the gradient of J(n) is

aJ(n)
oh(n)

N
= > (U U] g ()

i=1
+U;(m)[U] (U (m)] U] (mh(m)}
= - 3L (U] U] e )}, (12)

By substituting (12) in (10), the IMSAF algorithm is
established as
h(n+1)

N
= h(v) + 4y U] U] ep(m), 13)
i=1
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Review of BS-LMS and derivation of BS-NSAF

In this section, we briefly review BS-LMS adaptive
algorithms [27]. Then, the BS-NSAF is introduced.
A. Review of BS-LMS algorithm

In BS-LMS, a penalty of block-sparsity is inserted to the
cost function of traditional LMS algorithms. This penalty
is a mixed of L, o-norm of adaptive filter coefficients with

equal group partition sizes. In BS-LMS, the cost function is
defined as [27].

J(k) = le(®)|* + 6 Il h(k) Iz, (14)

where § is positive factor to balance the estimation error
and the penalty of block-sparsity. Also

L hy; ll2]
I h(k) N0~ !' he 2 N1 (15)
il LIPS
and
hy = [haoyrevha-sz - hal’ (16)

Denotes the ith block of h. The parameters B and L are
the number of blocks and the block partition size,
respectively. Following the same strategy in Ly-LMS [18],
the update equation for BS-LMS is given by

h(k + 1) = h(k) + pe(k)u(k) + xf(h(k)), (17)

where k = ud regulates the strength of block-sparse
penalty for given step-size and zero attraction function

F(h(k)) s
= [fi(h(®)).fo(h(k)), - fau (D],
fi(h(k))

o oy PR

Jy 19 T 1o (19)

1
0

i otherwise.

Fig. 2 shows zero attraction function for BS-LMS when
y = 1 and different length of blocks, L = 1,2,4,8.

If we have one block in BS-LMS, L = 1, then the zero
attraction function in BS-LMS reduces to the zero
attraction function in Ly-LMS. Zero attraction imposes an
attraction to zero on small weight coefficients. After each
iteration, a filter weight will decrease a little when it is
positive, or increase a little when it is negative. Therefore,
it seems that in space of weight coefficients, an attractor,
which attracts the nonzero vectors, exists at the
coordinate origin. The function of zero attractor improves
the performance of LMS in sparse system identification.
To be specific, in the adaptation process, a weight
coefficient closer to zero shows a higher possibility of
being zero itself in the impulse response.

— L=

0.8
L=2 —L=

L L=4 L=
04 L=8 —1L=
0.2

9

«
e
ok

0.6

08}

El

L L L L I I L !
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
w

Fig. 2: Zero attraction function for BS-LMS when y=1, L=1,2,4,8.

B. Proposed BS-NSAF algorithm

In [19], the Ly-NSAF was proposed. To improve the
performance of NSAF and L,-NSAF for block-sparse
system identification, the BS-NSAF is presented. If the
parameter K in (8) is set to 1, the NSAF algorithm is
established. Therefore, by selecting this value in (9), the
cost function for BS-NSAF algorithm is proposed as

N 2
_1N" lepp@)
24 1wy (n) 117
=1

J(m) + 681 h®) Iy, (20)

Now, by applying the gradient descent approach in
(10) to the proposed cost function and setting Z}]l—((nng equal
to zero, we get

N
43St
Finally, the update equation for BS-NSAF is established
as .
h(n+1) = h(n) + y; % +rf(h(n),  (22)
where
f(h(n) = [fi(h().f2(h (), -+ .fu (h())]", (23)

The Family of BS-IMSAF Algorithms

Although, the IMSAF works well for dispersive
unknown systemes, its performance needs to be improved
when the impulse response is block-sparse. In this
section, three block-sparse adaptive algorithms are
proposed. The first algorithm is BS-IMSAF algorithm. In
the following, to reduce the computational complexity of
BS-IMSAF algorithm, the selective regressors (SR) and
dynamic selection of regressors (DSR) strategies are
utilized and BS-SR-IMSAF and BS-DSR-IMSAF algorithms
are derived.

A. The BS-IMSAF algorithm
By applying L;o-norm into (9), the optimization
problem turns to
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N
1
J@) =5 eV MU, ] e
i=1

+6 |l h(n) "2_0 f

Setting gljl—Enn; equal to zero,

(24)

J(n) _
oh(n) ~

N
=) {U@UT V)] e ()
i=1 (25)
allh(n)llo
+6 an(n) ’
the weight coefficients update equation becomes

d h(n) liyo
dh(n)

+u Xty Ui(m[U] (U;(m)] e (), (26)

Finally, the weight update equation for BS-IMSAF is
described as

h(n + 1) = h(n) + kf(h(n))
+u XL, U;(m[U] MU;(n)] ey p(n),

where f(h(n)) is obtained from (24) and (25). Table 3
summarizes the BS-IMSAF algorithm.

h(n+ 1) = h(n) — ud

(27)

Table 3: The BS-IMSAF algorithm

Forn=0,1,...
u(n) = [umumn—-1),..,un—M+ DT
Fori=1,..,N
dip(n) = [dip(), ....dip(n — K + 1)]"
U;(n) = [u;(m,u;(n—1),....u;(n — K + 1)]
e;p(n) = d;p(n) — U] (Wh(n)
End

%——Update the filter:
f(h(n) = [f1(h().f2(h (), ,fu (h(m)]"

2 () — Y
O g
fith(n)) =

1

0, otherwise.
h(n + 1) = h(n) + kf(h(n))

N
1) U U () + €l ey p(n)
i=1

End

B. The BS-SR-IMSAF Algorithm

In BS-SR-IMSAF, a subset of the input regressors at
each subband is optimally selected for every adaptation.
Let Og = {0,,0,, ...,05} denotes a S-subsets (subsets with
S members) of the {0,1, ...,K — 1}. Now define

d;pe,(n) = [dip(n—6,),..,dip(n—65)]", (28)
and

Uip,(n) = [u;(n — 61), ..., u;(n — 65)], (29)
Therefore, the output error vector is given by

e;p0s(M) = d;pes(n) — Ulg (Mh(n), (30)

The cost function for BS-SR-IMSAF is defined as
Jog(m) =6 11h(n) Iz

AN (31)
+ EZ el pos (MUl ,(MU;p . (n)] " e;pes(0).
i=1
Following the same approach in BS-IMSAF, we get
h(n + 1) = h(n) + kf(h(n))
(32)

N
1) Ui (Uog(0U;05()]eip,0, (1),
i=1

We should select the regressors which makes Jg (1)
as close as possible to J(n). Thus, the optimum selection
of the input regressors is obtained by a subset that
minimizes

N
0" = | ) [elp(m)(UT ())U; () e (n)
= (33)
_eiT,D,es (n) (UZ@S (MU;es(m) "€ pesM]I,
elpos(M(Ule,(MU;e . (n)"e;pes(n) is
always smaller than e, (n)(U] (n)U;(n)) e; p(n), the

optimum selection is reformulated by a subset that
maximizes

Since

opt
®S
N

= (€105 (MUl (Vs (1) ei0,(0)],

i=1

(34)

To reduce the computational complexity of (36), we
assume that the diagonal elements of UZOS (M)U;g4(n) is

much larger than off-diagonal elements [10], [12].
Therefore, (34) is approximated for each subband as
elpes(MUle,(MU;es(n) "€ pes(n)
(35)

efp(n—05)

_ elpn-61)
luj(n-6s)112”

= u;(n—6,)112

where  e;p(n) =[e;p(n),e;p(n—1),...e;p(n —K +
1)]7. Based on (35), the indices of the optimum subset at
each subband for every iteration are obtained by the
following simplified procedure:

1. Compute the following values for 0 <j <K -1
and1<i<N

efp(n — )
I u;(n—j) 112’

(36)
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2. The j-indices of ©2"° for each i correspond to the
indices of the S largest values of (36).

The BS-DSR-IMSAF Algorithm

In BS-DSR-IMSAF, the number of selected input
regressors at each subband are dynamically changed for
every adaptation. By defining the weight error vector as
h(n) = h® —h(n), the weight error vector update
equation in BS-IMSAF can be stated as

h(n+1) = h(n) — xf(h(n))
—u XX, U;(m[U] m)U;(m)] ey p(n),
Table 4 summarizes the BS-SR-IMSAF algorithm.

Table 4: The BS-SR-IMSAF algorithm

Forn=20,1, ...
u(n) = [umum—1),..,un—M+ D]’
Fori=1,..,N
d;p(n) = [dip(n), .. dip(n — K + 1)]"
U;(n) = [uy;(m),u;(n —1),...,u;(n — K + 1)]
e;p(n) =d;p(n) — Ui (Mh(n)

%——Determining the s-indices:
Forj=01,...K—1

efp(n—j)
la; (n—j)Ii2

compute

End

%——Update the desired signal vector:
Uies(n) = [u;(n = 61), ..., u;(n — 65)]
d;pe,(n) = [dip(n = 61), ...dip(n — 65)]"
€ipes(M) = d;pe (1) — Ulg (Mh(n)
End

%——Update the filter:

f(h(n) = [fy(h()).fz(h()), -+ .fu (h()]"
h.
(yzhj(n) - 7y )

I Ry ll2”
f(h() = { 1
J l when 0 <|| h”]‘/L” ||2S }—/,
0

R otherwise.
N
h(n+ 1) =hn) + kf(h(n)) + uz {U,-,@S(n)
i=1

X [Ufo,(MU; e (n) + el] "', p o (1)}
End

Taking the squared Euclidean norm and then
expectation from both sides of (39) leads to the mean-
square deviation (MSD) that satisfies

Ellh(n+ 1) 1?=E Il h(n) I?-A, (38)

where

N
8= (12 ~ WEl, () (UT (U () s ()}
i=1

—2paj,  Tr(E[U] (mU;(m)] )]
+{crosstermswithx}, (39)

If A is maximized, then the fastest convergence is
obtained. In (39), 01,21.'D is the variance of the ith subband
signal of v;(n) being partitioned and decimated. We
assume that the {crosstermofk} are zero, because x is
very small value. Since the exact expected values are not
available, the instantaneous values are used as follows

N
B=p@—w) ). [el,(m(UT (1)U (0) e;(n)
i=1

2 —
—EUELDTF[UL'T(”)UL‘(“)] 1, (40)
Again we use the previous approximation for

U7 (n)U;(n) and obtain [11], [12]

elp(n) — 207, /(2 — 1)
Iy (n) 112

N
B=u@-m ) {( )
i=1

elp(n-1)-203, ,/(2-1)
llu;(n—=1)II12 )

eile(n—P+1)—2¢T§l.'D/(2—u)
lluj(n—K+1)I12

)} (a1)

From (41), we can find the following facts. If at each
subband e?,(n —j) > 207, /(2 — ), then w;(n—j)
contributes to maximizing A. However, if e?,(n —j) <
201,21.'[)/(2 — 1), then u;(n—j) makes A decrease.
Therefore, we should perform the update with the input
regressors satisfying eED(n -j)> ZUELD/(Z —u) at
every iteration for the largest MSD decrease. Thus, the
number of the selected input regressors at each subband
for every iteration should be the same as the number of
errors satisfying e’ (n — j) > 20'3“)/(2 — .

Suppose Og, ) = {61,05, ...,05,y} indicates a subset
with S;(n) members of the set {0,1....,K — 1} at each
subband. Then, the update equation for proposed BS-
DSR-IMSAF is introduced as

N
h(n + 1) = h(n) + kf(h(n)) + #Z Uios,y ()

i=1

[el + Ugesi(n) (MVieg, (n)]_lei,D,Gsim) ), (42)
where

di 05, (M) = [dip(n = 61), ....dip(n — Bs,c)]1" (43)

Ui,esi(n) M) = [ui(n — 64), ..., u;(n — bs,()) ], (44)

and
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ei,D,Osi(n) (n) = di'D'G)Sl-(n) (n) l G)S () (n)h(n) (45)

The parameter S;(n) changes between 0 and K. The
indices of the subset (Js;n)) are obtained through the
following procedure:

1. Compute the following values for 0 <j <K -1
and0<i<N-1

2
leip(n— )| > ’_0-1;- ) (46)
g 2_# i,D

2. The j-indices of Jg, () at each subband correspond
to the indices that satisfies the condition in (46).
Table 5 summarizes the BS-DSR-IMSAF algorithm.

Table 5: The BS-DSR-IMSAF algorithm

Forn=0,1,...
u(n) = [u(n),u(n—-1),..
Fori=1,..,N
dip(n) = [dip(n), ... dip(n — K + D]"
U,(n) = [uyy(m)u;(n—1),..,.u;(n— K +1)]
e;p(n) = d;p(n) — U] (mh(n)

un—M+ DT

%——Determining the s-indices:
Forj=01,..,K—1

2
compute |e; p(n — ])|>/ 77 P

End

%——Update the desired signal vector:
Uiog, i, (M) = [Wi(n = 61), .. ,u;(n = O5,m))]
dip,05,,m (™M) = [dip(n = 6,), ....dip(n — Os,m)]”
€105, () = dip,05,y M) = Ulg, . (OR().
End

%——Update the filter:

£ () = [/, () fo (), f ()T
I{yzhf(")_n zh{(n)u ’
(/L Nz
fh(w) = |

I when 0 <|| h[”/”] <
kO, otherwise.
N
h(n+ 1) = h(n) + kf(h(n)) + uz' Ui0,,
i=

x [el + UTo,  (MUso, , (W] eip oy, (W}
End

Theoretical Performance Analysis

In this section, we analyze the performance of the
family of BS-IMSAF algorithms. By defining the weight
error vector, h = h® — h(n), the general weight error
vector update equation can be written as

h(n + 1) = h(n) — kf(h(n))

1) U@V U] e (),
i=0 (47)

where U;(n) and @; p (n) is defined according to the Table
6.

Table 6: The definitions of U;(n) and e; (1)

Algorithm U;(n) e;p(n)
BS-IMSAF U;(n) e;p(n)
BS-SR-IMSAF U 0,(1) e;pes(M)
BS-DSR-IMSAF Ui, (M) €,,05,;, ()

By taking the squared Euclidean norm from both sides
of (25), we get

IR+ 1) 12=1 e 12, (48)
N-1
21 )[BT U)W (U (1)) e (1)
i=0
N-1
20 ) [ (W)U, () (U] () Uy () e ()
i=0
N-1

2 ) el U7 WU egp ()
i=0

—kfT (h(n))h(n) + k2 || f(h(n)) I?, (49)
From (1) and (7), we have
W (M)U;(n) = el (n) — vi,(n), (50)
Therefore, (49) is reformulated as
I h(n + 1) 1=l h(n) II?
N-1
2 ) [elp(m) — VI, ()] U] (U (0) e ()
=01
+2px Z 7 (h(m)U; () (U] (MU; () e p (n)
! N 1
2 Z el () (U] () U; () e ()
—KfT(h(n))h(n) + k2 || f(h(n)) 117, (51)
which can be stated as

I h(n + 1) 12=] B(n) 1
—2#21 o el (m)(UF (MU; () e;p(n)

+2u %05 vip (M (U] (U; ()" e;p(n)
N-1

+2ux Z £ (h () U; () (U] (m) 0, () e ()

+u 5 el () (UL (MU () ey p(n)
—kfT (h(n))h(n) + «2 Il f(h(n)) 117, (52)

To simplify the recent relation, we apply the following
independence assumptions [12], [30]:
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1. U;(n) is independent and identically distributed
sequence matrix.

2. h(n) is independent of U;(n)

Now, taking the expectation from both sides of (52)
and using the fact that e;p(n) = UTm)h(n) + vip(n),
the third term in the right-hand side of (52) is simplified
by

N-1
D BT (U () e p ()} =
N-1

D B ) (U] () (2) My () =
i=0
M5 o, TrE L] (U )], (53)

where E{v;p (n)vw n)} = avziD. I. Substituting (53) into
(54), we obtain

Elh(n+1) 12= E Il a(n) 112
N-—

—Z#ZE el () (U] ()U; () 4 ()]

+2u ZN o1 a5, Tr(E[U] (m)U;(m)] ™)
+2ur BI5G E [T (h()U; () (U] (MU () ey p (n)]
+u? XSG E [@gu (MU} (MU() e, p(n)]
—kE[f"(h(n)h()] + *E[Il f(h()) I7],  (54)
To simplify the recent relation, we assume that matrix,
UT(n)U;(n), is diagonal. This assumption was
successfully applied in [10] and [11]. Using this
assumption leads to

Elh(n+1) ||2 Eu h(n) I?
efp(n) — 205 /(2 — 1)
RAChs “)ZE{( Tur) 12
2 (n— 1)~ 203, /2~ ‘e
Iu;(n— 1) II2 )

efp(n—K+1) =205 /(2 —p)
lu;(n—K+1) I

)}

N-1
+2p1c Z E[f7 (h(n))U; () (UT () U () 2e; p ()]
GBI (b + CE[I () 1], (55)

The mean square deviation (MSD) and mean square
error (MSE) are obtained by

MSD(n) =E | h(n) 112, (56)
MSE(n) = E[efp(n)], (57)
Therefore,
MSD(n + 1) = MSD(n)
g (e
S et

MSE(n—K+1)—ZJ§iD/(2—;4)

—u2 - w i )

N-1 Ellu(n—K+1)|12
+2uK Z E[E7 (h(n)) Uy (n) (U () Ug(m)) e ()]
_O_KE[fT(h(n))il(n)] + K2E[Il f(h(n)) 1], (58)

The recent relation can be rearranged as

MSD(n + 1) = MSD(n)

_ _ N-1  MSE(m) MSE(n—K+1)
w2 =) Eio Ellu;(n)II2 EHui(n—K+1)I|2)
- 1 1
+2 Z
HL o Erame T Elam— kD P

+2MKZ E[fT (h(m)U; () (U] (MU () "' e;p ()]

—KE[f" (h(m))h(m)] + k?E[Il f(h(n)) I1°], (59)
when n goes to infinityy, MSD(n+ 1) = MSD(n),
MSE(n) = MSE(n—1)=+--=MSE(n—K + 1), and
E llu;(n) I>°= Mau Therefore, the above relation
becomes

P=K,S,orS;(n)times
N-1
. Z JMSE | MSE,_
#( #) - MO_I%L' MO_-‘%i -
= P=K,S,orS;(n)times
T e —
N-1 '

2 ) BT (U (m) (U] (U, () e ()]
~KE[fT (h(m)h(m)] + 2 f(h(m) I2],  (60)

Equation (60) can be simplified as

2” PO-VLD

N-1
w2 —
—_"“MSE
M Zo o (61)

+{termswithf(h (n))}

Finally, the steady-state MSE is given by
2

22 Pa,,LD
Ju
MSE = —11
(2 .u) Z{V o1 0.2 (62)

{termsw1thf(h(n))}
m2- V-)PEN 1 1
Uu

The first term in the right-hand side of (62) is the
steady-state MSE of IMSAF. The second term is related to
Lo-IMSAF. Using k = ué, we have

BS(—_I%EAF IM
MSE = MSE
E[f" (h(m)U(m) (U] (mU; () " eyp (1)

2—wpP 1
( #) 270102

L2 Pl

—SE[fT(h(n))h(n)]+u82 [Ilf(h(n))llz]
@EPynN-1_1
M

'3, (63)

i

+

By defining a = uE | f(h(n)) II? and
b

N-1
=2u Z Ef" (h(m)U; () (U] (MU (n) ey p ()
i=0

—E[f" (h(m))h(n)], (64)

the MSE relation becomes
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BS—IMSAF IMSAF

MSE = MSE 6%+ db
= +(2— WOP o 1 (65)
Zl 0 0-2
u;

Since 0 < u < 2, the denominator of second term in
the right-hand side of (65) is positive, i.e.

@ #)PZN 11 > 0. Therefore, if 52a+ 8b <0, then

uz
the MSE of family of BS-IMSAF algorithms will be lower
than IMSAF. In the following, we find the condition for §
when 62a + 6b < 0. The condition is § < —b/a. Based
on this, we obtain

—2u 55" E[fT (h(m)U; () (U7 (MU;(n) ~*e;p ()]

o< WETEh(m)) 17]
E[fT(h(m)h(n)]
WETIEh()IZ] (66)
By using ep(m) =U'mhm) +v,p(n) and

independence assumptions, we have
E[f"(h(m)U;(m)(U] (M U;(n)) e, p(n)] =
E[f"(h(n))h(n)].

Based on (69), the following condition is achieved

(67)

6
< T2 XI5 EfT(h()h(m)] + E[f" (h(m)h(m)]  (68)

UETI f(h(n)) 1%] ’
Due to the analyze the relation in the steady-state, we
need to replace the index n with oo in (68). By simplifying
the recent relation, we obtain

(1 — 2uN)E[f" (h(0))h(0)]
EI f(h(e)) 2]

Finally, the steady-state MSE in the family of BS-IMSAF
algorithms is given by

(69)

BS—IMSAF  IMSAF
MSE = MSE

(ZMN — 1SE[f" (h(e0))h(e0)] + u82E[ll f(h(e0)) ||2] (70)
2- M)PEN 1 1

i=0 57

Computational Complexity

Table 7 presents the computational complexity of the
IMSAF and the proposed algorithms in terms of the
number of multiplications per iteration for real data. In
this table, M is the filter length, N is the number of
subbands, K is the number of input regressors, Q is the
length of channel filters, L is the length of blocks, S is the
number of selected input regressors, and S;(k) is the
number of selected regressors at each subband which is
dynamic. This table indicates that the number of
multiplications in BS-IMSAF depends on K. But, in BS-SR-
IMSAF and BS-DSR-IMSAF, this parameter depends on S
and S;(k). Therefore, the computational complexity of
BS-SR-IMSAF and BS-DSR-IMSAF is lower than BS-IMSAF.

In the proposed algorithms, we have also additional 3M +
LM multiplications and 1 division for the term of

kf(h(n)).

Table 7: The number of multiplications in IMSAF, BS-IMSAF, BS-
SR-IMSAF, and BS-DSR-IMSAF algorithms

Algorithm Number of Multiplications
IMSAF (K24 2K)M + K3 + K2+ 3NQ
BS-IMSAFA* (K2 42K +3)M + K3 + K2 + 3NQ
+ LM
BS-SR-IMSAFA*  (S2 4+ 25 + 3)M + S3 + S2 + 2M (K
—S$) 42K +3NQ
+ LM

BS-DSR-IMSAFA* N-11
P CIORRIORSY
+ 5300 + S2(0)]
+3NQ + 3M
+ LM

* Proposed in this paper.

Simulation Results

The performance of the proposed algorithms is
evaluated by computer simulations in the system
identification. To generate block sparse of impulse
response, the Markov-Gaussian model is used as

P{sx = O|sx—y = 0} = py,

P{s; # 0|sx_, # 0} = p,.
where p; =0.99, and p, =091 [27]. The nonzero
coefficients are generated according to the white
Gaussian noise. The input signal is an AR(1) signal which is
generated by passing a zero-mean white Gaussian noise

—. An additive

white Gaussian noise was added to the system output,
which sets the signal-to-noise ratio (SNR) to 40 dB. In all
simulations, we show the normalized mean square

_hoy2
(NMSD), 10l0g10(%), which s

evaluated by ensemble averaging over 200 independent
trials. Table 8 shows the values of the parameters in the
simulations. The impulse response of the unknown block
sparse system with M = 800 has been presented in Fig.
3.

through a first-order system H(z) = =

deviation

Fig. 4 shows the steady-state NMSD values versus k
for the family of BS-IMSAF algorithms. The values of k
changes from 1078 to 1073. The optimum values for k are
observed in this simulation. Table 9 specifies the exact
optimum values of k. We observe that, the BS-NSAF and
the family of BS-IMSAF algorithms have close optiumm
values. Fig. 5 shows the NMSD learning curves in optimum
values of k for conventional and block sparse adaptive
algorithms. We compared the learning curves of the
proposed algorithms with NSAF [7], IMSAF [9], and L,-
NSAF [19] algorithms. The block sparse adaptive
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algorithms show better convergence speed and lower
steady-state error than classical NSAF and IMSAF
algorithms. In comparison with BS adaptive algorithms,
the NSAF and IMSAF algorithms have larger steady-state
error. Also, the L,-NSAF has larger steady-state error than
BS adaptive algorithms.

Table 8: The values of the parameters in the simulations (M =
800,S =2,and g2 = 107%).

-25 T T T T

{a) NSAF

K =2 N=8, M =800,
30 o2=10", u=1,5=2

— (1)

IMSAF

(c) Ly-NSAF
-35 ——
s () BS-NSAF
il () BS-IMSAF
-40
=t ([} BS-SR-IMSAF
(d, e, f)

s, wi@ (g) BS-DSR-IMSAF

(a), (b)
50 |

NMSD in dB

-55

Optimum of:
BS-NSAF
BS-IMSAF
BS-SR-IMSAF

-60 -

65 - H Optimum of:

i BS-DSR-IMSAF

70 L L !
108

1074 107

Fig. 4: The steady-state NMSD versus k for the proposed

Figure N K L u K
— Performance for changing k:
Fig. 4 8 2 2 1 1078,..,1073
. {1.7,3.8,8.5}
Fig. 5 8 2 2 1 % 10-6
Fig.56 4 8 2 0.5 1078,.,1073
. {0.36,1.74,2.59}
Fig. 7 4 8 2 0.5 % 10-6
— Performance of Changing L:
Fig. 8 4 8 1,..50 0.5 1.74 x 107°
— Performance for changing K:
Fig. 10 4 2,.,8 5 0.5 5.5x 107
Fig. 11 4 2,.,8 5 0.5 5.5x 107
Fig.12 4 2,.,8 5 0.5 5.5x 107°

Table 9: Optimum values of k in Figs. 4 and 6.

Optimum values of k Optimum values of k

Algorith . )
gorithm inFig. 4 in Fig. 6
Lo-NSAF 1.7 x 107 0.36 x 107°
BS-NSAF 8.5x 107° 2.59 x 107°
BS-IMSAF 8.5x 107° 2.59 x 10~°
BS-SR-IMSAF 8.5x 107° 2.59 x 107°
BS-DSR-IMSAF 3.8x107° 1.74 x 107
o ' l ' I ' __—'Impulnel 1
2} .
£ l ” |
g ! I' '
sl ]
Nonzero coefficients
(Fifth block)
3C 1 1 1 1 1 1 1 ]
0 100 200 300 400 500 600 700 800
Samples

F

142

g. 3: The impulse response of unknown block sparse system.

NMSD in dB

algorithms (M = 800, N = 8,and K = 2).

40 +

-}'_(.)M

[ e (b} IMSAF

{c) Lo-NBAF
| ==—{d} BS-NSAF

(¢) BS-IMSAF
| e () BS-SRIMSAF |-

| s (g) BS-DER-IMSAF

50 -

-60

: ‘ l

2000 2500 3000

1500
Iteration Number

1000

Fig. 5: The NMSD learning curves of all algorithms in the
optimum values of k (M = 800, N = 8,and K = 2).

Fig. 6 presents the steady-state NMSD values versus k
for the family of subband adaptive filter algorithms
according to the parameters in Table 8.

Again, optimum values are obtained for block sparse
adaptive filter algorithms. Table 9 shows the exact
optimum values of k in this simulation. We observe that
BS-NSAF, BS-IMSAF, and BS-SR-NSAF have the same
optimum values.

The BS-DSR-IMSAF has slightly lower optimum value
than other BS algorithms. Fig. 7 compares the NMSD
learning curves of classical and block sparse adaptive
algorithms. This figure indicates that the proposed block
sparse adaptive algorithms have better performance than
NSAF, IMSAF, and Ly-NSAF algorithms. The performance
of BS-SR-IMSAF and BS-DSR-IMSAF are close to the BS-
IMSAF.

Furthermore, the steady-state NMSD of BS-SR-IMSAF
and BS-DSR-IMSAF algorithms are lower than BS-IMSAF.
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0 T

K =8, N=4, M =800, = (3) NSAF |
ol o?=10"4, =05, 8=2 —o— (b) IMSAF i
Optimum of: (¢) Lo-NSAF
el Eim = (d) BS-NSAF
BS-SR-IMSAF ——i— (6) BS-IMSAF
Optimum of: =gt () BS-SR-IMSAF

NMSD in dB

Fig. 6: The steady-state NMSD versus k for the proposed
algorithms (M = 800, N = 4, and K = 8).

T

K =8, N =4, M =800,

s (8) NSAF
02=10"%p=055=2 o
-0 - § (b) IMSAF
‘ (¢) Lo-NBAF

20 | s (d) BS-NSAF

(¢) BS-IMSAF
30 F

(£) BS-SRIMSAF

s (g} BS-DERIMSAF

-40 F

NMSD in dB

-50 |

-60 |

-70

L . .
0 2000 4000 6000 8000 10000
Iteration Number

Fig. 7: The NMSD learning curves of all algorithms in the
optimum values of k (M = 800, N = 4, and K = 8).

In Fig. 8, we change the value of L and plot the steady-
state NMSD values versus L. The values of L change from
1 to 50. The other parameters are set according to the
Table 8. As we see, for L=5, the steady-state NMSD is
obtained. Since the optimum value of k changes between
1075 and 10~%, we select the midpoint value, 5.5 x 107,
for k. Therefore, in the following simulations, we set the
parameter L to 5 and the value of k is set to 5.5 X 107°.
Fig. 9 shows the performance of BS-IMSAF for different
values of K. By increasing K, the convergence speed
increases. But, the steady-state error also increases. The
performance of BS-IMSAF is significantly better than
other algorithms. Fig. 10 compares the learning curves of
BS-SR-IMSAF and BS-IMSAF algorithm. We see that the
BS-SR-IMSAF has the same performance as BS-IMSAF.
But, the computational complexity of BS-SR-IMSAF is
lower than BS-IMSAF. Fig. 11 investigates the
performance of BS-DSR-IMSAF algorithm. Good
performance can be seen for BS-DSR-IMSAF. By increasing
the parameter K, the convergence speed of BS-DSR-

IMSAF is faster than BS-IMSAF. Also, for BS-DSR-IMSAF,
the same steady-state NMSD as BS-IMSAF is observed.

-50

{a) NSAF

sz (c)/ K=8 N=4 M=800, || ®DEAF
=104 =05, 5=2 (9 Lo-NSAF

54 K =1.74e — 06 —j— (d) B$-NSAF
i (¢) BS-IMSAF

-56 |- Optimum of: —t0— (f) BS-SRIMSAF

% () BS-NSAF
BS-IMSAF 9 (g) BS-DSR-IMSAF
4 . (®) BS-SR-IMSAF ®
% BS-DSR-IMSAF (d, e @
A\

4

L ' L L L
16 20 25 32 40 50

Fig. 8: The steady-state NMSD versus L, length of block, for
NSAF, IMSAF and proposed BS-IMSAF algorithms (M = 800,
N =4,and K = 8).

Fig. 12 shows the number of selected regressors at
each subband during the adaptation. This figure indicates
that in the steady-state, the number of selected
regressors converged to 1. It means that the steady-state
error of this algorithm becomes low even for large values
of K. Table 10 shows the simulated and theoretical
steady-state NMSD for different values of SNR. These
values are obtained for BS-IMSAF, BS-SR-IMSAF, and BS-
DSR-IMSAF algorithms. As we see, the good agreement
between simulated and theoretical steady-state NMSD
values is observed. Table 11 compares the computation
time and the values of NMSD in different algorithms at
iterations 2000 and 3000. The parameters of the
algorithms are according to the Fig. 9. This table indicates
that the NMSD values of BS adaptive algorithms at
iterations 2000 and 3000 are significantly lower than
NSAF, IMSAF and L,-NSAF algorithms.

0

- (a) NSAF
-10 b e (b) IMSAF
(®) (c) Lo-NSAF
20 / e (d) BS-NSAF |
b) K =2
s (8) BS-IMSAF
30 ©

.40 F

NMSD in dB
c

50 |
(el K=2
-60 - . [

{e) X =4,8,8

-70

. . . . . . .
0 1000 2000 3000 4000 5000 6000 7000 8000
Iteration Number

Fig. 9: The simulated and theoretical steady-state NMSD for
different values of SNR (M = 800, N = 4,K = 8, u = 0.5).

J. Electr. Comput. Eng. Innovations, 12(1): 133-146, 2024 143



E. Heydari et al.

Table 10: The simulated and theoretical steady-state NMSD for
different values of SNR(M = 800, N = 4,K =8, u = 0.5)

Algorithm BS-IMSAF FI\ZSS:F Bli/lzii
Simulation (SNR=10dB) —14.45 —14.72 —14.85
Theory (SNR=10dB) —-15.21 —-15.81 —15.90
Simulation (SNR=20dB)  —29.50 —29.60 —29.62
Theory (SNR=20dB) —-30.40 —-30.35 —30.51
Simulation (SNR=40dB) —64.81 —64.85 —64.89
Theory (SNR=40dB) —65.20 —65.12 —65.20

Table 11: The computation time and the values of the NMSD in
different algorithms at iterations 2000 and 3000

Time (s) NMSD in dB
Algorithm 2000 3000 2000 3000
NSAF 2.2 3.3 —239 =345
IMSAF 56.4 846 —39.2 -57.2
Ly-NSAF 2.9 4.3 —-263 —41.1
BS-NSAF 4.5 6.4 —25.1 —405
BS-IMSAF 56.9 855 —542 —64.8
BS-SR-IMSAF 14.5 21.7 -—-542 —-64.8
BS-DSR-IMSAF 26.6 405 —-63.5 -—64.8
0 T T
s (3) NSAF
-10 e (b) IMSAF
&) (c) Lo NSAF
Bk —— () BS-NSAF
() X=2 ——— (¢) BS-IMSAF
8 0l () [sseremsn () BSSR-IMSAF
3 @
50 L
(@ K=2 \
60 . S ——
(€) K =2,4,6,8
i 0 lO‘OO 20‘00 30:30 40;0 5060 GO‘OO 70;)0 8000

Iteration Number

Fig. 10: The NMSD learning curves for different values of K,
number of recent regressors in BS-SR-IMSAF algorithm (kx =
5.5 x 107°,M = 800,N = 4,K = 2,4,6,8).

(a) NSAF

(b) IMSAF
(a) (c) Lo-NSAF
-20 . — (d) BS-NSAF
(b) K =2
—— () BS-IMSAF

30 - (c) (f) BS-DSR-IMSAF

NMSD in dB

-40

50 |

() K=2

60| (HK=2 X

(f) K=4,6,8
-70

o 1000 2000 3000 4000 5000 6000 7000 8000
Iteration Number

Fig. 11: The NMSD learning curves for different values of K,
number of recent regressors in BS-DSR-IMSAF algorithm (k =
5.5%x 107%M = 800,N = 4,K = 2,4,6,8).

(a) BS-DSR-IMSAF, i = 1
——— (b) BS-DSR-IMSAF, i = 2
@ (c) BS-DSR-IMSAF, i =3
——— (d) B$-DSRIMSAF, i = 4
(b) K=8, N=4,M =800,
o2=10"% u=05

Number of Selected Regressors
»

) " L .
0 500 1000 1500 2000 2500 3000 3500 4000
Iteration Number

Fig. 12: The number of selected regressors at each subband in
BS-DSR-IMSAF algorithm (M = 800, N = 4, and K = 8).

Summary and Conclusion

This paper presented the family of IMSAF algorithms
for block sparse system identification. In the first
algorithm, the BS-NSAF was introduced. This algorithm
had better performance than NSAF for BS system
identification. In the following the BS-IMSAF was
presented. The proposed algorithm had better
convergence speed than BS-NSAF. To reduce the
computational complexity, the BS-SR-IMSAF and BS-DSR-
IMSAF algorithms were developed. These algorithms had
close performance to BS-IMSAF. Furthermore, the
theoretical steady-state behavior of the proposed
algorithms was studied.
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Abbreviations

LMS Least Mean Squares

APA Affine Projection Algorithm

NSAF Normalized Subband Adaptive Filter

IMSAF Improved Multiband Structured
Subband Adaptive Filter

BS Block Sparse

MSE Mean Square Error

NMSD Normalized Mean Square Deviation
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Background and Obejctives: Multi-task learning is a widespread mechanism to
improve the learning of multiple objectives with a shared representation in one
deep neural network. In multi-task learning, it is critical to determine how to
combine the tasks loss functions. The straightforward way is to optimize the
weighted linear sum of multiple objectives with equal weights. Despite some
studies that have attempted to solve the realtime multi-person pose estimation
problem from a 2D image, major challenges still remain unresolved.

Methods: The prevailing solutions are two-stream, learning two tasks
simultaneously. They intrinsically use a multi-task learning approach for predicting
the confidence maps of body parts and the part affinity fields to associate the parts
to each other. They optimize the average of the two tasks loss functions, while the
two tasks have different levels of difficulty and uncertainty. In this work, we
overcome this problem by applying a multi-task objective that captures task-based
uncertainties without any additional parameters. Since the estimated poses can
be more certain, the proposed method is called “CertainPose”.

Results: Experiments are carried out on the COCO keypoints data sets. The results
show that capturing the task-dependent uncertainty makes the training procedure
faster and causes some improvements in human pose estimation.

Conclusion: The highlight advantage of our method is improving the realtime
multi-person pose estimation without increasing computational complexity.

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

Introduction

Multi-person pose estimation is an important open
problem in computer vision. Human pose estimation
(HPE) is widely used in many applications such as human-
computer interaction, action recognition, motion
capture, virtual reality, video surveillance, healthcare,
gaming, and sports. HPE aims to automatically locate the
human parts or keypoints (e.g. ankles, knees, hips,
elbows) on images and videos. In many real-world
applications, the desired HPE model is expected to: 1) run
in realtime, 2) estimate the poses of several people
simultaneously, and 3) extract poses from 2D images.
Each one of these requirements introduces many
challenges. The focus of this research is on the realtime

Doi: 10.22061/jecei.2023.9848.657

localization of body parts of individuals in 2D images.

The challenging issues of the single-person pose
estimation include the variety of clothes, scenes, body
shapes, positions, and the scales of the persons in the
scenes. The multi-person pose estimation imposes more
challenges as an unknown number of people can appear
in images at any position and scale. Interactions between
people may cause occluded joints or interrupted limbs. In
addition, if the runtime complexity of the solution grows
with the number of people in the image, it may not be
useful in some real-world applications.

The initial studies of the single-person pose estimation
[1] were based on the pictorial structure models [2].
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Traditionally, the focus was on hand-crafted features such
as the histogram of oriented gradients (HOG). But, these
methods have not shown promising generalization
performance in detecting the accurate location of the
body parts. Deep learning, especially the convolutional
neural networks (CNNs), made a significant improvement
in this field [3]. Some HPE approaches used famous deep
neural networks such as ResNet [4] and Faster R-CNN [5]
to detect keypoints more accurately [6], [7]. Another
example of a DNN-based HPE model is a convolutional
pose machine (CPM) which consists of a sequence of
convolutional neural networks that repeatedly produce
more precise 2D confidence maps for the locations of
human body parts at each stage [8]. However, there is still
a long way towards the complete resolution of
dominating some challenges of single-person pose
estimation such as occlusion of body parts and abnormal
body poses.

Multi-person 2D pose estimation is a widely
investigated form of HPE. The solutions provided for this
task can be divided into two main categories: top-down
and bottom-up. Top-down methods [7], [9]-[11] first
detect the people in the image and then utilize single-
person pose estimation for each individual. The speed
and accuracy of top-down methods depend on the human
detection speed and accuracy. Moreover, these models
fail to estimate human poses in crowded scenes and
nearby individuals. On the other hand, the bottom-up
methods [12]-[16] for first, detect human body parts
without knowing the number and location of people in
the image; and after that, they associate the parts of each
individual to each other. The inference time of the
bottom-up methods is wusually satisfactory and
independent of the number of people while preserving
high-quality results. However, these approaches suffer
from difficulty in grouping body parts when there is a
large overlap between people. Another weakness of most
of the bottom-up methods is the low resolution of the
position of the individuals, which can be solved by
increasing the width of the network or defining an
additional unit to compute the more precise locations for
each candidate point. Considering the goals of this
investigation, we follow the bottom-up methods.

Recent years have witnessed a huge growth in realtime
multi-person 2D pose estimation research. The winner of
the COCO Keypoints 2016 challenge, CMU-Pose, is the
first realtime multi-person pose estimator on 2D images
[14]. The newer version of this model, OpenPose [17], is
an open-source library [18] to localize full-body points on
single images. Several researchers have tried to improve
the OpenPose method [16], [19], [20]. The prevailing
methods are bottom-up methods that learn confidence
maps and part affinity fields (PAFs) simultaneously.
Confidence maps and PAFs locate body parts and limbs,

respectively. Limb refers to the virtual line between two
keypoints. PAFs are utilized in associating the detected
body parts to each individual at the inference time. A
confidence map is a gray-level image in which the pixel
value refers to the likelihood of the intended part on it.

The above models intrinsically use a multi-task
learning (MTL) approach in which the learning of
confidence maps of the body parts and the PAFs can be
treated as two different tasks. Most of them consider the
average mean square error of the two outputs as the
multi-task loss function. Although the two tasks have
different levels of difficulty, they are given the same
weight in the loss function. It has been shown that in MTL,
finding appropriate weights of different tasks plays an
important role [21]. In this work, we explain an MTL
strategy for realtime multi-person pose estimation from a
2D image. The proposed model, called CertainPose,
captures task-dependent uncertainty in a two-stream
network that jointly produces confidence maps and PAFs.
For the purpose of capturing uncertainty without
increasing the parameters and computational complexity,
the model is trained with a new loss function which is
derived in this manuscript.

In summary, the main contribution of this research is
twofold. First, a novel multi-task loss function is
introduced that captures task-dependent uncertainty in
multi regression tasks models. Second, a two-task
architecture is trained by the new loss function for multi-
person pose estimation. Our experiments show that the
proposed model reduces the training time and improves
the accuracy of the pose estimation without increasing
the process time and trainable parameters.

This paper is organized as follows: First, the related
literature is briefly reviewed in Section “Related Work”.
Next, the proposed method is described. We report the
results of the experiments in Section “Experiments”.
Finally, the paper is concluded in Section “Conclusion”.

Related Work

Human pose estimation has been a popular subject of
research in recent years. There are some invaluable
surveys on HPE methods [22]-[25]. HPE problems are
divided into single and multi-person human pose
estimation problems. In this section, we summarize some
of the most important 2D HPE methods and their cons
and pros. We also review some studies which solve 3D
pose estimation by incorporating depth information.
Given that our innovation is focused on reducing
uncertainty in HPE models, our next step is to review the
existing literature on the sources and effects of
uncertainty in pose estimation.

A. Single-Person Pose Estimation

One of the oldest methods for estimating and tracking
the human pose is the motion capture technique in which
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the performer has to wear markers (e.g. LED, magnetic,
and reflective markers) near each joint so the joints can
be easily identified. This has been a useful method in
filmmaking and animation and is still useful for laboratory
activities [26]. However, it requires special hardware and
software to obtain and process data. In most real-world
applications, it is necessary to estimate human pose
without using markers.

The earlier approaches for human pose estimation
from image or video consider a graphical structure to
model the interactions between body parts obtained
from local observations. The extracted features can be
classified into low-level, mid-level, and high-level features
with regard to human visual perception. Silhouette,
contour, and edges are some famous low-level features.
These features are not useful in situations with complex
backgrounds and scenes. SIFT, Freak, and shapelet are
known as mid-level features. HOG has been the most
popular mid-level feature in HPE [25]. Context features
[6], mixtures of parts [1] and PAFs [14] are examples of
high-level features used for HPE. In addition to the
aforementioned features extracted from the input image,
body structure models are also employed in HPE to
provide prior knowledge about the relation of different
parts of the body. Kinematic models [2], cardboard
models [27], and volumetric models [28] are the usual
body structures used in the literature. Kinematic models
consider a line for the connections between pairs of body
parts and it is possible to define some priors about joint
angles. The cardboard models are composed of
information about body part rectangular shapes.
Volumetric Models realistically represent 3D body shapes
and poses.

The pictorial structure model (PSM) was the first
model to recognize the objects based on the positions of
their components. In PSM, objects are modeled with a
graph in which nodes refer to the body components and
edges refer to the relations of these components. Most
PSM-based human pose estimation methods consider ten
body parts as rectangles and find the best parameters of
these rectangles (e.g. center, scale, and rotation) by using
the extracted features and the angles between the pairs
of body parts [1].

The emergence of deep neural networks significantly
affected HPE as many other artificial intelligence
applications. In 2014, the replacement of handcrafted
features with the features extracted by convolutional
neural networks made notable improvements in HPE [3].
As the first example, [3] optimizes an energy function
which contains two parts: 1) a unary potential which
identifies the body parts likelihood in all image pixels and
2) a pairwise potential that models the relations of
neighbor parts by considering the relative location and
the size of the angle between the links to the parent and

child nodes.

Neural networks and probabilistic graphical models
are two basic and useful tools in HPE that have exclusive
weak points. In [29], both paradigms are combined to
improve the HPE accuracy. This repetitive algorithm
computes the likelihood of each part in all pixels of the
image as a confidence map by using the prior of the
intended part and the conditional likelihood of it given
other parts.

To enable tractable inference, PSM-based methods
have been restricted to tree-structured body models.
Pose machine [30] is an iterative pose prediction
algorithm that incorporates richer spatial interconnection
among multiple parts and shares information across parts
of different scales. The input of the pose machine model
is an image that goes through multiple stages. Each stage
includes multi predictors which predict confidence maps
of different parts in different scales. Practically, feeding
the output of the predictors of one stage to the next stage
gradually improves confidence maps predictions.

The Convolutional Pose Machine brought about a
significant improvement in single-person pose estimation
accuracy and speed [8]. Actually, this model implements
the pose machine idea by convolutional neural networks
in multi-stages. Increasing the number of stages with a
constant kernel size enlarges the receptive fields.
Moreover, the multi stages of the algorithm improve the
accuracy and confidence of estimating difficult parts’
localizations by utilizing easy parts locations. In addition,
the vanishing gradient problem of the deep neural
networks is solved here by using intermediate supervision
enforcing at the end of each stage.

The second winner of the COCO 2016 keypoints
challenge [31] represents a method [6] based on ResNet
[4]. First, they predict the confidence maps for body parts
by a ResNet. The low resolution of the ResNet’s outputs
enforces estimating offsets for each part. This method is
very accurate in predicting the pose, but due to the use of
a very deep ResNet, it has a high computational
complexity.

B. Multi-Person Pose Estimation

Multi-person pose estimation is more difficult than the
single-person case due to the interactions between
people, which increases the inference complexity.
Increasing the number of people makes realtime
performance a challenge for multi-person pose
estimation models. Multi-person human pose estimation
models can be divided into two main categories: top-
down and bottom-up approaches. The top-down
methods first detect each person in the image and then
perform a single-pose estimation for each person. But, in
the bottom-up methods, the human body parts in the
image are first detected and then associated with each
other to form humans and human poses. Although top-
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down methods provide good accuracies, their speed and
accuracy greatly depend on the human detection model.
The computational cost of these models increases with
the number of detected people. Also, crowded scenes
and high interactions between people are challenging
situations for top-down methods. In contrast, the
bottom-up approach represents realtime methods with
satisfying accuracy. The two challenges of the bottom-up
methods are how to associate the parts to bodies and
how to cope with the low resolution of each person in
images that can be processed by the related neural
networks. The latter problem can be resolved by
increasing the width of the network or computing the
precise locations of the body parts by searching the
surrounding area of the approximate part locations. In
this subsection, some top-down and bottom-up methods
are described, respectively.

As the first example of the top-down methods, [10]
proposes a probabilistic approach for parts grouping and
labeling which uses HOG features for part detection. It is
developed as a part-based approach by optimizing an
articulated pictorial structure and a pixel-based method
for image labeling. The multi-person human pose
estimation is treated as an optimization problem with a
single energy function. The goal of the inference step of
this model is three-fold: 1) to determine the number of
people and their locations, 2) to localize their joints, and
3) to assign every pixel of the input image to the
background or a body part of a person.

A local joint-to-person method is presented for
estimating the truncated or occluded poses in [11]. First,
the people bounding boxes are detected by Faster R-CNN
[5][5]. Then, the joint candidates are localized for each
person and his neighbors by the convolutional pose
machine [8]. In the end, a fully connected graph from the
set of the detected joint candidates is constructed and the
joint-to-person association is carried out locally with
integer linear programming.

The second winner of COCO 2016 keypoint challenge
[31] first detects the people in an image by a ResNet [4],
and then, as described in the first part of this section,
carries out the HPE by another ResNet [6]. Although this
model provides accurate pose estimations, its
computation complexity is high.

As the last top-down method, we refer to one of the
state-of-the-art methods, Mask R-CNN [7]. Inspired by
Faster R-CNN [5], Mask R-CNN is proposed which belongs
to the top-down category of object detection models. The
features are extracted using a standard convolutional
neural network such as ResNet [4]. Some regions are
suggested by the region proposal network (RPN) and then
the proposed regions and extracted features aid to
localize people and predict the confidence maps of each
body part. The RPN and the body parts localization units

have common feature extractor layers.

Deepcut [12] is one of the bottom-up multi-person
pose estimation methods that performs the body part
detection and pose estimation simultaneously. It employs
an integer linear programming formulation to partition
and label the set of body parts detected by a CNN-based
part detector. It detects some candidates for body parts
and determines their type, e.g. head, foot, and hand.
Deepcut considers a complete graph on detected parts.
Then, it solves the optimization problem by integer linear
programming, for purpose of removing the edges and
segmenting the graph into some disjointed subgraphs. As
aresult, each subgraph refers to a person's pose. Deepcut
theory is satisfactory, but in practice, its speed is very
slow. It needs about 72 hours for processing an image.

A deeper, stronger, and faster Deepcut method is
proposed in Deepercut model [13] which uses a deeper
part detector based on ResNet [4] and novel stronger
image-conditioned pairwise terms in the objective
function. Due to its pairwise and incremental
optimization, Deepercut is faster than Deepcut. It first
finds heads and shoulders locations. Then, elbows and
wrists are added to the first stage solution and re-
optimization is performed. Finally, the rest of the body
parts are added to the previous stage solution and re-
optimized. Yet, Deepercut is still too slow for realtime
problems. It takes about 8 minutes for processing one
image.

The winner of the COCO 2016 keypoints challenge [31]
was the CMU-Pose method [14] which was motivated by
the Convolutional Pose Machine [8]. The CMU-Pose
method includes a feature extractor unit and multiple
stages of convolutional neural networks. In each stage,
confidence maps of each part and PAFs for encoding part-
to-part associations are predicted and refined. PAFs are
unit vectors defined for each pixel that show the direction
of the limbs connecting body parts. The width of each
limb is determined from the length of the connected line
between the two parts. During test time, they compute
the line integral over the corresponding PAFs along the
lines connecting the candidate part locations.

The winner of PoseTrack 2017 challenge [15] improves
the CMU-Pose method. They consider a deeper network
for feature extraction and empirically increase the
number of network stages from 6 to 7. The main
contribution of this paper is the definition of enhanced
PAFs. In the CMU-Pose method, n — 1 PAFs are defined
for the n body parts. But in this work, additional PAFs are
considered. For example, in addition to PAFs between hip
and knee and also between knee and ankle, they define
additional PAFs between hip and ankle.

Another variant of the CMU-Pose model appeared in
OpenPose which increases both speed and accuracy [17].
They released an open-source library which was the first
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available system for realtime multi-person 2D pose
estimation, including body, foot, hand, and facial
keypoints [18]. They found that PAFs refinement is more
important than confidence map refinement. So, they
remove the part refinement stages and increase the
depth of the network. An important aspect of OpenPose
is that it includes the location of the feet in its pose
estimation. Some applications such as filmmaking require
foot information. In addition, the foot keypoints (e.g. big
toe and heel) localization helps to estimate the whole-
pose more accurately. To address these issues, a small
subset of foot instances is labeled. OpenPose first obtains
body and foot keypoints locations [14] and then runs
hand and face keypoints detectors [32] for each detected
person.

The deep Whole-body method [20] applies an MTL
approach to the OpenPose network to train the model
with different scale properties. To improve face and hand
keypoints localization, the network increases the input
resolution. Unfortunately, this implicitly reduces the
effective receptive fields and therefore reduces
body/foot localization accuracy. To solve this issue, the
number of convolutional layers in each PAF stage is
increased to recover the effective receptive field that was
previously reduced. As the result, while the large
receptive field is preserved, a high resolution for precise
face and hand keypoint detection is provided. The new
approach yields higher accuracy than that of the original
OpenPose, especially for face and hand keypoint
detection in occluded, blurry, and low-resolution images.
Additionally, its total training time and inference runtime
are less than the previous OpenPose.

While most of the HPE models improve the accuracy of
the previous models by increasing the number of the
model’s parameters, Liu et al. propose a method for
increasing the accuracy without very additional
complexity [19]. Their contributions are resolution
irrelevant encoding (RIE) and difficulty balanced loss
(DBL). RIE is an inner block offset supervision that aids to
learn the more precise locations for keypoints.
Furthermore, DBL is a loss function containing two parts:
1) a Gaussian loss weight for different pixels which guides
the network focus on useful information, and 2) the
progressive punishment that discerns between left and
right joints.

In [16], a lightweight architecture is designed to
perform pose estimation on edge devices. They follow the
OpenPose model, because of its quality and robustness to
the number of people inside the frames. The parameters
and complexity of the designed network are just 15
percent of the baseline 2-stage OpenPose with almost the
same quality.

Pifpaf [33] is a multi-person human pose estimation
method that is suited for low resolution and crowded

scenes. They use two units, a part intensity field (PIF) to
localize body parts and a part association field (PAF) to
associate body parts with each other to form full human
poses. Part Association Field predicts two vectors to the
two parts at every image pixel. They use Laplace loss for
regressions which incorporates a notion of uncertainty.
C. Pose Estimation by Using Depth

3D pose estimation is useful in widespread
applications, such as human motion analysis, human-
computer interaction, and robotics. A large number of
approaches have been developed for pose estimation of
one or several people, cars, or even dishes. When the
depth information is available, 3D pose estimation is
simple. However, it is possible to estimate depth from a
monocular image or images from multiple camera views.
As an example, [34] uses OpenPose with multiple
synchronized video cameras for developing a 3D
markerless motion capture technique. Here, we review
some works which utilize or estimate depth to address
their problem.

TesseTrack [35] is a top-down approach to estimate
and track 3D body joints from a video in an end-to-end
network. Central to this work is a novel spatio-temporal
formulation that estimates a spatio-temporal volume
around each person by a 4D CNN. The evaluation
demonstrates the excellent performance of TesseTrack.

Occlusion-Net [36] is a self-supervised network that
predicts 2D and 3D locations of occluded keypoints for
objects, especially for cars. At the core of this network are
two losses: 1) a trifocal tensor loss that provides indirect
self-supervision for occluded keypoint locations that are
visible in other views of the object, and 2) the self-
supervised reprojection loss which estimates the 3D
shape and camera pose.

In [37], the integration of bottom-up and top-down
approaches is proposed to exploit their strengths. Their
bottom-up network incorporates normalized heatmaps
based on human detection, and their top-down network
estimates human joints from all persons rather than from
one. Finally, 3D poses are estimated from the top-down
and bottom-up estimated 3D poses by an integration

network. Also, to enforces natural two-person
interactions, a two-person pose discriminator is
proposed.

VoxelPose [38] estimates 3D poses of several persons
from multiple camera views. It directly operates in the 3D
space by aggregating the features in all camera views in
the 3D voxel space. Then the features are fed into a
network to localize all people. Finally, another network
estimates a detailed 3D pose for each proposal.

A multi-stream multi-task network [39] for RGB-D-
based human detection and head pose estimation is
introduced to overcome challenges due to variations of
illumination, clothing, resolution, pose, occlusion, and
background. They integrate RGB, depth, and optical flow
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data, as inputs to represent the appearance, shape, and
motion information of humans, which makes full use of all
the information provided by RGB-D video sequences to
achieve state-of-the-art performance on three
challenging datasets.

Depth sensors are prevalent in today's robotics, but
large amount of data for training CNN is not available.
Regarding the importance of object recognition and pose
estimation from RGB-D images and the expensive cost of
creating and annotating datasets for learning, [40] tries to
address the problem with transfer learning. They propose
a transfer learning from deep convolutional neural
networks (CNN) that are pre-trained and provide a rich,
semantically meaningful feature set. They transform
depth data into a representation that is easily
interpretable by a CNN trained on color images. Actually,
instead of handcrafting or learning features, they relied
on a convolutional neural network (CNN) which was
trained on a large image dataset. They show that
supervised learning on the CNN features outperforms
state-of-the-art methods.

6D pose estimation is a type of pose estimation that is
an important task in robotics. It is the task of detecting
the 3D location and 3D orientation of an object. Given the
depth information makes it feasible to extract the full 6D
pose of object instances present in the scene. [41] uses
analysis-by-synthesis which is a method to compare the
observation with the generated output. They learn a CNN
that compares observed and synthesized images. In
particular, for pose estimation, a forward synthesis model
generates images from possible poses and then selects
the best match with the observed image.

D. Uncertainty in Pose Estimation

Despite the great achievements of deep neural
networks in many applications, they still suffer from some
weaknesses. While DNNs show excellent ability in
perception, they fail in proper thinking and relational
reasoning. DNNs are data-driven and need a lot of diverse
data to learn a task perfectly. Practically, the insufficiency
of the training data in terms of the number or diversity of
the data increases the uncertainty of the DNNs’
predictions. There are also uncertainties related to the
nature of data and tasks. Capturing different kinds of
uncertainties in training DNNs, especially in multi-task
problems, may improve the efficiency of the training
process and increase the accuracy of the developed
model. In summary, three types of uncertainties are
captured by Bayesian deep learning [42], [43]:

(1) Epistemic uncertainty is caused by the lack of data
in training the deep model. If the test data is different
from the training set, epistemic uncertainty increases
more. Epistemic uncertainty can be resolved by increasing
diverse training data or defining a prior distribution over
the weights of the neural network. Some effective and
simple algorithms are employed for estimating epistemic

uncertainty [44]. For example, abnormal human poses
which are not found in training data increase epistemic
uncertainty in an HPE task.

(2) Heteroscedastic aleatoric uncertainty depends on
the input data and differs from one to another input.
Unlike epistemic uncertainty, heteroscedastic aleatoric
uncertainty does not increase for out-of-date samples
and does not decrease with more data. It is predicted by
considering a distribution over the model outputs. As an
example, the pose estimation of a person whose clothes’
color or skin tone is very similar to the background is more
uncertain than that of a person with distinct cloth color or
skin tone. Modeling heteroscedastic uncertainties can be
simple with less complexity.

(3) Homoscedastic aleatoric uncertainty does not
depend on the inputs and is constant for all input data.
Actually, it is related to tasks and hence is called task-
dependent uncertainty. The common noises inherent in
the observations or sensors cause this type of uncertainty
in deep networks. For example, for estimation of human
pose on a single 2D image, the lack of depth data causes
uncertainty which is present in all outputs. It can be
captured as the output of a model and can be decreased
by utilizing other information e.g. estimated depth of an
image. In this research, we only consider task-dependent
uncertainty.

Uncertainty-Based Multi-Person Pose Estimation:
CertainPose

Multi-task learning (MTL) is an efficient way to improve
the learning of multiple tasks with a shared
representation in a network. MTL increases the prediction
accuracy by involving joint learning of various tasks.
Besides, combining multiple objectives in a model
reduces the computational complexity, so it is useful in
realtime systems. A naive approach for learning multiple
tasks is to minimize a weighted linear sum of multiple
objectives with equal or fixed predefined weights. while it
is important to determine the optimal weights [21],
manual tuning of weights is difficult and inefficient.

Some studies are carried out to find an appropriate
approach to combine the tasks’ loss functions. As an
example, the Cross-stitch network proposes a new unit
that learns optimal coefficients for multiple objectives
[45][45] In another attempt, Gradient Normalization
(GradNorm), an adaptive multi-task loss balancing
technique, normalizes across tasks instead of batch data
in batch normalization [46]. The Human can learn from
knowledge, but deep networks are data-driven and,
unlike the probabilistic graphical models, cannot model
the probability and the uncertainty well. Uncertainty is
increased by the lack of training data and their diversity.
Even if there is enough and diverse data, some
uncertainties still remain due to the nature of the data
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and the task.

Considering the different degrees of difficulty and
uncertainty in various tasks, [47] learns the task-based
uncertainties as additional parameters in the network and
uses them to combine multi-task loss functions in an MTL
loss function.

In recent years, the prevailing approach for multi-
person pose estimation [15]-[17], [19], [20] has been the
extraction of a set of shared features for learning two
disjoint representations, simultaneously: confidence
maps of the joints and part affinity fields (PAFs).
Confidence maps show the likelihood of the presence of
each keypoint at each pixel of the input image. On the
other hand, PAFs represent limbs, the connections
between keypoints, by a set of unit vectors. Actually,
these models leverage MTL to learn two tasks with two
distinct loss functions using a shared representation in a
deep neural network.

In most networks which predict confidence maps and
PAFs simultaneously, the simplest way of MTL is applied.
The loss function of each task is the mean square error of
the predicted and the actual outputs and the total loss
function of the network is the average of the two
objectives. However, the uncertainties of the two tasks
are not necessarily equal, and using different weights for
the two tasks boosts the learning efficiency. In this
research, we intend to learn the two tasks more
efficiently with the same computational complexity as the
base networks. The main novelty of this work is to capture
task-dependent uncertainties in an MTL method without
any additional parameters. So, we call the proposed
method "CertainPose", as it captures the uncertainty and
estimates more certain poses. This section continues by
describing the overall architecture of our model. Then, we
explain three types of uncertainties and an MTL approach
that model task-dependent uncertainties. Finally, a new
loss function is introduced for training confidence maps
and PAFs more fairly, which captures task-dependent
uncertainty without any additional parameters.

A. Network Architecture

The role of the CertainPose model is to predict
confidence maps and PAFs for the input image, as shown
Fig. 1. There are three main components: 1) Feature
extractor, 2) Confidence maps predictor, and 3) PAFs
predictor. The input of the model is an image that is first
fed into a feature extractor, and then the extracted
features are used by the Confidence maps predictor and
PAFs predictor. The second component predicts the
confidence map of each body joint which represents the
confidence score of that joint at the location at each pixel.
The third component predicts the PAFs for each body
limb, consisting of a directional vector at each pixel of the
input image. While the input and architecture of these
two networks are similar, their goals are different. They

are trained in parallel, but with different loss functions
and ground truth maps and fields, which result are yielded
from the ground truth coordinates of multi-person poses.
Therefore, the parameters of the two networks are
trained with different loss values. To calculate an overall
loss value for training the CertainPose network, the loss
functions of the two parallel networks can be aggregated
in different ways. We propose a new loss function that is
described later.

The detailed architecture of the CertainPose model is
outlined in Fig. 2. First, the input image (I) is fed into the
feature extraction unit. The extracted features are then
passed to two branches of the model, each of which
consisting of a series of convolutional and pooling layers.
In the first branch, a feedforward network predicts a set
of 2D confidence maps (S) for the body parts’ locations.
There are ] confidence maps for different parts
(keypoints) of the body in S = {5;,5,,...,5;}. In the
second branch, a set of 2D vector fields (L) of PAFs are
predicted which encode the unit vectors in the direction
of limbs, resembling the connections between adjacent
body parts. The PAFs set consists of C PAF related to the
C limbs L = {Lq, L, ..., Lc}. The two-branch network is
repeated over t successive stages to refine the
predictions. At each stage, the confidence maps and PAFs
of the previous step along with the extracted features are
taken as the input and the refined confidence maps and
PAFs are generated as the outputs.

The internal structure of the feature extractor and the
units of the two branches of the network are
demonstrated in Fig. 2 Similar to CMU-Pose [17],
CertainPose uses the first ten layers of the VGG-19
network as the feature extractor, and adds two more 3x3
convolutional layers to these layers.

The two branches of the network consist of 6 stages. In
the first stage, shared features are fed into two disjoint
CNN networks with the same layers: two 3x3
convolutional layers followed by two 1x1 convolutional
layers regressing the tasks’ outputs, i.e. the confidence
maps and PAFs.

The inputs of the next successive stages consist of the
concatenation of the shared features and the outputs of
the previous stage (confidence maps and PAFs).

In stages 2 to 6, there are two CNN networks in each
stage which are similar to each other with four 7x7
convolutional layers and two 1x1 convolutional layers.
The number of parameters in each layer of CertainPose is
shown in Fig. 3.

Moreover, RelLu is used as the activation function in all
neurons.

The deep networks suffer from the vanishing gradient
problem.

The intermediate supervision at each stage addresses
this problem by replenishing the gradient periodically.
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Fig. 1: The block diagram of CertainPose model.
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Fig. 2: The detailed architecture of CertainPose.

Number Of Parameters
PAFs predictor
Stage | | Stage2to6
36928 147584 1160448 147584 1160448
73856 147584 802944 147584 802944
147584 147584 802944 147584 802944
295168 66048 802944 66048 802944
590080 19494 802944 9747 802944
590080 16512 16512
590080 4902 2451
1180160
2359808
1179904
295040
Total Parameters 52,311,446
Trainable Parameters 44,970,966
Non-Trainable Parameters 7,340,480

Fig. 3: The number of parameters of CertainPose layers.

To guide the network to estimate the confidence maps
and PAFs more accurately, the network is trained with a
multi-task loss function. The loss function of each task is
the mean of squared differences between the estimated
and the actual outputs.

As the total loss function, CMU-Pose and the other
approaches following it consider the average of the two
tasks’ loss functions. But, we attempt to have a fairer loss
function for learning the two objectives by considering
task-dependent uncertainties for the two tasks. Because
of the more certain estimated poses, the new model is
called ‘CertainPose’. The new loss function is derived in
subsection “Loss Function”.

At the inference step, CertainPose predicts PAFs and
Confidence maps for the input image. Similar to [14], non-
maximum suppression is carried out to discretize the
confidence maps and obtain some candidates for each
part. A graph is then formed using candidate parts as
vertices and candidate limbs as edges. To perform multi-
person pose estimation, we should parse the graph and
select the optimal set of limbs by measuring the
association scores of the edges and removing the non-
optimal edges. The score of a candidate limb is calculated
by the line integral over the corresponding PAF along the
candidate limb, virtual line segment connecting the
candidate parts.

To speed up the parsing procedure, we use a greedy
method. A greedy algorithm is a problem-solving
approach that involves selecting the most advantageous
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option at each step. While this strategy may not yield the
best solution in all cases, it can produce locally optimal
solutions that approximate the global optimal solution.
Although greedy algorithms are not guaranteed to find
the best solution, they are known for their speed and
simplicity, making them a popular choice in real-time
applications. We first consider a spanning tree skeleton
for the human body instead of a complete graph, e.g. we
ignore the virtual connected line between the head and
the elbow. Then, we solve a bipartite matching problem
to detect each limb. Bipartite matching is finding a set of
edges between two vertices of two disjoint sets of
vertices in the way that no two edges share an endpoint.
For example, if we have three head and three shoulder
keypoints, we should find the best three edges between
the heads and shoulders without any shared point.
Bipartite matching of disjoint parts’ pairs obtains the limb
connection candidates for each limb independently.
Therefore, we can estimate the full-body poses of
multiple people by assembling the candidate limbs.

B. Uncertainty

As described before, we only consider task-dependent
uncertainty. Due to the importance of capturing task-
based uncertainties and appropriately weighting the
losses in multi-task learning, the uncertainty-based
weighting method seems to be better than equal
weighting of the losses [47]. The weights can be learned
as a part of the convolutional neural network and loss
functions. If the probabilistic likelihood of a regression
task is considered as a Gaussian distribution, the variance
parameter represents the noise and uncertainty of the
task. In the following subsection, we describe this
approach.

The problem (1) is finding the best weights w for the
multi-task network f using the training data set
(D, 8D, 11):i=1,2,..,N} where D, S® and L®
refer to i-th sample input image, output set of confidence
maps and PAFs, respectively.

arg max Jw) (1)
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where wg and w;, are weights related to the confidence
maps and PAFs regression tasks, respectively. We assume
that the two tasks are independent, so J(w) can be
written as (3).
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We solve the problem by minimizing the loss function,
L, instead of maximizing 7 (4).
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Equation (5) shows the final solution of the proposed
loss function, where g5 and o; should be learned. As
shown in this section, the task-dependent uncertainty can
be captured by multi-task learning, while learning the
additional parameters increases computational
complexity.
C. Loss Function

We propose a new method for capturing the task-
based uncertainties. In this method, the network
architecture does not change and no further
computational complexity is required. The new loss
function (6) is derived as (7).

arg m‘ivn L(w) (5)

where
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N
1 1
Lw) =) log(as) +10g(01) + 55 Ls(ws) + 55 L,(w,)
i=1 % %

N
1 . .
L(wg) = Nz I1S© — pws(10) |2
i=1

N
1 . .
L£,(w,) = NZ 1O — fru(10) |2
i=1

(6)

In regression tasks, the likelihood is considered as a
Gaussian whose mean is the output of the model (8). This
means when the network’s parameters are learned
through the training process, the network’s output for
each task approaches the mean of the corresponding

response variable given the input, i.e. S and L for our two
tasks. So, 6Z and o7 can be estimated with sample

variances Var? and Var?, respectively.
p(Si1S) = N (S5,0%)
p(L.[T) = ¥ (L?)
(7)

N = —2
Lg(ws) = %Z?:l SO —S I?= Vars
N = —_—2
Ly(wy) = =T LD — T |12=Var,
(8)

As a result, a simple equation is obtained for the loss
function (10). Therefore, we consider the average log of
the tasks’ loss functions instead of the mean of the loss
functions themselves.

£(w) = 3 (log(Ls(ws)) + log(£,(w,))) (9)

The new loss function aims to improve the validity of
the body part predictions by capturing task-based
uncertainty without changing the complexity of the
model.

Experiments

In this section, we first introduce the datasets and
evaluation metrics and then report the experimental
results and analyze them.

A. Datasets and Metrics

We conduct the experiments on the COCO keypoints
2014 and COCO keypoints 2017 datasets [48]. These
datasets are the largest collection of multi-instance
person keypoint annotations which has been widely used
in many studies. COCO datasets consist of many
challenging situations for multi-person pose estimation
problems. 17 keypoints including 12 human body parts
and 5 facial keypoints are localized in the COCO keypoints
dataset. COCO keypoints 2014 consists of 83k training
data and 41k test data and COCO keypoints 2017 consists

of 118k training and 41k test data. The COCO training set
consists of over 100K person instances labeled with over
1 million keypoints. We report the results on both
versions of COCO keypoints.

The performance of the proposed method is evaluated
based on the object keypoint similarity (OKS) which is
defined in COCO evaluation [49]. The role of OKS is the
same as the loU in object detection. OKS measures the
degree of match between real and predicted poses. It
ranges from 0 to 1 which refers to poor to perfect match.
The mean average recall (AR) and the mean average
precision (AP) over 10 OKS thresholds are used as the
main competition metrics. Moreover, we assess the
methods by AP and AR over thresholds 0.5 and 0.75,
which are indicated by AP>° and AR®°, and AP75 and
AR, respectively. Besides, results per each body part
are presented to have a better analysis.

The results are reported on two models: 1) CMU-Pose:
a model whose architecture is similar to our proposed
model, but uses the CMU-Pose loss function [14] which is
the average of the two tasks’ loss functions and does not
capture uncertainty, 2) CertainPose: the proposed
method which captures task-based uncertainty as a new
loss function.

B. Results and Discussion

Both models, CertaionPose and CMU-Pose, are trained
on COCO keypoints 2014 training data. The MultiSGD
optimizer with a learning rate of 2e-5 is used and the size
of each batch is 10 images. CMU-Pose and CertainPose
are trained for 100 and 18 epochs respectively.
Practically, CertainPose can be trained faster than CMU-
Pose.

Table 1: Comparison between CertainPose and CMU-Pose by
mean of AP and AR metrics over all body parts on COCO
validation sets 2014 and 2017

DB Methods AP APS°  AP75 AR AR%® AR7S

CMU-Pose 0.59 0.792 0.637 0.623 0.806 0.664

CertainPose 0.589 0.802 0.643 0.626 0.816 0.671

CMU-Pose 0.578 0.78 0.625 0.613 0.795 0.654

CertainPose 0.575 0.79 0.624 0.614 0.804 0.66

Val2017 |Val2014

The results of the test procedure for CMU-Pose and
CertainPose on both datasets are shown in Table 1. The
higher AP values refer to the more precise localization,
and the higher ARs show more valid predictions. The
results are measured by mean AP and mean AR over three
values of OKS thresholds (0.5, 0.75, and 0.05:0.95) for all
body parts. The higher threshold value considers the
more perfect match between the estimated and real parts
locations. The results show that CertainPose: 1) improves

156 J. Electr. Comput. Eng. Innovations, 12(1): 147-162, 2024



Multi-Task Learning Using Uncertainty for Realtime Multi-Person Pose Estimation

AR measure definitely, 2) improves AP measure with
lower OKS, and 3) has AP factor comparable to the base
model when OKS is increased.

Val2014
0.012
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Fig. 3: The improvements of CertainPose for different
keypoints on Val2014 dataset by AP5%and AR®®metrics for
OKS=0.5.

Here, we explain the conclusions more clearly. First,
CertainPose improves the AR measure by capturing task-
based uncertainty through the loss function. This results
in more valid and more certain outputs. In other words,
the false positive rate is reduced in this method. Second,
the AP measure improves because of training the two
tasks fairer and predicting more accurate PAFs, which are
impressive in keypoint association and body pose
estimation. Third, while the CertainPose AP measure
improves for lower OKS, it is not better than CMU-Pose
for the higher OKS threshold, e.g. 0.95. It means that our
model estimates more valid and more accurate body
poses, but it fails to localize body parts more precisely
since we apply a log operator over the distance between
the predicted and the actual outputs in the loss function.

Val2017
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Fig. 4: The improvements of CertainPose for different
keypoints on Val2017 dataset by AP5%and AR>®metrics for
OKS=0.5.

CertainPose can associate the localized keypoints
more accurately because PAFs are predicted more
precisely. In the CMU-Pose loss function, equal weights
are considered for PAFs and Confidence maps, but
CertainPose considers task-dependent uncertainties to
weigh the sub-loss functions. PAFs are more difficult than

confidence maps to predict. Therefore, PAFs need higher
weights and CertainPose predicts PAFs more precisely.
Fig. 4 and Fig. 5 show the improvements of CertainPose
for each keypoint in comparison with CMU-Pose on COCO
val2014 and val2017 datasets. The keypoints like the
elbows, hips, ankles, and knees which are connected with
more clear limbs are localized more precisely.

We further show qualitative results for some images in
Fig. 6. The (a) and (b) parts show the results of
CertainPose and CMU-Pose, respectively. Some keypoints
such as knees and elbows are predicted more accurately
by the CertainPose method. Predicting the right elbow
and left knee causes the more correct poses in the first
two of the above images. Other shown samples
demonstrate the power of CertainPose in PAF estimation.
Higher accuracy in PAFs estimation is the reason of
correct poses in the left hand and the left leg of the men,
and the left hand of the baby in other three images,
respectively.

We have analyzed the cases where our approach fails.
Fig. 5. shows an overview of some failure cases and
compares with the base method. The low resolution is the
main cause of errors in the joint localization and PAFs
estimation.

Realtime estimation is an important characteristic of
HPE models in many real-world applications. CMU-Pose is
the popular realtime multi-person pose estimation
method. Its speed is independent of the number of
people in the image. CertainPose improves the base
model without adding any parameters. The main
contribution of CertainPose is improving the CMU-Pose
accuracy without decreasing the speed and increasing the
complexity.

Table 2 shows the almost equal time of the two
methods when perform single-scale process with the
CUDA toolkit.

Table 2: Comparison between CertainPose and CMU-Pose by
process time (ms)

Methods CertainPose CMU-Pose

CUDA (ms) 88.74 86.82

The goal of this research was to introduce the new loss
function and investigate its performance in an applicable
network, 2D HPE.

We show that we can increase the accuracy with the
same number of parameters and inference speed. It is
true that the improvement is not very significant, but one
should note that the cost is not increased, either. In
addition, the task-dependent uncertainties are captured
and a few epochs are needed in the training step. The
comparison of CertainPose and some other studies on
COCO val split is shown in Table 3.
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(b)

Fig. 6: The qualitative results of (a) CertainPose and (b) CMU-Pose.
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(b)

(c)

Fig. 5: Visualization of some failure results of CertainPose on the COCO dataset and comparison between CertainPose (left)
and CMU-Pose (right).
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Osokin [16] introduces a lightweight OpenPose with
fewer parameters and lower complexity compared to
OpenPose. Cao et al. [14], the winner of the COCO 2016
keypoints challenge reports 58.4 AP for a model that is
similar to CertainPose but, with two less layers. Newell et
al. [50] propose a new approach for detections and group
assignments. As reported in [51], their AP on COCO
dataset is 56.9. Kocabas et al. [51] improve the base
method by using a new grouping idea to associate body
joints.

Table 3: Comparison of CertainPose and other works.

Methods
Osokin 161 [16]
Cao et al. [14]

CertainPose

Newell et al. [50]
Kocabas et al. [51]

AP

5
3
o)
0
o
SN
U
o
[t
u
©
N
U
o0
)

In summary, we compare the proposed idea and the
baseline in Table 4. However, CMU-Pose is trained for 100
epochs, CertainPose needs 18 epochs. The runtime and
number of parameters are almost the same.

Table 4: Comparison between CertainPose and CMU-Pose.

The AP and AR comparisons show that CertainPose
estimates more valid and accurate poses, and finds the
less precise location for keypoints.

Conclusion

To obtain a more certain realtime multi-person pose
estimation network, we propose a method to capture
task-dependent uncertainties across the loss functions
without increasing the number of parameters. As
comparison Table 4 shows, the experiments prove that
CertainPose: 1) needs fewer epochs for training, 2)
preserves the realtime pose estimation property, 3)
provides more valid and accurate estimations, and 4)
locates keypoints less precisely.

In future work, we intend to examine different tasks
and information to improve multi-person pose
estimation.

The main weakness of our work is focusing on PAFs
which causes less precise predicted heatmaps,
particularly for keypoints with lower resolution (Fig. 5).
We can use high resolution architecture instead of
predictor units.

Also, the CertainPose idea can be the base method for
incorporating other information to improve the pose
estimation accuracy.

Method Epochs Runtime Parameters AP5° AP0 AR5 AR5
(V14) (V17) (V14) (V17)

CertainPose 18 88.74 44,970,966 0.802 0.79 0.816 0.804
CMU-Pose 100 86.82 44,970,966 0.792 0.78 0.806 0.795
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Abbreviations
HPE Human Pose Estimation
HOG Histogram of Oriented Gradients
CNN Convolutional Neural Network
CPM Convolutional Pose Machine
PAFs Part Affinity Fields
MTL Multi-Task Learning
PSM Pictorial Structure Model

RPN Region Proposal Network

RIE Resolution Irrelevant Encoding
DBL Difficulty Balanced Loss

PIF  Part Intensity Field

PAF Part Association Field

CNN Convolutional Neural Networks
MTL Multi-Task Learning

OKS
AR  Average Recall

Object Keypoint Similarity

AP Average Precision
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Background and Objectives: Signage is everywhere, and a robot should be able to
take advantage of signs to help it localize (including Visual Place Recognition (VPR))
and map. Robust text detection & recognition in the wild is challenging due to
pose, irregular text instances, illumination variations, viewpoint changes, and
occlusion factors.

Method: This paper proposes an end-to-end scene text spotting model that
simultaneously outputs the text string and bounding boxes. The proposed model
leverages a pre-trained Vision Transformer (ViT) architecture combined with a
multi-task transformer-based text detector more suitable for the VPR task. Our
central contribution is introducing an end-to-end scene text spotting framework
to adequately capture the irregular and occluded text regions in different
challenging places. We first equip the ViT backbone using a masked autoencoder
(MAE) to capture partially occluded characters to address the occlusion problem.
Then, we use a multi-task prediction head for the proposed model to handle
arbitrary shapes of text instances with polygon bounding boxes.

Results: The evaluation of the proposed architecture's performance for VPR
involved conducting several experiments on the challenging Self-Collected Text
Place (SCTP) benchmark dataset. The well-known evaluation metric, Precision-
Recall, was employed to measure the performance of the proposed pipeline. The
final model achieved the following performances, Recall =0.93 and Precision =0.8,
upon testing on this benchmark.

Conclusion: The initial experimental results show that the proposed model
outperforms the state-of-the-art (SOTA) methods in comparison to the SCTP
dataset, which confirms the robustness of the proposed end-to-end scene text

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

detection and recognition model.
(@IOI

Introduction

However, to take advantage of all the signage

We live in a visual world; signage is everywhere. Whether
it is a street sign, a billboard, a house or room number, or
labels such as a license plate or a person’s name, signage
provides us useful information in terms of location and
identity. There have been many classifiers developed that
are able to identify street signs or license plates with
highly constrained priors on the method that do not allow
their extension to general text in the wild detection and
recognition.

Doi: 10.22061/jecei.2023.9857.658

available, we need to be able to detect signage (i.e., text)
anywhere (i.e., in the wild). OCR is a well-solved problem
for text detection and recognition in highly constrained
environments; however, detecting and recognizing text
anywhere is a challenging problem.

Signage can help a robot localize or map an
environment. Typically, for SLAM processes, direct (i.e.,
pixel) or indirect features are used. Signage can provide a
coarse localization globally when the signage indicates an
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address or location. Also, the letters and numbersin a sign
and their perspective can be used to determine relative
pose if it can be assumed the signage is on a planar
surface or even just vertical with respect to the ground
plane. Visual Place Recognition (VPR) [15], [22], [41], [44],
[69] aims to aid a vision-guided system to localize with
respect to a previously visited place. VPR has uses in loop
closure detection for visual SLAM and localization in
general. Challenges in VPR include appearance variation
due to perceptual aliasing, illumination, viewpoint
changes, pose, weather, and seasons, to name a few.
Most techniques are focused on features (i.e., indirect)
[29] and sets of these features (e.g., BOW Bag of Words)
methods.

Text spotting in wild images is also called end-to-end
scene text detection and recognition [40], [52].
Simultaneous text detection and recognition go hand in
hand. In scene text detection, the goal is to localize words
in the image, and for scene text recognition, the aim is to
convert the patch of cropped word images into a
sequence of characters. Like scene text detection and
recognition tasks, scene text spotting also encounters
different challenging problems, including irregular text,
illumination variations, low-resolution text, occlusion, etc
[50].

Previous methods in scene text detection and
recognition have utilized a convolutional neural network
(CNN) as a feature extractor [19], [37], [56], [57] and
Recurrent Neural Networks (RNN) [4], [21], [59] for
capturing sequential dependency. Despite achieving
promising performances on various challenging
benchmark datasets [9], [16], [23]-[26], [35]-[42], [46],
[48], [58], [60], [65]-[67], it has been shown that there are
two main challenges for detecting or recognizing text in
the wild images that have been studied in the past years.
(1) Irregular text refers to text with arbitrary shapes that
usually have severe orientation and curvature, and (2)
occlusion, which makes poor performance on the existing
methods [4], [5], [61] due to their reliance on the visibility
of the target characters in the given images. Furthermore,
CNNs have two significant drawbacks: (1) they have
problems in capturing long-range dependencies (e.g.,
arbitrary relations between pixels in spatial domains) due
to their fixed-size window operation [70], (2) they suffer
from dynamical adoption to the changes to the inputs
because the convolution filter weights are tuned to a
specific training distribution [27].

Recent end-to-end scene text spotting methods [28],
[54], [55], [58] utilized transformers [64] in their
architecture and achieved superior performance in many
benchmarks [9], [67]. Transformers [64] and their
variations [7], [10], [70] are a new deep-learning
architecture that mitigates the issues mentioned above
for CNNs. Unlike Recurrent Neural Networks (RNNs),

transformers are models that learn how to encode and
decode data by looking not only backward but also
forward to extract relevant information from a whole
sequence, allowing conducting complex tasks such as
machine translation [64], speech recognition [8], and
recently, computer vision [7], [12], [27]. The attention
mechanism allows the transformers to reason more
effectively and focus on the relevant parts of the input
data (e.g., a word in a sentence for machine translation
and a character of a word in a text image for detection
and recognition) as needed.

Visual place recognition (VPR) [22] aims to recognize
previously visited places using visual information with
resilience to perceptual aliasing, illumination, and
viewpoint changes. Most of the techniques in VPR used
keypoint features such as corners, edges, or blobs to
represent and match distinctive points between the
images. However, many keypoint features are needed to
extract from images to establish a robust and repeatable
representation of places and facilitate reliable localization
and mapping in various applications like autonomous
navigation, augmented reality, and robot localization.
This process can be expensive in terms of computation
and matching. On the other hand, as shown in Fig. 1, text
features are semantic indexes and fewer in number
compared to point features. Text instances that appear in
the wild images, such as street signs, billboards, and shop
signage, usually carry extensive discriminative
information. VPR task can take advantage of these scene
texts with high-level information for previously visited
place recognition.

Fig. 1: Comparing the (a) Text features used in the proposed

E2E text detection model and (b) Key point features used in

different VPR techniques [11], [45]. Text features are shown

with ‘cyan’ color boxes, and the ‘x” marks with ‘yellow’ color
denote the keypoint features.

This paper leverages a pre-trained end-to-end
transformer-based text spotting framework for the VPR
task. Unlike [22], which used two separate modules of
detection and recognition for extracting the text regions,
the final model can directly read the text instances from
the given frame in an end-to-end manner. Furthermore,
by equipping a masked autoencoder (MAE) [18] as a
backbone, the proposed model is more robust in
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capturing occluded text instance regions, which makes it
more suitable for visual place recognition and other
applications, including assistive technology for visually
impaired people, autonomous vehicles, automated
translation, and language processing in the wild images,
information extraction from videos, and mobile
applications for OCR and text, to name a few [36], [50].
The main contributions of this paper are as follows: (1)
it utilizes an end-to-end transformer-based scene text
spotting pipeline for the VPR application for the first time.
The main difference between this method and other
approaches is that it can directly output semantic text
features (word instances and their bounding boxes),
much less than the keypoint features used in most VPR
techniques. (2) The proposed model utilizes a modified
version of ViT by leveraging masked as input and adding a
multi-scale adapter at the output to extract suitable
features later for detection and recognition. (3) At the
final stage, after utilizing a transformer-based detection
architecture, this work uses a prediction head capable of
simultaneously detecting the characters in the input
image with their predicted classes and the bounding
boxes of the word instances in the image. (4) By joining
the middle point of the detected characters and their
classes, the proposed model can handle arbitrary shapes
text and output polygon bounding boxes with their word
instances simultaneously, which makes it suitable not
only for VPR but for other several text detection and
recognition based in the wild applications. (5) This work
also provides several quantitative and qualitative
comparisons of the proposed technique with state-of-
the-art (SOTA) in both VPR and scent text techniques.

Related Work

Scene text spotting aims to detect and recognize text
instances from a given image end-to-end [14], [31], [33],
[38], [39], [43], [47], [57]. Like different computer vision
tasks, deep learning techniques using CNN/RNN-based
methods and transformer-based methods are dominant
frameworks in scene text spotting.

Early methods [31], [38] in scene text spotting have
mainly utilized a deep-learning convolutional neural
network (CNN) as a feature extractor [20] and Recurrent
Neural Networks (RNN) [4], [21], [59] to read horizontal
scene text. For example, Li et al. [31] combined the
detection and recognition framework to present the first
text-spotting method by using a shared CNN backbone
encoder, followed by RolPooling [57] as detection. Then,
the resulting features are fed into the RNN recognition
module to output the final word instances for a given
input image. FOTS [38] utilized an anchor-free CNN-based
object detection framework that improved both the
training and inference time. It also uses RolRotate for
reading rotated text instances.

Since the text in the wild images appears in arbitrary
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shapes, including multi-oriented and curved, several
methods [14], [33], [39], [47] targeted reading these types
of text instances. These methods usually used a CNN-
based segmentation network with multiple post-
processing stages to output polygon box coordinates for
the final irregular texts. For instance, in [47], a RoiMask is
used to connect both the detection and recognition
modules for capturing arbitrarily shaped text. Liu [39]
leveraged a Bezier curve representation for the detection
part, followed by a Bezier Align module to rectify the
curved text instances into a regular text before feeding it
to the attention-based recognition part. Some methods
[6], [55] targeted spotting individual characters and
merging them to output the final arbitrary shape text
instance.

The Transformer framework, introduced by Vaswani et
al. [64] for natural language processing tasks, has become
a foundational architecture in various domains, including
computer vision. In natural language processing, the
Transformer architecture was initially designed to handle
sequential data, such as sentences. It introduces a novel
self-attention mechanism that allows the model to weigh
the importance of different input elements when
generating outputs. This attention mechanism enables
parallel processing of sequences and mitigates the
limitations of recurrent neural networks (RNNs) and
convolutional neural networks (CNNs) in handling long-
range dependencies.

Inspired by the success of Transformers in natural
language processing, Dosovitskiy et al. [12] extended the
Transformer framework to computer vision tasks with the
Vision Transformer (ViT) architecture. ViT treats images as
sequences of non-overlapping patches, which are then
flattened into 1D sequences to be processed by the
Transformer. By leveraging self-attention, ViT captures
global contextual information from the entire image and
allows for efficient modeling of long-range dependencies.

The self-attention mechanismis the cornerstone of the
Transformer framework. It computes a weighted sum of
values (representations of input elements) based on their
relevance to a query (a representation to be updated).
Self-attention computes attention scores between each
pair of elements in the input sequence and generates
attention weights that signify the importance of different
elements relative to each other. This attention
mechanism allows the model to adaptively focus on
relevant input parts during each processing step,
facilitating better representation learning [64].

In the Transformer architecture, each self-attention
layer is followed by a feed-forward neural network
module. The feed-forward module consists of two linear
transformations separated by a non-linear activation
function, typically a GELU (Gaussian Error Linear Unit) or
ReLU (Rectified Linear Unit). This module introduces non-
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linearity and enables the model to learn complex
relationships between different elements in the input
sequence. Combining self-attention and feed-forward
modules empowers the Transformer to effectively model
local and global dependencies within the input sequence,
making it highly adaptable to various tasks, including
computer vision [12].

Recently, with the advancement of transformers [64]
in computer vision fields [17], [27], [63], several SOTA
scene text spotting methods [3], [13], [30], [49], [51], [53]
proposed to take the benefit of transformer-based
pipelines in their framework. These methods achieved
superior performance in both regular and irregular
benchmark datasets. For example, Kittenplon et al. [28]
utilized a transformer-based detector, Deformable-DETR
[70], as its primary framework by proposing a multi-task
prediction head that can output word instances and box
coordinates of an arbitrary shape text. [68] used
transformers as the main block for an end-to-end text-
spotting framework for text detection and recognition in
wild images. These methods removed the dependency of
region-of-interest operations and post-processing stages
in their framework. Thus, they can output both Bezier
curve and polygon representations and achieve superior
benchmark performance. Very recently, Raisi et al. [54]
proposed an end-to-end framework for scene text
spotting that is also capable of improving the recognition
performance for an adverse situation like occlusion. This
method utilized an MAE in their pipeline equipped with a
powerful detector, namely Deformable-DETR [70], to
capture the arbitrary shape of occluded text instances in
the wild images. In this study, a pre-trained model from
[54] is utilized for the VPR task.

The Proposed Scene Text Spotting Architecture

For complete text reading, simultaneous text
detection and recognition are required. Unlike stepwise
detection and recognition, as utilized in [22], the end-to-
end framework will improve the overall speed by
eliminating multiple processing steps. Furthermore, an
end-to-end transformer is expected to offer higher
accuracy compared to previous end-to-end CNN-based
approaches [38], [39].

A. Backbone

The overall framework of the proposed method is
shown in Fig. 2 Inspired [32], the proposed model uses
pre-trained models of the Vision Transformer
architecture (ViT) [12] as the backbone. The 2-
Dimensional (2D) input image (I € RT*W*C) s first split
into a non-overlapping sequence of patches
(I'e RV¥P?XC) where (H,W) represent the height and
width of the image, C is the number of channels and (P,
P) denote the resolution of the patches. The number of
patches (N = HW /P?) is set to 16.

Mult le feature map
[ ¥

| Backbone
|

Multi-scale Adapter

Detection and Recognition
(Deformable Detr)

Pre-trained Masked Autoencoder
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Fig. 2: Block diagram of the proposed scene text spotting
architecture using a transformer for VPR [54]. Unlike the
stepwise pipeline in [22], the proposed model outputs the
bounding box coordinates and the word instances in an end-to-
end manner for the VPR task. It is best viewed when zoomed
in.

After masking a large set of the input patches (~ 75%)
and adding the 1D position embedding, these patches are
passed into the encoder of the MAE ViT block, which
contains several multi-head self-attention and feed-
forward modules. The encoder operates on unmasked
patches to acquire the visual feature embeddings.
However, the final output of the ViT encoder backbone is
single-scale due to the columnar structure of ViT, which
makes them inadequate for detecting multi-scale text
instances. To address this, a multi-scale adapter module
[32] is utilized. It is worth mentioning that the model uses
a pre-trained MAE [18] (ViT-Base/16) as the backbone for
feature extraction. This backbone was further fine-tuned
on 36 classes of alphanumeric characters (More details in
subsection A of Experimental Results).

B. Multi-scale adapter

Inspired by [32], [54], a single-scale ViT into the multi-
scale FPN for capturing different resolutions of text
regions is adapted. The multi-scale feature map module
utilizes the idea of up-sampling or down-sampling into the
intermediate single-scale ViT's feature map with a
columnar structure [32]. The Multi-scale Adapter module
in Fig. 2 consists of 4 up-sampling and down-sampling
subblocks. The output feature map of the first block
undergoes up-sampling with a scaling factor of 4.
Subsequently, the output of the following block is up-
sampled, but this time by a factor of 2. On the other hand,
the output of the third block remains unchanged, which
remains equal to the original feature map. Finally, the
output feature map of the last block undergoes down-
sampling with a scaling factor of 2. As a result of these
operations, a set of multi-scale features is obtained,
containing feature maps with different resolutions.

These multi-scale feature maps are then fed into an
extended detector [70], which utilizes this information to
perform text detection and recognition. By leveraging the
diverse scales and resolutions captured in the multi-scale
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features, the upgraded detector can effectively handle
text instances of varying sizes and efficiently analyze the
input image at different levels of detail.
C. Text Predictor

After feature extraction and multi-scaling, the
resulting feature maps are fed to the text of the final
module to detect and recognize the text instance of a
given image. As shown in Fig. 2, the proposed text
predictor leverages a modified Deformable-DETR [70]
with a multi-task prediction head. This work introduces an
enhanced adaptation of the FFN layer, which differs from
the [70] architecture. The proposed modifications aim to
significantly enhance its ability to capture the distinctive
text features produced by the encoder's Multi-Head Self
Attention (MHSA) mechanism. The improved FFN now
comprises two layers of 1x1 convolutions, supplemented
by RelLU activations, and ultimately integrated with a
residual connection. This innovative approach effectively
amplifies the FFN's capacity to encapsulate and process
essential information from the encoder's MHSA, resulting
in a more robust and efficient Transformer model.

During training, the encoder’s multi-head self-
attention detector learns how to separate individual
characters and word instances in the scene image by
performing global computations. The decoder typically
learns how to attend to a different part of characters in
words by using different learnable vectors (so-called
object queries). During training, the multi-task head (last
layer of the decoder) can directly predict both absolute
bounding box coordinates and sequence of characters,
eliminating the use of any hand-designed components
and post-processing like anchor design and non-max
suppression. To achieve this, a novel loss function based
on optimal bipartite matching between the predicted text
instances and the corresponding ground truth is
leveraged. This matching process is crucial as it allows us
to establish one-to-one correspondences and is efficiently
computed using the Hungarian algorithm [70] explicitly
adapted for this task. Using the Hungarian algorithm, the
model can determine the optimal matching between the
predicted and ground-truth elements. This matching
information is instrumental in evaluating the
performance of the Transformer model for character and
word prediction within the text regions. The final loss
function takes advantage of these optimal
correspondences, enabling the model to learn and
improve its predictions more effectively, enhancing
accuracy and performance in the task. This work
implements the same text filtering criteria introduced in
[22] for comparing the query and inference frames.
Experimental Results
A. Implementation Details

The final model is trained on 4 GPUs of NVidia A100.
First, by using about 500K cropped alphanumeric
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synthetic character images from the SynthText dataset
[16] for 20 epochs are used to train the pre-trained
encoder backbone of MAE (ViT-Base/16) [22] to make it
more appropriate for scene text detection and
recognition application for 200 epochs. Subsequently,
300 images of ICDAR15 [25] datasets are combined to
fine-tune the final model. The Deformable DETR [70]
module's object queries are set to 300, and the AdamW
optimizer is used to optimize the model's parameters. The
following augmentation strategies are applied to the
input images during the learning process: horizontal and
vertical flip, image resizing, brightness, contrast, and
saturation. The model is trained with a batch size of 2 per
GPU by employing a learning rate of 1 x 10 throughout
the training process, and the whole process of training
time takes ~ 23 hours. An NVIDIA RTX 3080Ti GPU with
12GB of memory is used for testing the final model.

B. Datasets

The Self-Collected TextPlace (SCTP) Dataset [22] is
designed explicitly for visual place recognition tasks in
urban places. The images of this dataset are captured
using a side-looking mobile phone camera. These images
include three pairs of map and query sequences in
outdoor streets and an indoor shopping mall and contain
significant challenging scenarios, including high dynamics,
random occlusions, illumination changes, irregular text
instances, and viewpoint changes.

The ICDAR15 [25] is a challenging dataset that contains
various indoor and outdoor multi-oriented text instances.
Like most of the images in the VPR applications, this
dataset has a wide variety of blurry and low-resolution
text. The text instances in this dataset are annotated in
quadrilateral bounding box annotations.

C. Evaluation Metrics

In the context of text detection and visual place
recognition, Precision, Recall, and H-mean are widely
used evaluation metrics to assess the performance of the
trained model. Precision, recall, and H-mean are
measurements that are accepted in almost all text
detection communities [23]-[26], [35]-[42], [65]-[67].
These metrics are based on comparing the predicted text
regions and the ground truth (manually annotated) text
regions in an image, which can be described as follows:

Precision: measures the proportion of predicted text
regions correctly identified as text regions among all the
predicted text regions. It quantifies the model's ability to
avoid false positives. The formula for precision is:

.. TP 1
Precision = TPLFP (1)
where True Positives (TP) are the number of correctly
predicted text regions, and False Positives (FP) are the
number of non-text regions incorrectly predicted as text
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regions.

Recall: measures the proportion of correctly predicted
text regions out of all the ground truth text regions in the
image. It assesses the model's ability to avoid false
negatives. It can be defined as follows:

TP

- - 2
Recall TPT N (2)

where False Negatives (FN) are the number of text regions
that the model did not correctly predict.
H-mean (Harmonic Mean): The H-mean, the F1-score,
is the harmonic mean of precision and recall. It provides a
balanced measure that considers both precision and
recall simultaneously. The formula for H-Mean is:
Precison X Recall

H-M =2 3
ean Precison + Recall )

These metrics are essential in text detection evaluation
[25], as they provide insights into the model's accuracy in
correctly identifying text regions and its ability to balance
false positives and false negatives. Researchers use these
metrics to compare text detection algorithms and fine-
tune models for optimal performance.

In this work, to compare the performance of the
proposed model with SOTA VPR methods [1], [2], [22]
[22], the same evaluation metrics, namely, precision-
recall evaluation measurements are followed as in [22],

Fig. 3: Query image and matching reference examples of [22]
dataset. The proposed model detects and recognizes the most
challenging text instances required to match the frames of the

query (top column) and reference (bottom column). It is best

viewed in color when zoomed in. The output results are
indicated in ‘cyan’ color.

For end-to-end text detection and recognition that
aims to output the correct string of the word instances in
the image, in addition to the detected text metrics, the H-
mean (F1-score) is used for the evaluation [3], [13], [14],
[30], [31], [33], [38], [39], [43], [47], [49], [51], [57].

D. Quantitative Comparison of the VPR SCTP dataset
with SOTA methods

The quantitative results of the proposed model with
several SOTA methods [1], [2], [11], [22], [45] on the SCTP
dataset [22] are shown in Table 1. The proposed model
achieved the best performance in terms of recall for this
dataset, which contains significant challenges like
irregular and partially occluded text instances. This
performance confirms the effectiveness of the proposed
method for VPR.

Table 1: Precision-Recall comparison of the proposed model
with SOTA methods including TextPlace [22], ToDayGAN [1],
NetVLAD [2], SeqSLAM [45], and FAB-MAP [11] using SCTP [22]
dataset. The best performance is highlighted in bold.

Recall
Model

0.2 0.4 0.6 0.8 0.9
:::::ed 1 1 1 097 093
TextPlace 1 1 1 0.96 0.91
NetVLAD-10 1 1 1 0.95 0.93
NetVLAD-20 1 1 0.91 0.87
NetVLAD-30 1 1 0.97 0.85 0.83
ToDayGAN-10 0.50 0.55 0.58 0.57 0.56
ToDayGAN-20 0.40 0.40 0.40 0.38 0.38
ToDayGAN-30 0.26 0.24 0.24 0.25 0.24
FAB-MAP-10 0.79 0.69 0.67 0.65 0.63
FAB-MAP-20 0.76 0.69 0.67 0.63 0.60
FAB-MAP-30 0.68 0.67 0.67 0.62 0.58
SeqSLAM 0.30 0.24 0.18 0.13 0.13

E. Qualitative Comparison on the VPR SCTP dataset

Fig. 3 illustrates the qualitative results of the proposed
model on the SCTP [22] dataset. As seen, the model
successfully read challenging text instances of both query
and reference frames. The results of the proposed model
are also compared with some of the SOTA techniques [2],
[22], [45], as shown in Fig. 4; the proposed text spotting
model correctly matches the query frame with frame in
inference.

SeqSLAM

NetVLAD TextPlace

Fig. 4: Qualitative comparison of the proposed model with
SOTA methods [2], [22], [45] on the SCTP dataset. The correct
and incorrect results are bounded with green and red colors.

F. Quantitative Comparison with SOTA text detection
and recognition approaches using ICDAR Dataset.

The proposed model also is compared with some SOTA

scene text detection and recognition approaches [5], [34],

[38], [71], [72], [74], [75]. As seen from Table 2, while

these methods are trained on many images of synthetic
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datasets and fine-tuned on real-world datasets, the
proposed model achieves the best performance (P = 90.2)
regarding precision for text detection and competitive
performances in terms of recall and H-mean. It also
performed well while testing for end-to-end text
detection and recognition (E2E H-mean = 68.2). Since
using the number of training images affects the final
performance of deep learning models, for a fair
comparison, only SOTA methods that used close images
to the proposed model are selected for comparison.

Table 2: Quantitative comparison of the model with the baseline
Textboxes++ [34] and other SOTA text detection and recognition
methods using the ICDAR15 [25] dataset. P, R, H, and F mean
Precision, Recall, H-mean, and F-measure, respectively. E2E
denotes end-to-end text spotting, and FPS is Frames per second.
The best and second-best performances are highlighted in bold
and underlined.

Detection E2E FPS
Model
P R H F

CRAFT [5] 88.5 84.69 86.9 - -
PSENet [74] 86.9 845 856 - --
EAST [75] 833 783 807 - -
FOTS [38] 888 820 853 - --
DRGN [71] 885 846 86.5 - -
CharNetR50 [72] - - - 60.72 -

Textboxes++[34] 87.8 78.5 82.9 51.9 2.3
Proposed Model 90.2 83.1 86.5 68.2 11.0

G. Ablation Experiments
1) Output Feature Comparison of the Proposed Model and
VPR Methods. As mentioned in the Introduction, VPR
algorithms mainly design their architecture to extract
Point features, also known as keypoint features, to
represent and match distinctive points between images
for place recognition tasks. These algorithms detect and
describe keypoint features based on local image
information around the keypoints. To compare the output
semantic features extracted from the proposed model
and the keypoint features of VPR techniques, a qualitative
ablation study is conducted, which is shown in Fig. 5; the
text features of the proposed model are more semantic
indexes and fewer in number compared to the keypoints
extracted from other VPR approaches.
2) Model Comparison with the Baseline Text Spotting
Utilized in the VPR Application. The TextPlace [22] model
uses the pre-trained model of Textboxes++ [34] algorithm
as the primary text extraction in their framework for the
VPR application.

In this section, additional experiments to compare the
proposed model with Textboxes++ [34] are conducted
and provided quantitative and qualitative results to show
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how the proposed model performs for text instances that
appear in the wild images using the benchmark dataset,
ICDAR1S5 [25], as in [34].

Fig. 5: Comparing the (a) Text features used in the proposed
E2E text detection model and (b) keypoint features used in
different VPR techniques [11], [45].

Table 2 shows the quantitative comparison of the
Textboxes++ that is used as a baseline [22] and the
proposed model using the well-known text detection and
end-to-end text spotting evaluation metrics [25]. As seen,
the proposed approach outperformed the [34] in both
detection and end-to-end spotting tasks. It achieves an H-
mean detection performance of 86.5% compared to
82.9% in [34]. It also surpasses the Textboxes++ method
with a large margin of ~ 16% in end-to-end F-measure
performance. Furthermore, the proposed model is more
suitable for real-time detection and recognition as it
provides better FPS. These performances confirm the
proposed models’ good generalization and efficiency on
challenging and unseen VPR dataset, SCTP (see Table 1).

To see how the proposed algorithm performs in
challenging cases of the ICDAR15 dataset, a qualitative
comparison of the proposed model with failure cases in
[34] is provided. As shown in Fig.6, the proposed model
successfully predicted most of the failure cases. Since text
instances in the wild images usually appear with arbitrary
shapes, it is important to use a model that better captures
any shape of the scene text. The results in the last column
in Fig. 6 also show that the proposed pipeline is capable
of accurately outputting polygon bounding boxes for
curved text instances, whereas Textboxes++ fails to
detect.

3) Qualitative results on the challenging text sample
images in the wild. To show the proposed model’s
capability and its limitation on challenging real-world
scenarios, more qualitative results by showcasing visual
examples of successful and unsuccessful predictions are
provided. As shown, the proposed model performed well
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on different challenging text instances in the wild images,
such as partial occlusion, complex fonts, Illumination
variation, oriented text, and curved text.

Textboxes++

Ours

Fig. 6: Comparison between the proposed end-to-end model
(bottom row) with Textboxes++ [34] algorithm (top row). The
red boxes in the top row images show the failure cases (Images
are taken from [34]), and the cyan text and boxes show our
results. The orange arrows point to text regions where the
proposed model could successfully predict failure text
instances of Textboxes++.

All the images in Fig. 7 are selected from the datasets

different from ICDAR15 used during fine-tuning and
testing. For example, there is no curved annotation in
ICDAR15, but the proposed model could accurately bound
a curved bounding box around those text instances (Fig.
7.b, Fig. 7.c, and Fig. 7.d.). The performance and other
successful predictions show that the proposed model
could be generalizable on unseen sample text instances
from the TotalText [76] and CTW1500 [77] datasets
designed for irregular text detection and recognition and
different challenges than ICDAR15. In addition, another
experiment by applying partial occlusion on the
characters is conducted. As seen in the letter ‘G’ in Fig.
7.b, letter ‘s’ in Fig. 7.c, letter ‘c,’ ‘k,” and letter ‘r’ in Fig.
7.d., the proposed model correctly recognizes those
letters, confirming its capability of partial occlusion
detection and recognition due to the capability of
individual character spotting and masking the input
images of the proposed architecture. However, from Fig.
7, the proposed model performed poorly on low-
resolution and low-contrast text instances.
4) Inference Speed of the model. This work also
experiments with the inference speed of the proposed
model and compares it with [22] in terms of Frames Per
Second (FPS). To that effect and for a fair comparison, an
RTX 3080Ti GPU is used that has a similar memory used in
[22] and presented in [34]. The proposed model
outperformed the TextPlace method by a large margin,
achieving a ~ 11 FPS in compared to 2.3 FPS in [22].

G. Limitations and Future Work

As mentioned in the previous sections, although the
proposed model performed well on many challenging
cases in the wild images, there are many shortcomings
that can be improved or addressed in future work. First,

the model needed character annotation to be trained.
These types of annotations are expensive to prepare. To
address this problem, weakly supervised or unsupervised
learning techniques can be applied to the model.

(c) CT, PO

(d) CT, PO, IV (e) CF,CT

Fig. 7: Qualitative results of the proposed model on some
challenging examples images, where PO: Partial Occlusion, CF:
Complex Fonts, IV: lllumination Variation, LR: Low Resolution,

OT: Oriented Text, and CT: Curved Text. The red and yellow
arrows represent failure cases and the partially occluded
characters, respectively. The above images are selected from
two benchmarks: TotalText and CTW100 datasets designed for
curved text detection and recognition in the wild. The
proposed model needs to be trained in these images. The
accurate detection of the text instances shows its
generalizability on unseen images.

The proposed model performs poorly on low-
resolution, blurry, and high-occluded text instances, as
seen in Fig. 7. These challenges are still open in many
SOTA text detection and recognition in the wild methods,
and humans may need help reading these types of text
instances. However, one way to address these problems
is to benefit from the recent advancement in natural
language processing algorithms like combining the pre-
trained language model modules like Generative Pre-
training Transformer (GPT) [78] and compositionality
techniques [79] in the text detection and recognition
framework to help the model to guess the uncaptured
characters in the text.

Conclusion

In this work, an end-to-end scene text spotting model
for the visual place recognition task is presented. The
proposed model has leveraged a robust SOTA backbone
of pre-trained MAE and a modified multi-task transformer
detector. The quantitative and qualitative experimental
results have shown that the proposed model outperforms
SOTA models in VPR, which confirms the robustness of
the proposed end-to-end scene text detection and
recognition model. It obtained the best performance in
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terms of precision-recall for the benchmark VPR
application dataset, called SCTP. The proposed model
outperformed the baseline text detection and recognition
technique, textboxes++, used in TextPlace by a large
margin regarding precision, recall, and H-mean. It also
achieved competitive performance with many SOTA text
detection and recognition techniques. The qualitative
ablation experiments also confirmed that the proposed
model could spot many challenging text instances in the
wild images, including rotated and curved, complex fonts,
partial illumination variation, and occlusion. The
limitations and future work to improve the performance
of the proposed model are also discussed. Other
applications besides VPR include different facets of
localization and mapping. Detecting and recognizing text
allows the potential to leverage semantics and the
features related to the detected text to localize better and
map instead of just using indirect features.
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VPR Visual Place Recognition
MAE Masked Autoencoders
SLAM Simultaneous Localization and
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Background and Objectives: In wireless communications, receivers play an
essential role. Among receiver architectures, the direct-conversion receiver (DCR)
architecture has been selected due to its high level of integration and low cost.
However, it suffers from DC offset due to self-mixing, 1/Q imbalance, and flicker
noise.

Methods: This paper presents a new LNA-mixer with variable conversion gain (VG-
LM) for wireless local area network (WLAN) applications. A low noise
transconductance amplifier (LNTA) is used as the transconductance stage in the
Gilbert cell mixer. The wide variable conversion gain range is achieved by the
change in LNTA’s transconductance and transconductance of the mixer switching
transistors.

Results: The proposed LNA-mixer is designed and simulated using 0.18um CMOS
technology in Cadence Spectre RF. The post-layout simulations exhibit the
proposed circuit operates at 2.4 GHz with a bandwidth of 10 MHz. In addition, the
conversion gain is changed from -3.9 dB to 23.9 dB with the variation of the
controlled DC voltage from 0.5 to 1.8. At the high gain, the double-sideband noise
figure (DSB-NF) is less than 3.7 dB, and its third-order intermodulation point (IIP3)
is -9 dBm. The power consumption is 22 mW from the supply voltage of 1.8 V. The
circuit occupies 743 umx775 pum of core chip area.

Conclusion: Using the proposed circuit, the RF front end receiver does not need

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

the low noise amplifier (LNA) and variable gain amplifier (VGA).
(@IOI

Introduction

In recent vyears, wireless

communications have Mixer  VGA LPF ADC

considerably developed, and the designers have sought to
address the RF front-ends with higher level of integration
and lower cost [1]-[7]. A direct conversion receiver (DCR)
front-end suffers from DC offset due to self-mixing, 1/Q
imbalance, and flicker noise. However, it still is used
widely due to small size, low cost, low power |
consumption, and the fewer number of external 1
components [8], [9]. As illustrated in Fig. 1, the DCR front- !
end consists of RF bandpass filter (BPF), low-noise
amplifier (LNA), I/Q mixer, variable gain amplifier (VGA),
and lowpass filter (LPF).

Antenna

Fig. 1: Direct conversion front-end architecture.
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As seen, the variable gain amplifier (VGA) is inserted
between the mixer and the LPF to compensate the low
conversion gain of the mixer and control the signal power
level. Consequently, the VGA increases the dynamic range
of the DCR [10]. The VGA is typically used along with the
auxiliary circuits, such as common-mode feedback
(CMFB), DC offset voltage cancellation, and the
exponential current generator. The circuits provide a
constant signal amplitude for the analog to digital
converter (ADC) and eliminate the undesirable DC offset
voltage [11].

Merging some blocks in RF front-end is an effective
method to achieve high integration level and low cost.
Martines et al. [12] designed a combined LNA and mixer
with low power consumption and chip area. However, the
proposed LNA-mixer exhibits low conversion gain and
high noise figure (NF). Ryu et al. [13] proposed a variable
gain mixer with automatic gain control (AGC). This
proposed design achieves a wide variable conversion gain
range with a maximum conversion gain of 10 dB. In
addition, the AGC circuit suffers from the design
complexity to obtain the dB linear function with MOS
transistors. Kolios and Kalivas [14] used the dynamic
current bleeding technique to realize the variable-
conversion gain mixer (VCG-mixer). Moreover, they
applied the inter-stage inductors to cancel the parasitic
capacitances seen at the source of switching transistors.
However, the circuit presents a low conversion gain range
and occupies a large chip area. Wang and Saavedra [15]
employed a Gilbert-Cell mixer with the reconfigurable
gate widths in the RF transconductance transistor,
thereby varying the conversion gain. However, the mixer
does not obtain a continuous conversion gain range. Wu
and Chou [16] applied forward body bias control to a body
terminal of the RF transconductance and LO switching
stages to achieve a mixer with variable conversion gain.
The proposed mixer consumes low power, but it suffers
from low conversion gain and a narrow tunable range.
Kalamani [17] employed the double balanced mixer and
the differential LNA to achieve high conversion gain, but
it consumes high power. Hu et al. [18] offered a LNA-
mixer with improved conversion gain and NF. The gain
boosted and the current bleeding techniques are
exploited to achieve a high gain and an appropriate NF.
Gladson et.al. [19] used a low-noise transconductance
amplifier (LNTA) in the RF transconductance stage of the
down conversion mixer to reduce the noise of the
switching stage. Moreover, the linearity of the low-noise
stage is improved by using post-distortion based
harmonic cancellation technique, that provides an
enhanced spurios free dynamic range (SFDR) of up to
81.88 dB. Cao et al. [20] proposed a digitally controlled
dedicated short range communications (DSRC) receiver
operating at 5.8 GHz, specifically designed for the Chinese

electronic toll collection system. The design utilizes a
digital baseband for controlling LNA and mixer circuits.
However, the LNA cannot exhibit a continuously variable
gain, and it is characterized by four discrete modes. Guo
et al. [21] employed a highly linear wideband differential
LNTA for current-mode SAW-less receiver architecture.
The design is developed by using an active-combiner
feedback and complementary multi-gated transistor
(MGTR) configurations, that provides high linearity with
simultaneous compensations for the second- and third-
order nonlinearity of transistors.

In this paper, the structural innovation is done to
merge the LNA with down-conversion mixer, and VGA.
The proposed variable gain LNA-Mixer (VG-LM) can
control the conversion gain, translate the RF input to IF
output with low noise performance, simultaneously, and
exhibits higher level of integration. In the proposed
circuit, an LNTA is inserted in the RF transconductance
stage to control the conversion gain continuously by up to
20 dB. In addition, the proposed LNTA enhances LNA-
mixer conversion gain (CG), thereby improving the noise
performance effectively. The proposed VG-LM is designed
over the RF frequency of 2.4 GHz for WLAN applications.
The remainder of the paper is organized as follows.
Section 2 presents the VG-LM structure and details the
proposed LNTA. In Section 3, the simulation results are
discussed, and the performance of the VG-LM is
compared with previous studies. Finally, the conclusion is
presented in Section 4.

Design of Proposed VG-LM
A. Conventional Gilbert Cell Mixer

Fig. 2 illustrates the double-balanced active mixer
based on the Gilbert cell. As illustrated, it consists of the
RF input, current switch, and load sections. The RF input
is called the RF transconductance, which converts a
voltage to a current signal by transistors of MRF. The RF
signal passes from the LO switching for frequency
translation, and it is commutated by transistors of MSW.
Finally, the IF current converts to IF voltage by load
resistors [22], [23].

Fig. 2: Schematic of the conventional downconversion active
mixer.
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Proposed LNTA

Fig. 3: Schematic of the proposed VG-LM.

The voltage conversion gain (CG) of the mixer is
reduced by gradual LO transitions and the parasitic
capacitor (Cp) that is seen at the source of switching
transistors [17]. Therefore, the CG of the active mixer is
defined as follows:

Imsw(1—a)
CG = _gm,RFRLm—
T 2,2 2 (1)
Cp w? + gmsw

where gmre and gm sw are the transconductances of the RF
input and LO switching, respectively. a is equal to 2AT/T\o,
where AT is a fraction of each half cycle of the LO period
(Two), that the LO transistors act as a balanced differential
pair.

B. Proposed VG-LM

Fig. 3 illustrates the schematic of the proposed VG-LM.
The proposed circuit exploits a low noise
transconductance amplifier (LNTA) in the RF input stage
of the mixer. The variable conversion gain can be realized
by changing the LNTA’s transconductance (Gmnta) and
transconductance of the mixer switching transistors
through the DC control voltage (V).

As shown in Fig. 4, the proposed LNTA consists of
cascaded stages of a resistive shunt—shunt feedback
amplifier (M1 and Ms) and an inverter-based amplifier (Ms
and M5). When the controllable bias voltage (V) is low
enough, My operates in the saturation region, and the
input signal is amplified with the common-source
amplifier. Since the DC current of Ms is reused by M3, the
power consumption of the input stage is reduced. This
stage is self-biased by the feedback resistor of Rr and
coupled to the second stage by the large ac coupling
capacitance of Cc The input stage of LNTA is designed to
achieve the high voltage gain and low noise figure (NF),
while the second stage provides linear-in-dB gain control

characteristics. The inverter-based amplifier is loaded by
M,y with controllable bias voltage.

VDD

l iour

—if

Ry
—MA—— —
Cc Lgt Cc
vy o —M1 —
R T
= = VBI - VL‘IT[

Fig. 4: Schematic of the proposed LNTA.

The current passing through Ms can control the
effective transconductance of the second stage. The
transconductance of the LNTA can be degraded by the
parasitic capacitances seen at the source of mixer
switching transistors at high frequency. Therefore, an
inductive series peaking Ls is inserted at the output.

C. Input Matching

The LC (Le1 and Gs) and resistive feedback techniques
are inserted in the proposed input matching network. The
series inductor, Lgi, is used to extend the RF bandwidth
and reduce the noise contributed by LNTA. Assuming that
the total impedance due to the gate-drain capacitances of
M and M3 (Cea1+Cga3) is relatively higher than Rg, the
small-signal equivalent circuit of the proposed LNTA is
simplified, as illustrated in Fig. 5. As illustrated, the
capacitor of Cs and the gate-source capacitances of M,
and M3 are merged as Ceqi- The total of the gate-source
capacitances of Ms and M; and their input Miller
capacitances is represented by Ceq2, and Ceqs is the
parasitic capacitance seen at the drain of M.
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Fig. 5: Small-signal equivalent circuit of the proposed LNTA.

By neglecting the gate-drain capacitances, Ceq3 equals
Cabs+Cab7+Cabs. The input impedance is equal to the series
combination of Lg; with the parallel combination of Ceq1
and the impedance seen at the gate of M; and M; and is
given by:

Ziy = I (L(;ls
Cgsll 2)
4 ( 1 I Rp+ Zeq1 )
Ceqls 1+ Gm,efflzeql

where Gmeff1=gmi1+dms is the effective transconductance
of the input stage, and Z.q1 represents the load
impedance and is given by:

Zeqr = (roallros)ll ~ (101ll703) (3)

Ceqz
where ro represents the MOS output resistance. By
substituting (3) in (2) and neglecting channel-length
modulation, Ziy can be rewritten as:

1 1
ZIy=7——I{(L s+< | ) (4)
= Cgsll ( o Ceqls Gm,effl

By assuming that Cs is high enough to satisfy
Gun,eft1/ Ceqi<<1/V(Lg1Ceq1), the (4) reveals there is a
dominant pole near dc and a resonant zero close to
wo=1/V(Ls1Ceq1). At the frequency of wo=2mx2.4 rad/s, Zin
is obtained as follows:

LGle,effl

Ziy = = (L6100)*Gmeff1 (5)

Ceql
According to (5), the input matching can be achieved
by proper choice of Gmefr1, and Lgi. Thus, Gmesr1, and La1
values are chosen equal to 30 mA/V and 2.7 nH,
respectively, to achieve input matching at 2.4 GHz.

D. Gain AnalysisSection Headings

Based on the small-signal equivalent circuit illustrated
in Fig. 5 and (1), the CG of the proposed mixer can be
obtained as follows:

cG :E Im11(1 — @)

T Gm,LNTARL
[C21, w2 + g2
gs11 miil (6)

2
= p GmuntaRL (1 — a)

where Gm,nTa represents the total transconductance of
LNTA and is given by:

lour _ lour _ Vx
Gm,ivra = 5~ = =X 7)
TENTA T iy Ux Uy
where,
UX
Vin
_ _(Gm,efflRF - 1)Zeq1 (8)
Ceqll'GIZeqle2 + LGle,efflzeqls + Zeqlx
and,
iOUT Gm,effzgmllzeqz 1
= X 2 (9)
Ux 1+ gmllzeqz 1+ LGZCquS

where Zeqix=Zeqi+Rr, and Gmefr2=gms+gm7 is the effective
transconductance of the second stage, and Zeg
represents the load impedances, and it is expressed as:

Zeqz = <T05||7’07||TL>59|| C ) | <LSS
eq3

+(s1)
<Cg5115 Imi11

The channel resistance of Ms, rpss, depends on the
controllable bias voltage of Ve, and it can vary from rog
to Rono=1/(unCox(W/L)(Ver-Vin)) when My is driven into
the triode region. The mt-network consisting of Cegs, Ls, and
Cgs11 presents an infinite impedance at the frequency of
1/V(CeqnCesiils/(Ceqi+Cesi1)), and therefore Zeg s
simplified as:

(10)

91111 ) .

According to (11) and neglecting channel-length
modulation, the (9) is approximately simplified as follows

Zeqz = <r05||7"07||7’ns9||
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at the resonance frequency of 1/V(Lg2Ceq2):

lout
vx

Gmefr29mi1 (7”039” 1 )
_ ’ Imi1
= (12)

1
V2 <1 + Im11 (TD59|| g_ ))
mi11

In addition, neglecting channel-length modulation and
according to (3), the (8) is rewritten as:

i _ Gm,efflRF
VIn Ceqchls2 + LGlcm,effls +1

(13)

By proper choosing of Lg1 and resonating with Ceq1, the
gain peaking can be achieved, and (13) can be simplified
at wo=1/V(Ls1Ceq1) as follows:

Ux Rp

= - (14)
VIn woLgq

Consequently, by replacing (12) and (14) in (7), Gm,inTa
is calculated as follows:

lour
Gm, LNTA = —v
IN
1
Gmerr2Rrgman <7”059|| Tt ) (15)

IR

1
V2L w, (1 + 9mi1 (TD59” I ))
mi1

when Vi is increased from Vi, to supply voltage, Mg
enters from saturation to triode region, and vpss is
decreased. Thus, rpsy is reduced as well as 1/gmis.
Moreover, the bias current of M is effectively enhanced
by increasing Ve, and therefore, Gmefr2 is reduced. Fig. 6
illustrates the gmi1and Gm,nta versus Ve under the input
matching condition of Zy=50 Q and operating Ms in the
triode region.

350 60
\ — Gm LNTA
300 = omil |55
\ -
>
S 250 RN aas 50
g \ L . 5
< 200 \\ 45 E
= - =)
3 i \ 5E>
G 1504 ~ 40
- \
100 35
50 30
0.8 1.0 12 14 16 18
Vetrl (V)

Fig. 6: Theoretical G inTa, and gm11 versus controllable bias
voltage of Mo.

As can be seen, the conversion gain exhibits a wider
range of variations than Gn, (ntadue to increasing gmi1 with
Vi.A primary section heading is enumerated by a Roman
numeral followed by a period and is centered above the
text. A primary heading should be in capital letters.

E. Noise Analysis

The thermal noise of all transistors and resistors and
the flicker noise of the switching transistors are
considered the noise sources of the downconversion
active mixer. However, the flicker noise of the RF input
section is translated up by w.o, and it does not appear at
the baseband [22]. Therefore, the flicker noise
contributed by LNTA is not considered in the noise
analysis of the proposed VG-LM. The output thermal
noise of the conventional downconversion active mixer is
expressed as [17]:

Vi our = ITZLMRFRIZ,(]- —a)

2 2
+ Vi Mgy (2 Imsw

(16)
+ CZw?(1 - a)) R?
+ 8KTR,
where,
I vpp = 4KTY G re (17)
—— _ AkTy (18)
Unmsw =

Im,sw

where k and T are Boltzmann constant, and the absolute
temperature, respectively, and y represents the MOS
transistor thermal noise coefficient. For the proposed VG-
LM, the first term in (16) should be substituted by the
output thermal noise current contributed by LNTA
(P2n,nTa) as follows:

viour = BunraRE(L = @)
+ m (2 grzn,swa
+ Chw?(1 - a)) R?
+ 8KkTR,

(19)

The simplified model for LNTA noise analysis is derived
as illustrated in Fig. 7. Based on Fig. 7 and neglecting the
channel-length modulation, /2, n7a is calculated as:

7
Rg Rp Vg

o
Ht@&}h ’31 o

—I@: ,—@ Mefll—o

Fig. 7: Simplified equivalent circuit of LNTA for noise calculation.
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2
In.LNTA

— 2
- (vn.RF

2
—_— Rr + Rs (20)
+ (12, +1I2 —_— G2
( n.M, n.M3) (1 + Gm,efflRS) > meff2
— — 2 —
+ 11’2L.M5 + 1121.M7 Im11 <rDS9” ) + I‘I?L.Mg
mill

Under perfect matching condition and operating Ms in
triode region, (20) is rewritten as:

I3 inra
(R + Rs)2> 2

=4kT | Rr +yG —_—
(( F Y meffi1 4 meeff2 (21)

+ VGm,effZ + i)
Tps9
where rpse represents the channel resistance of My when
it enters the triode region. y is the excess noise coefficient
and its value is assumed 1.3 for 180 nm transistors [24].
By assuming Rg>>Rs, the single side-band noise figure
contributed by LNTA (NFssg,nTa) can be obtained as:

NE N n2(4+ VGm,efﬂRp)
SSB,LNTA = 2Gmos i Rr(1— @) )
mly

X

Gm,effle,effZRIZ:‘(l - (X)

To theoretically evaluate the noise performance of the
proposed VG-LM, Fig. 8 illustrates the double side-band
NF contributed by LNTA. As can be seen, the NF is related
to the effect of My, and increasing Ve allows further
increase of NF.

o
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Fig. 8: Theoretical DSB NFLNTA versus controllable bias voltage
of Mg with a=0.1 and y=1.33.

Moreover, for higher values of Ry, NFnta exhibits less
changes with increasing V1. However, choosing high
values of Rr can degrade the input matching impedance.

Thus, the Re value is chosen equal to 1.5 kQ to achieve

desirable input matching and noise performance along
with high conversion gain. According to Fig. 6 and Fig. 8,
the conversion gain of the proposed mixer can be
continuously controlled by the bias voltage of Ms, while
DSB NF is enhanced by less than 1 dB. However, as
illustrated in Fig. 6, the transconductance of switching
transistors (gmi1) is increased by increasing V., and as a
result, can enhance the flicker noise contributed by
switching transistors.

Simulation Results and Discussion

The proposed VG-LM with an RF frequency of 2.4 GHz
and IF frequency of 10 MHz is designed and simulated in
180 nm RF-TSMC CMOS process by Cadence Spectre RF.
To reduce the effect of parasitic capacitors, the length of
transistors is chosen to be 0.18 um. Moreover, the width
of transistors is designed and optimized by considering
the above analysis and power consumption. Table 1
presents the optimized values of device sizes for the
proposed VG-LM.

Table 1:. Device sizes of the proposed VG-LM

Device Parameters Value
M, (66 um/0.18 um)
Ms (32 um/0.18 um)
Msg (215 um/0.18 um)
Transistor (W/L)
Mag (15 pm/0.18 um)
Ma,10 (42 um/0.18 um)
M11.14 (408 um/018 um)
L 2.2
Inductor (nH) ct
Ls 5.9
Re 1.5
Resistor (kQ)
Rs 20
RL 0.35
c itor (pF) Cs 0.6
apacitor (p
Cc 5
Va1 0.62
Bias voltage (V) Va2 0.56
Voo 1.8

The VG-LM consumes 12.46 mA and 14.7 mA from a
1.8 V supply voltage when the conversion gain is
maximum and minimum, respectively. The circuit layout
of the proposed VG-LM is illustrated in Fig. 9. The chip
area is about 0.57 mm? (743 umx775 pm), including all
the pads and guard rings. Fig. 10 shows the post-layout
simulated input return loss. By changing the control bias
voltage of My (Vn), all the simulated Si; are less than -10
dB over the input frequency of 2.4 GHz. This performance
proves an appropriate design of input matching and
demonstrates the input matching is hardly affected by
changing the V.
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g. 9: Circuit layout of the proposed VG-LM.
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g. 10: Simulated results of input return loss with different
values of V.

By considering P.o= 0 dBm, the simulated conversion
gain (CG) is illustrated in Fig. 11. As illustrated, the
simulated conversion gain can be controlled continuously
from 23.9 dB to -3.9 dB when V is varied from 0.5 to 1.8
V at 2.4 GHz.

Fig. 12 presents the noise performance of the VG-LM
in the intermediate frequency (IF) range of 1 kHz—10 MHz.
At the IF frequency of 10 MHz, the simulated result
indicates the DSB NF ranges from 3.74 dB to 6.71 dB when
Ve is changed from 0.5 V to 1.8. Moreover, it can be seen
that DSB NF increases slightly as the conversion gain
drops. As mentioned in the previous section, the flicker
noise is relatively affected by V. changes.

To evaluate the nonlinear performance, the two tones
with 4.125 MHz spacing are applied to the proposed VG-
LM. Fig. 13 illustrates simulated input third-order
intercept point (IIP3) at Vn=0.5 V and Vn=1.8 V. As
illustrated, the VG-LM has IIP3 of -9 dBm and -6 dBm
when the control bias voltage is 0.5 V and 1.8 V,
respectively.
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Fig. 11: Simulation results of the conversion gain versus (a) RF
frequency and (b) IF frequency.
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Fig. 12: Simulation results of NF versus IF frequency.

Furthermore, the output third-order intercept point
(O1P3) values at the control voltages of 0.5V and 1.8 V are
equal to 17.5 dBm and 7.8 dBm, respectively. In addition,
to evaluate the limitations arising from both noise and
interference, the spurious-free dynamic range (SFDR) is
evaluated as follows [22]:

2
SFDR [dB] = 5 (Pyps[dBm] + 174[dBm]
— NF[dB] — 101og(BW)) — SNR

(23)

By assuming minimum output SNR (SNRmin) of 10 dB
and the bandwidth (BW) of 10 MHz, the resulting SFDR is
equal to 50.84 dB at the control voltage of 0.5 V.
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Fig. 13: Simulated IIP3 of the proposed VG-LM.

In Fig. 14, the simulated 1 dB-compression point (P1gs)
is illustrated for the maximum and minimum conversion
gain. The results show that the VG-LM has a Pygs of -21
dBm and -16 dBm at V#=0.5 V and 1.8 V, respectively.
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Fig. 14: Simulated P1dB of the proposed VG-LM.

The Monte Carlo results, including process variations
and mismatch, are illustrated in Fig. 15 for 200 samples at
the RF frequency of 2.4 GHz and the IF frequency of 10
MHz. The results show a mean CG of 23.81 dB with a
standard deviation of 0.17 dB and DSB NF of 4.81 dB with
a standard deviation of 0.1 dB at the maximum
conversion gain. Moreovere, the mean CG is -3.85 dB with
a standard deviation of 0.18 dB, and DSB NF is 7.72 dB
with a standard deviation of 0.27 dB at the minimum
conversion gain.
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Fig. 15. Monte Carlo simulation results of 200 runs. (a) At the
maximum CG. (b) At the minimum CG.

Consequently, the proposed mixer exhibits good
stability against process variations and mismatch.

Fig. 16 (a), and (b) illustrates the stability factors based
on the Sparameters to consider the stability of the
proposed VG-LM. The necessary and sufficient conditions
for unconditional stability are given as follows:

K = 1—[S1]% = [S5,|% + A7
251211211

>1 (24)

A =151182, — S12541 < 1 (25)
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Table 2: Simulation results of the proposed mixer with temperature and process corners.

Parameters CG(dB) NF(dB) IIP3(dBm) S11(dB)
FF@-40 23.77 4.15 -9.2 -16.48
TT@27 23.93 3.74 -9 -18.68
SS@85 16.95 5.025 -7.6 -20.35
As can be seen, the proposed circuit benefits from high
150 conversion gain, good input match, and low NF when it
— Vetrl=05V works in the maximum conversion gain. Moreover, it
120 — Vcﬂ exhibits a wide conversion gain range and slight variations
o in the NF.
90 e The following figure of merit (FoM) is used to have a
* B’M— ‘ fair comparison as follows:
® i CGmax(dB) GR(dB)
20 X 10 20
2 FoM = 10log| —57—5 (26)
10 X Pp.(mW)
Oz.o 22 24 26 2.8 3.0 where Ppc and GR represent the power consumption and
RF frequency (GHz) gain range, respectively.
As seen in Table 3, the proposed VG-LM has a high
(@) conversion gain compared to the recent structure as well
as low DSB NF.
10 It results in an outstanding FoM proving the
= Vetri=05V effectiveness of using the proposed LNTA in the RF stage
0l vetr=t8Y S M of the Gilbert cell mixer. Although the 1IP3 is not as high
MW as [13], [25] and [27], it is comparable with [15], [16] and
06 M [29], which is acceptable for using in WLAN applications.
< " WM The mixer reported in [13] exhibits a wide gain range, but
04 W’M— it has low conversion gain. Moreover, some RF front-end
circuits [26], [28] and [30] are evaluated to present a
0.2 complete comparison with recent studies.
However, these circuits do not realize the variable gain
00 - " e e 20 and FoM is not reported for them.
RF frequency (GHz) Barzgari et al. [26] proposed a quadrature and

(b)
Fig. 16: Simulated stability factor of the proposed VG-LM.

As can be seen, the proposed VG-LM satisfies the
conditions for unconditional stability over the frequency
band of interest at V(n=0.5 V and V,=1.8 V. Also, Table 2
presents the simulation results in different corners of the
process and temperature changes with V(1=0.5 V. As can
be seen, in the worst case, the conversion gain drops to
16.95 dB because it strongly relies on the
transconductance of M;;. The simulated performance of
the proposed VG-LM is summarized in Table 3, and
compared with the state-of-the-art results.

differential RF front-end receiver for low power
applications. By combining balun, LNA, mixer, and
oscillator in a single stage, the proposed circuit features
high integration level and low power consumption. Vitee
et al. [28] presented an inductively source degenerated
balun-LNA mixer.

They achieve good linearity by two linearization
techniques but the NF and chip are are high in comparison
with other designs. Bae et al. [30] proposed a new
reconfigurable front-end circuit by using a reconfigurable
parallel mixing subharmonic (SHM)-based time-
interleaved RF channelizer. The circuit achieves high
conversion gain but the linearity is the lowest among the
RF front-end designs.
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Table 3: Performance summary of the proposed VG-LM and comparison with previous works

Ref. (13] [16] [17] [18] [19] [20] [25] [26] [27] 28]  [29] (30] This work
CM?:;)ECP" 018 018 018 018 018 0.13 013 018 018 013 013  0.065 0.18
fi Balun+ fi
Topology MiXer Mixer LNA LNA  LNTA Mixer Reconfig. ~ \ay  Mixer Reconfig. | NTA +Mixer
POIOBY  LVGA +VGA +Mixer +Mixer +Mixer +VGA Mixer +VGA | NA+Mixer +VGA
Mixer
Maximum o 545 2228 20 17.87 45 17 57  19.67 22 237 46.7 23.9
CG? (dB)
Measuremen Sim. Meas. Sim. Sim. Sim. Meas. Meas. Meas. Meas. Meas. Meas. Meas. Sim.
t Method
ch dPB°n‘:")er 8 N/A N/A N/A N/A NA NA N/A 0 N/A 0 0
RF F{;E:T”CHA-LG 18 24 210 24 58 1122228 07-23 223 16 0308 2.22.6
IF F(r:/lq:zncy N/A 10 595 10 N/A 5 110 2 10 100 140 3-10 10
Minimum 4
psenm (s VA 141 68 59 <15 11 105 803 7.2 38 5.2 3.74
Cr(’r']':r::a 002 093 N/A 052 01 075 %2 075 o071c 116 o043 36 0.57¢
SUPPV g 08 18 18 18 15 12 08 18 12 15 12 1.8
voltage (V)
Poc? (mW) 756 2 374 72 9 33 59 034 2376 315  N/A 24.7 22.46
P32 (dBm) 7  -11 N/A -1 11.83 -44 86 -155 85 16 4 223 -9
Sw?(dB)  N/A N/A N/A -7 9 237 N/A <10 N/A <10  -15 N/A <-10
GR(dB) 45 97 N/A 3 N/A N/A 158 N/A 18 N/A 13 6.4 27.8
FoM N/A 006 N/A -38 N/A N/A 23 N/A 293 N/A  N/A 7.42 8.59
a. High gain
b. Core
c. Core + Pads
d. only LNA
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A Merged LNA-Mixer with Wide Variable Conversion Gain and Low Noise Figure for WLAN Direct-Conversion Receivers

Conclusion

In this paper, a merged LNA-mixer with 27.8 dB
variable gain range is presented. Using a low noise
transconductance amplifier (LNTA) in the RF stage of the
active mixer, a wide conversion gain range is realized
without significant degradation in the noise figure. The
proposed variable conversion gain LNA-mixer (VG-LM) is
designed and simulated in RF-TSMC 0.18 um CMOS
technology. The post-layout simulated results exhibit an
input matching (S11) less than -10 dB, the maximum
conversion gain of 23.9 dB, and the minimum DSB noise
figure of 3.74 dB at the input frequency of 2.4 GHz. The
simulated results demonstrate that the proposed VG-LM
could be suitable for the low noise and wide tunable gain
range RF front-end receivers in WLAN applications.
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Abbreviations

CMOS Complementary Metal Oxide

Semiconductor

Low Noise AmplifierMultispectral

LNA

VG-LM Variable Conversion Gain LNA-Mixer
WLAN Wireless Local Area Network

LNTA Low Noise Tansconductance Amplifier
DSB-NF Double-Sideband Noise Figure

VGA Variable Gain Amplifier

DCR Direct Conversion Receiver

BPF Bandpass Filter

LPF Lowpass Filter
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CMFB Common-Mode Feedback
ADC Analog to Digital Cconverter
NF Noise Figure
AGC Automatic Gain Control |
VCG Variable-Conversion Gain
SFDR Spurios Free Dynamic Range
DSRC Dedicated Short Range Communications
MGTR Multi-Gated Transistor
RF Radio Frequency
IF Intermediate Frequency
LO Local Oscillator
cG Conversion Gain
GR Gain Range
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Abstract

Background and Objectives: Blockchain technology as a distributed and tamper-
proof data ledger is attracting more and more attention from various fields around
the world. Due to the continuously growing of the blockchain in both transaction
data and the number of nodes joining the network, scalability emerges as a
challenging issue.

Methods: In this survey, the existing scalability solutions in the blockchain are
discussed under five categories including on-chain scalability, off-chain scalability,
scalable consensus mechanisms, DAG-based scalability, and horizontal scalability
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Keywords: through sharding. Meanwhile, the novelties they have created on the fundamental

Blockchain layers of the blockchain architecture are investigated.

Scalability Results: As a result, the advantages and disadvantages of the discussed
mechanisms are pointed out, and a comparison between them in terms of

Consensus different scalability metrics such as throughput, latency, bandwidth, and storage

Sharding usage is presented. Therefore, this study provides a comprehensive understanding

Throughput of the various aspects of blockchain scalability and the available scalability

solutions. Finally, the research directions and open issues in each category are
argued to motivate further improvement efforts for blockchain scalability in the
future.

Conclusion: Scalability allows blockchain system to sustain its performance as it
grows up. Lack of scalability has a negative effect on the mass adoption of the
blockchain in practical environments. This paper presents a profound analysis of
the existing scalability solutions, the issues and challenges they address, and the
ones that are not resolved yet. Consequently, it inspires novel ideas for more

scalable and efficient blockchains in the future.

Electricity management [10], [11], insurance [12] and
voting [13], [14].

Numerous works proceed research to address
different challenges associated with blockchain systems
e.g. security [15], [16], decentralization [17], [18],
scalability [19]-[22], query processing [23]-[25],
blockchain indexing [26], [27] and so on. Generally, in
order to carry out a robust project, it is essential to make
a trade-off among three key properties of blockchain

*Corresponding Author’s Email
Address: sahafi@iau.ac.ir

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

Introduction

Blockchain is a distributed ledger that eliminates the need
for any third-parties and enables the participating nodes
in a peer-to-peer network to agree on every single entry
in the data ledger using a consensus mechanism. Thanks
to interesting features such as decentralization,
immutability, transparency, and trustlessness, blockchain
has turned into the most breakthrough technology and

has been used in developing the applications of diverse
domains. For example, many works take advantage of
blockchain technology in finance [1], [2], E-Healthcare [3],
[4], Internet of Things [5]-[7], supply chain [8], [9],

Doi: 10.22061/jecei.2023.9975.670

including decentralization, security, and scalability. Vitalik
Buterins, one of the co-founders of Ethereum [28], claims
that the blockchain systems can only have two out of
these three properties and refers to it as a scalability
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trilemma. It is obvious that security is a vital feature for
blockchain and not able to be sacrificed for any two other
properties. On the other hand, decentralization is an
intrinsic feature of blockchain systems. Therefore,
scalability remains a challenging feature that should be
handled  without compromising  security and
decentralization. Scalability enables blockchain to
manage the growing number of requests effectively and
retains its performance over different aspects e.g.
throughput, latency, storage, and bandwidth usage, as it
expands. Due to the distributed and agreement-based
nature of the blockchain, its throughput in terms of
Transactions Per Second (TPS) is considerably low in
comparison with traditional databases. In addition, to
participate in the consensus-making process, the nodes
need a huge storage space to maintain a copy of the data
ledger and sufficient bandwidth to communicate with
other peers during the consensus process. Consequently,
the mentioned scalability issues can become bottlenecks,
hindering the widespread adoption of blockchain
technology. A number of solutions have been proposed in
the literature to cope with these issues. This survey
reviews some of the top-cited research works addressing
scalability issues and groups them into 5 categories: (1)
on-chain scalability, (2) off-chain scalability, (3) scalable
consensus mechanism, (4) Directed Acrylic Graph (DAG)-
based scalability, and (5) horizontal scalability through
sharding.

On-chain scalability strategies [29]-[38] are aiming to
improve scalability by modifying the core features and
elements of the blockchain like block [31], [38] or
transaction structure [29], [30]. On the other hand, off-
chain strategies [39]-[46] are designed to leave
transaction processing outside the blockchain to save
storage space and mitigate blockchain workload. For
instance, Lightening Network [39] and Raiden Network
[40] have adopted this strategy to enhance scalability.
Scalable consensus mechanisms [47]-[55] refer to the
methods that lead to agreement on a greater set of
transactions in a shorter time. The fourth category,
namely DAG-based scalability, points to the solutions in
which instead of traditional blockchain, an alternative
data structure named DAG is used [56]-[62]. Generally
speaking, in these methods, the data ledger is modeled as
a directed acyclic graph with vertices representing
users/accounts and edges representing transactions
among them. Hence, the transactions can be processed
independently resulting in a significant increase in the
throughput of the data ledger. Finally, horizontal
scalability through sharding implies solutions that
periodically partition blockchain nodes into subsets called
"shards" and allow parallel processing of the transactions
in shards. Sharding is the most promising approach
towards improving scalability, and sharding-based
protocols [63]-[72] have achieved a high improvement in

throughput and other scalability criteria. In the following,
related works are investigated in more detail. The
contributions of this paper are as follows:

e First, to provide a background of the blockchain
components, a layered architecture of the
blockchain along with key components within each
layer is discussed.

e Then, existing scalability solutions are organized
into a taxonomy and their ways of improving the
blockchain scalability besides their advantages and
disadvantages are debated.

e In addition, the solutions of each taxonomic
category are compared in terms of their key
characteristics and scalability improvements
including throughput, latency, storage, and
bandwidth/ communication overhead.

e Finally, the remaining issues and future research
directions for each category of the scalability
solutions are individually outlined.

The remainder of this paper is as follows. The next
section gives the preliminaries of the blockchain. After
that, the existing surveys in blockchain scalability are
reviewed and compared with this work. Then, the
research methodology followed by this paper is
explained. In the following sections, a taxonomy of the
blockchain scalability solutions is presented, existing
works are surveyed in detail and future research
directions and open issues are discussed. Finally, the last
section concludes the paper.

Blockchain: Preliminaries

In this section, aiming to achieve a better
comprehension of the subsequent explanations, a general
architecture of the blockchain along with some
fundamentals is described. According to the abstraction
layer model suggested by the authors in [73], the
blockchain architecture is comprised of five layers: (1)
data layer, (2) network layer, (3) consensus layer, (4)
execution layer, and (5) application layer. In the following,
the functionalities of these layers and key components
within each layer are explained.

A. Data layer

The data layer in the blockchain architecture is
responsible for data management in blockchain systems.
The main focus of this layer is on the data structure,
transaction model, and cryptographic mechanisms such
as digital signature, Merkle tree and hash function, that
ensure the security and integrity of information stored on
the blockchain.

1) Types of Data Ledgers

From the perspective of data structure, the data
ledgers are divided into two main categories: blockchain
(e.g. Bitcoin [74] and Ethereum [28]) and DAG (e.g. IOTA
[56] and Nano [57]).
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Hash of Block N-2 Hash of Block N-1

Merkle Root Merkle Root

Timestamp Timestamp

Transactions List Transactions List

Block N-1

Block N

Hash of Block N
Merkle Root

Fig. 1: Structure of blockchain [75].

Blockchain is a back-linked list of blocks chained
together in an immutable and chronological order. As Fig.
1 [75] shows, to chain blocks together, each block is linked
to the existing blockchain using the hash of the previous
block. Each block consists of a set of verified transactions
that are grouped together by a miner to be registered on
the data ledger.

Opposite to the blockchains, in DAG-based ledgers,
there is no chain of blocks and the data ledger seems like
a graph. In other words, DAG is a network of individual
transactions that are linked together and provide
validation for each other. Practically, each new
transaction must validate previous transactions and
reference them to be registered on the network for
validation. Therefore, the transactions that are directly or
indirectly referenced by a given number of the
transactions can be considered as committed.

w W: Cumulative weight of transaction
w: Weight of transaction
ID_W) ID: Transaction ID

Hence, there is no need for miners to mine blocks of
transactions, resulting in fast confirmation times of the
transactions and subsequently improving throughput and
scalability. For example, in Fig. 2 [76], a weight is assigned
to each transaction, and a transaction is considered as
committed if the cumulative weights of the transactions
which confirm it, be equal to or greater than 4 (as a
threshold).

Other than blockchain and DAG, there exist other
types of data ledgers that have been used in some data
ledgers like Codra [77] and Radix [78].

Il) Types of Transaction Models

The transaction is the main element for storing and
exchanging information on the blockchain. Each

transaction causes a blockchain transition from a valid
state to another valid state.

n 1"\

k 1 p indirectly confirmes k

n directly confirmes k

B Committed transaction

[] Uncommitted transaction
O Tip transaction

Fig. 2: An example of DAG structure named Tangle [76].
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Two popular transaction models used in the
blockchains are: Unspent Transactions Output (UTXO)
and account-based. In the UTXO model, each transaction
spends unspent outputs owned by the sender to create
new outputs for a receiver as the new owner. In other
words, assets owned by a user are scattered across the
data ledger as unspent outputs of the transactions
received by that user. The main advantage of the UTXO
model is that it facilitates parallel processing of the
transactions due to its atomicity and thus provides better
infrastructure for scalability solutions. The bad point
about the UTXO model is that it is only suitable for the
applications in which each output is owned by one
person. Moreover, it complicates the development of
state-full smart contract-based applications because of its
stateless nature.

In contrast, the account-based transaction model,
analogous to the traditional banking model, maps each
account into a balance. It has to be said that, the
accounts’ balances are stored in a global state trie that is
constantly updated. Each transaction updates the global
state as it deducts an amount from the balance of the
sender and then adds that amount to the balance of the
receiver. In comparison with the UTXO model, the
account-based model is simpler and more efficient
because transaction validation only needs to check
whether the sender account has enough balance or not.
In addition, it facilitates the development of smart
account-based applications, specially state-full and multi-
party ones. Nevertheless, scalability in account-based
systems is more challenging than UTXO-based ones.
Finally, it is worth mentioning that Bitcoin [74] uses the
UTXO transaction model, whereas Ethereum [28] uses the
account-based transaction model.

Ill) Cryptographic Components

In order to keep transactions data secure and
immutable, blockchain uses cryptographic mechanisms,
namely Merkel tree, hash function, digital signature, and
Public Key Infrastructure (PKI) simultaneously. Merkle
tree and hash function are used together to provide data
integrity, whereas data signature is used to verify the
authenticity of the transactions and ensure non-
repudiation.

a) Merkle tree and Merkle Patricia Trie

In the blockchain, in order to chain the blocks in a
tamper-resistant manner, each block header includes the
hash of the previous block. Hence, any modifications in
previously published blocks require changing all the
subsequent blocks because they include the hash of the
modified block.

In addition to the hash of the previous block that
guarantees the integrity of the past transactions’ history,
each block contains a Merkle tree root that provides
integrity for the current block’s transactions (Reference to

Fig. 1 [75]). Merkle tree is a binary tree in which each leaf
node contains a hash of a transaction while each non-leaf
node contains concatenated hashes of its children.
Therefore, the Merkle tree root is a hash value obtained
from the hash of all the transactions in the current block
and any alternations in transactions will be detected by
other nodes in the network because the Merkle root of
the altered transactions will not match the one stored in
the block header.

Bitcoin [74], in which transactions are the only state,
uses the Merkle tree for the above-mentioned purposes.
On the other hand, Ethereum [28], in which each node
stores a global state consisting of a mapping between
accounts and the account state, uses a Merkle Patricia
Trie (MPT) that is an implementation of the Modified
Merkle Patricia Trie [79]. MPT is a cryptographically
authenticated key-value mapping that is used for storing
and retrieving the accounts’ state, as well as verifying
data integrity. In MPT, leaf nodes store key-value states
where the value is the account state and the key is its
hash, whereas non-leaf nodes store the hash of the next
node. Therefore, retrieving an account state needs to
traverse MPT downward through the non-leaf nodes each
of which stores the key of the next node, until reaching
the leaf node storing the value corresponding to the
searched key. The MPT allows checking data integrity by
computing the Merkle root hash of the trie since if any
key-value pair is modified, the Merkle root hash will not
match for the entire list of the key-value pairs.

It must be pointed out that both the Merkle tree and
MPT allow verifying the inclusion of a state (i.e. key-value
state in MPT and transaction in Merkle Tree) without
access to the entire blockchain using a method called
Simplified Payment Verification (SPV).

After all, it is evident that the hash function is a
fundamental component of blockchain technology. Most
blockchains use the SHA-256 hashing algorithm, however,
other hashing algorithms such as SHA-3 and Ripemd160
have been used by several blockchains.

b) Public Key Infrastructure and Digital Signature

In PKI technology, each user owns a pair of keys: a
public key and a private key, which are used for
authenticating users and protecting sensitive data. The
public key is distributed on the network and is known to
other nodes while the private key must be kept secret to
never be known by any other nodes except its owner. PKI
has algorithms that enable participating nodes in a
network to encrypt, decrypt, sign and verify messages
using their pairs of keys.

In PKI, if a message is encrypted with one key, it can
only be decrypted with the second key. Therefore, if a
message is encrypted with the public key of the receiver,
it can only be decrypted with the private key of the
receiver. In this case, the encrypted message is protected
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from eavesdropping by malicious users since the receiver
account is the only one that knows its private key and can
decrypt the message. On the other side, if a message is
encrypted with the private key of the sender, it can only
be decrypted with the public key of the sender. In this
case, the encrypted message is authenticated in terms of
its source because the sender account is the only one who
knows its private key and can encrypt that message.
Hence, if a message is encrypted by the private key of the
sender, the entire encrypted message serves as a digital
signature since it ensures a receiver that the message has
been encrypted by a claimed sender.

The digital signature is a primary usage of PKI
technology in the blockchain. In fact, a digital signature is
a mathematical function used to present the authenticity
of the transactions and ensure non-repudiation and data
integrity. Therefore, each transaction is signed by the
private key of the sender to be authenticated by other
participating nodes in the blockchain. Elliptic Curve Digital
Signature Algorithm (ECDSA) is the most widely used data
signature algorithm that has been used by Bitcoin [74]
and numerous blockchain applications, although some
blockchains use different digital signatures such as
Edwards-curve Digital Signature Algorithm (EdDSA) [80],
Borromean Ring Signature (BRS) [81], and One-Time ring
Signature (OTS) [82].

In addition, a number of works [63], [66] use PKI
combined with the Proof of Work (PoW) to establish
identities for users securely and unpredictably.

B. Network Layer

Blockchain operates on a peer-to-peer (P2P) network
that allows nodes to join the network and communicate
with each other in a trustless way. The network layer is
characterized by P2P network topology, peer discovery,
identity management, block and transaction propagation,
and takes care of privacy, anonymity, communication
cost, security and attack resiliency.

1) Types of Nodes

There are two types of nodes in the network layer:
lightweight nodes and full nodes. Lightweight nodes only
store block headers and verify transactions by the SPV
method, which allows users to verify the inclusion of a
transaction in a block using a Merkle path and referencing
to a trusted full node, whereas, full nodes store a
complete and up-to-date copy of the blockchain and
verify transactions autonomously without any external
references. A full node is more reliable and safer than a
lightweight node, however, it needs more storage space,
bandwidth and computing power than a lightweight
node.

1) Types of Blockchains

From the perspective of accessibility, blockchains are

A Comprehensive Review on Blockchain Scalability

classified into two primary types: public and private. A
public blockchain is open to the public so everyone can
join the network. On the other hand, a private blockchain
is closed to the public and each user requires to be
authorized for joining the network.
Additionally, from the perspective of permission,
blockchains are divided into two types: permission-less
and permissioned. In a permission-less blockchain, each
participating user can read, write or validate transactions
without specific permission, whereas in a permissioned
blockchain, authorized users need to obtain permission to
read, write or validate transactions.
Finally, based on accessibility and permission,
blockchains can be classified into four groups:
e Public permission-less (e.g., Bitcoin [74], Ethereum
[28], Litecoin [83])

e Public permissioned (e.g., Ripple [84], EOS [85],
Sovrin [86])

e Private permission-less (e.g., LTO [87], Holochain
[88], Monet [89])

e Private permissioned (e.g., Hyperledger [90], Corda
[771).

C. Consensus Layer

The Consensus layer is a key aspect of the blockchain
because in order to ensure consistency between the
copies of the data ledger spread across the P2P network,
the full nodes need to achieve a consensus on any
updates to the data ledger. Essentially, the consensus
process has an important role in many aspects of the
system performance, such as scalability, integrity, and
security. Consensus algorithms could be grouped into
three following types: (1) proof-based, (2) vote-based,
and (3) DAG-based.

In proof-based consensus algorithms, nodes compete
to obtain the right to append the next block to the chain
and the node that proves sufficient proof of qualification
will win the competition. Proof of Work (PoW) and Proof
of Stack (PoS) are the most popular proof-based
consensus algorithms. For example, Fig. 3 [91] represents
the flowchart of the PoW consensus process where the
nodes need to prove their computational effort to add
(mine) a new block to the network. To do so, a miner
generates a random number (referred as to Nonce) and
combines it with block data so that the hash value of the
output data will be less than or equal to the current target
of the network. The Proof-based consensus algorithms
are appropriate for public blockchains since they provide
high security in a trust-less system and also can easily
scale in the number of users. Despite these advantages,
this type of consensus algorithm reveals low transaction
output and also the majority of them (e.g. PoW) are
computation intensive and prone to the 51% attack
occurring when a single node or a group of the nodes
obtains control of more than 50% of the blockchain’s
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mining power.

Propose a new
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Fig. 3: Proof of Work (PoW) flowchart [91].

Oppositely, in the vote-based consensus algorithms, a
leader is first elected to propose the next block. Then, the
elected leader announces the next block to the other
nodes having voting right. Afterward, each node
participating in the voting process validates the proposed
block and multicast necessary messages to the other
nodes. Finally, if a given number of the nodes agree on a
new block, it can be appended to the chain. Byzantine
Fault Tolerance (BFT)-based algorithms such as Practical
Byzantine Fault Tolerance (PBFT) [49] and Raft [92] are
some popular examples of this type of consensus
algorithm. The vote-based consensus algorithms have
better transaction output and lower latency than the
proof-based ones, although they are communication
intensive and difficult to scale especially in large-scale
environments. Hence, the vote-based consensus
algorithms only work well on private and permissioned
blockchains.

On the other hand, DAG-based consensus algorithms
are used in the data ledgers that adopt DAG as their data
structure, where a new transaction requires to validate
the previous transactions in order to be processed by
other transactions. In other words, in the DAG-based
consensus algorithms, transactions provide validation for
each other and can be processed in parallel, leading to
fast transaction confirmation times. Fig. 2 [76] presented

in Section “Types of data ledgers” depicts an illustration
of a DAG-based data ledger where transactions are
validated by each other. The DAG-based consensus
algorithms have a comparative advantage in
performance, scalability and simplicity, although their
security can be compromised by malicious users who
validate their transactions.

D. Execution Layer

The execution layer offers a runtime environment
enabling nodes to participate in the network and interact
with each other. A runtime environment is composed of
Virtual Machines (VMs), compilers and containers that
are installed on the computers and allow them to operate
as a blockchain node. VMs contain APIs and services that
enable nodes to execute and validate transactions,
organize them into blocks and then share blocks with
other peers.

Ethereum blockchain has developed its own virtual
machine called Ethereum Virtual Machine (EVM).
Ethereum nodes run EVM to execute smart contract code.
A smart contract is a computer program that is executed
automatically by nodes under predefined conditions. The
smart contract helps transactions to be executed in a
secure, transparent and conflict-free way. Smart
contracts are written in a high-level language named
Solidity [93]. Therefore, in order to run on an executing
machine, smart contracts first need to be compiled into
bytecode by the Solidity compiler, then these bytecodes
are executed by EVM and deployed on the blockchain.

E. Application Layer

The application layer provides an interface for
blockchain users to easily interact with the network, see
results, share information and so on. In other words, the
application layer is the first layer used by users to
communicate over the blockchain network. Therefore,
the usability and efficiency of blockchain applications
greatly depend on the flexibility, speed and agility of this
layer. Cryptocurrency providing a gateway for exchanging
digital currency is the most popular example of the
application layer. other examples are Decentralized
Applications (DApps) developed in different domains and
industries.

Existing Surveys

This section summarizes the existing surveys on
blockchain scalability and outlines their contributions.

Hafid et al. [94] surveyed blockchain scalability under
two categories: first-layer and second-layer. To enhance
scalability, first-layer solutions modify the core features
of the blockchain, whereas second-layer solutions are
implemented outside of the blockchain and built on top
of it.

In [94], sharding-based solutions along with other
solutions including DAG-based and bigger block solutions
are placed in the first-layer solutions, although the focus
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is more on the sharding-based solutions. Hafid et al. [94]
presented a taxonomy of sharding-based solutions based
on committee formation and intra-committee consensus.
However, Hafid et al. [94] reviewed a comprehensive
range of the scalability solutions, they did not discuss the
solutions in enough detail (specially sharding-based
solutions).

Another disadvantage is that the discussed future
works do not cover all the solution types and are only
regarding sharding-based solutions.

Zhou et al. [95] presented a review of the blockchain
scalability solutions and classified them into 3 layers: (1)
layer 1 solutions, which are interrelated to the block data,
consensus strategies, sharding, and DAG-based data
ledgers, (2) layer 2 solutions that are associated with non
on-chain techniques and include payment channel, side-
chain, cross-chain, and off-chain computation
mechanisms, and (3) layer 0 solutions whose main
concern is to optimize data propagation in the blockchain.
Despite the careful subdivision of the solutions in these
layers, some key related works are not investigated in
detail and their main contributions are not well defined.
The main weakness of the survey [95] is that it lacks a
comprehensive comparison of the discussed works and
only a few methods are compared in terms of the
throughput and confirmation time.

Differently from the aforementioned surveys [94], [95]
the survey conducted in this paper provides a more
detailed taxonomy of the blockchain scalability solutions
including 5 categories: (1) on-chain scalability, (2) Off-
chain scalability, (3) scalable consensus mechanisms, (4)
DAG-based scalability, and (5) Horizontal scalability
through sharding.

Exploiting such accurate taxonomy helps to
discriminate and compare the key features of the various
solutions precisely. Therefore, in this paper, a
comprehensive comparison is presented separately for
each category. In addition, the future work for each
category is highlighted individually. Another advantage of
this survey is that it compares the discussed solutions in
terms of various scalability measurements including
throughput, latency, storage usage, and communication
overhead.

Nasir et al. [96], presented a systematic survey in
which they define two dimensions for blockchain
scalability: horizontal scalability and vertical scalability.
Horizontal scalability refers to scaling blockchain by
adding more nodes and clients, whereas vertical
scalability refers to boosting the capabilities of the
participating nodes such as processing power, storage
capacity, memory, and efficient strategy. Vertical
scalability is further broken down into several sub-
dimensions including throughput, latency, block
generation rate, and storage (chain size and block size).
Nasir et al. [96] categorized scalability solutions into 5
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groups including: (1) on-chain solutions, (2) off-chain
solutions, (3) hardware-assisted approaches, (4) parallel
mining/ processing, and (5) Redesigning blockchain,
although they did not go deep into the solutions of each
category. In addition, scalable consensus mechanisms
have not been investigated in the survey [96].

Yu et al. [97] provided a survey focusing on the
sharding solutions. They presented a comprehensive
comparison of the key features of the sharding-based
solutions and also conducted a systematic analysis of the
scalability metrics such as throughput, latency, storage
and communication complexity, although the debated
solutions are limited to only a small number of sharding-
based solutions.

Wang et al. [98] provided an overview of state-of-the-
art DAG-based blockchains and also abstracted a general
model to describe them in a theoretical and mathematical
form and then identified 6 types of DAG-based blockchain
systems.

They evaluated and compared the studied systems
from the perspectives of their structure, consensus
mechanism, security, and performance (in terms of
scalability, throughput, and latency).

Oyinloye et al. [99] presented a comprehensive
overview of the alternative consensus protocols which
have been proposed in recent years, even the lesser-
known ones. They evaluated the alternative consensus
mechanisms in terms of throughput, scalability, security,
energy consumption and block/ transaction finality
(including absolute/ immediate finality and probabilistic
finality).

Therefore, the main advantage of this survey over tree
above-mentioned surveys [97]-[99] is that it covers a
comprehensive variety of scalability solutions, instead of
focusing only on the sharding-based solutions or DAG-
based solutions and alternative consensus protocols.
Table 1 presents a summary comparison between this
work and the described surveys.

Research Methodology

This survey is accomplished based on four Research
Questions (RQ) and is aiming to answer these questions
at the different steps of the study. The questions are as
follows:

e RQ1: What are the scalability bottlenecks in the

blockchain systems?

e RQ2: What metrics are used to measure blockchain

scalability?

e RQ3: Which blockchain elements can be

manipulated to improve scalability?

e RQ4: What are the open issues and future prospects

for the blockchain scalability?

The research methodology of this survey consists of 6
steps that are described below:
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Table 1: Comparison Between this work and existing surveys

Covered Scalability solutions

Covered
Reference  year Publisher cars On- Off-Chain  Consensus DAG Shrading Evaluation metrics
y Chain mechanism
. 2014- Throughput, Latency,
- - v v v v
Ulal B0 2021 Storage, Bandwidth
Hafid et 2014-
v v v v
al. [94] 2020 IEEE 2020 Throughput, Latency
Zhou et al. 2014-
v v v v
[95] 2020 IEEE 2019 Throughput, Latency
. Throughput, Latency,
Nasir et 2021  Elsevier 2015 v x v v Block generation
al. [96] 2020
rate, Storage
Throughput, Latency,
Yu et al. 2016- Storage and
x x x v
[97] 2020 IEEE 2019 Communication
complexity
Wang et 2020 arXiY _ < < v < Scalability,
al. [98] preprint Throughput, Latency
Throughput,
Oyinloye 2018- Scalability, Security
x v x x ’ !
etal. [99] 2021 MDPI 2020 Energy consumption,

Finality

F. Keywords Generation

To generate the keywords for searching the relevant
research works, first, some possible answers were
provided for RQ1 and RQ2.

Then, two sets of keywords were extracted from the
answers of the RQ1 and RQ2, respectively named K1 and
K2.

As can be seenin Table 2, K1 and K2 keyword sets were
combined with K, a keyword set including primary
keywords such as blockchain, scalability, scalable and
scaling, to generate the expressions for searching among
electronic databases (considering the synonyms words).

Table 2: Process of generating the keywords and searching
expressions

Set Keywords

Main Keywords for
blockchain scalability

K blockchain, scalability, scalable,
scaling

network size, blockchain size, high
RQ1: What are the

scalability bottlenecks in
the blockchain systems?

communication overhead, storage,
block size, consensus (inefficient
consensus strategies)

RQ2: what metrics are
throughput, latency, storage usage,

used to measure
K2 pandwidth

blockchain scalability?

Search expressions = ((k1 or k2) and k) where {k € K, k1 € K1, k2 € K2}

G. Searching of Research Works

In this phase, using the generated search expressions,
the research works were searched in electronic databases
such as IEEE, Springer, ACM, Elsevier, Google Scholar,
Taylor & Francis and so on. At last, 137 research works
containing the mentioned keywords were found.

H. Refinement of Research Works

To select more relevant and valuable research works,
among the 137 discovered researches, the ones having
the below conditions have been excluded from the study:

e The papers not written in English.

e The papers published before the year 2014 (except
the highly cited ones).

e Short papers with less than 8 pages (except the
highly cited ones).
e The low-citation papers that have been published
before the year 2019.
e The review papers.
The output of this phase is 33 research papers.
I. Cross Checking the Selected Research Papers
In this phase, the references of the selected papers in
the previous phase were checked out, to ensure not
missing the important and valuable researches.
This checkout resulted in finding 8 other papers.

Therefore, during this study, totally 41 research works in
the field of blockchain scalability have been studied in
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detail.
J. Classification and Review

Finally, the selected papers were studied and
categorized based on the strategy that they have applied
to enhance blockchain scalability.

K. Identification of Future Research Directions

research works, the

Meanwhile evaluating the
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unresolved issues and also some promising directions
were identified and have been recommended at the end
of this study for future works.

Fig. 4 illustrates a summary of the steps followed by
the methodology of this survey in sequential order. Fig. 5
and Fig. 6 also respectively show distribution of the
reviewed research works by publisher and publication
year.

Fig. 4: Summary of research methodology.

Electronic Database

= IEEE

W Springer

H Elsevier
uACM

® Whitepaper

® others (Gooogle Scholar, Taylor and Francis and etc.)

Fig. 5: Distribution of research works based on electronic
database.

Scalability Issue

With the continuous growth of blockchain systems,
scalability is emerging as a challenging issue and the
biggest barrier to the widespread adoption of the
blockchain.

Publisher Year

M2014 m2015 m2016 W2017 m2018 mW2019 2020 w2021

Fig. 6: Distribution of research works based on publish year.

Despite the increasingly growing scale of the system, a
scalable blockchain not only retains its functionality and
performance but also takes advantage of the larger scale
system to improve its performance. Ever-increasing
transaction data and number of the participating users in
blockchain systems lead to scalability issues such as low
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throughput (in terms of transactions per second), latency
and also the greater need for storage and bandwidth.
Since blockchain is a consensus-based and distributed
data ledger where all the full nodes keep a copy of the
data ledger and validate all the transactions, the more
users join the network, the more time is needed to reach
a consensus on the transactions. Therefore, latency
increases and the overall throughput of the system
decreases. Moreover, with the growing size of the
blockchain, the full nodes require more storage space to
replicate the data ledger and more bandwidth to
download the whole data ledger to bootstrap at
initialization time. In this survey, scalability solutions are
grouped into five categories as follows:

*MAST

* SegWit

¢ BitcoinCash

¢ CoinChain

«CUB

e Jidar

* Segment Blockchain
* SE-Chain

® Txilm

* Delegated Proof of Stack
* Practical Byzantine Fault Tolerance

oF Byzantine Ag

. d ine Fault Tol
* Proof of Authority

* Algorand

*IOTA
*Nano
*DLattice
*Hashgraph
*JHdag

* TrustChain

DAG-based

Scalability

e On-chain scalability

e Off-chain scalability

e Scalable consensus mechanisms

e Directed Acrylic Graph (DAG)-based scalability

e Horizontal scalability through sharding

Fig. 7 demonstrates the taxonomic categories and the
existing solutions in each category that have been
discussed in this paper. Each category of scalability
solutions can make changes on the different layers in the
blockchain architecture. In the following sections, a
detailed survey of the existing scalability solutions is
presented. Meanwhile, these solutions are analyzed from
the perspectives of scalability metrics including
throughput, latency, storage, and bandwidth.

* Lightening Network
*Raiden

*pRaiden

© Trinity

*Rapido

*Plasma

*SPRF
* Atomic-Swap

¢ Elastico
*OmniLedger
*RapidChain
* Zilliqa
*Harmony

* Monoxide
*FleetChain

Fig. 7: Taxonomy of scalability solutions.

L. On-Chain Scalability Solutions

On-chain scalability solutions refer to the solutions
that modify some key elements of the data layer in the
blockchain architecture. According to the Data layer
section of this paper, key elements of the data layer are
block, transaction, Merkle tree, digital signature, and
hash function.

For example, some works [31], [100] use a bigger block
method in which the block’s size is increased to a larger
size. The bigger block method provides a higher
throughput because bigger blocks can contain more
transactions, thus whenever a block is added to the
blockchain more transactions are confirmed, although
the bigger blocks lead to a higher block propagation delay.

In addition, block compression is another method that
is used by some works [101], [102] to save both the space
of the blockchain and the bandwidth of the network. In
this section, some of the important on-chain scalability
solutions are introduced.

1) Merkelized Abstract Syntax Tree (MAST)

Merkelized Abstract Syntax Tree (MAST) [29], as an
addition to Bitcoin, has been proposed to improve the
scalability of the blockchain from the aspect of the
capacity of the Bitcoin scripting. To do so, it combines the
Merkle Tree and Abstract Syntax Tree (AST) concepts to
represent the script parts of the Bitcoin transactions, both
compactly and securely. Indeed, the transaction outputs
in Bitcoin include a locking script also known as
"encumbrance" that specifies the conditions under which
the recipient can spend that output. Furthermore, the
AST is a tree that represents the abstract syntax of the
source code of a computer program as a hierarchical tree
structure. Therefore, by employing AST, MAST is able to
store the more complex locking scripts in Merkle tree
format and remove unused parts of a script from the
transaction. Thus, MAST combining the Merkle tree and
AST, provides both data integrity and transaction
compression. To sum up, MAST causes smaller
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transactions and more privacy, and allows larger smart
contracts, however, it increases the complexity of the
contracts agreed to the Bitcoin.

1) Segregated Witness

Segregated Witness (Segwit) [30] is a modification to
Bitcoin [74], whose solution for scalability is to free up
space on the blocks in order for more transactions can be
included in a block, whereby more transactions would be
carried out and transaction confirmation speeds up.

Bitcoin transactions consist of inputs, outputs and also
witness data including signature and script for transaction
validation. To free up space on the block, Segwit removes
witness data from the Bitcoin transactions and stores it
onto a separate block instead of maintaining it on the
blockchain. Since witness data consumes nearly 70% of
the block size, by removing it, Segwit can process 1.7 to 4
times more transactions than Bitcoin, resulting in reduced
transaction fees [103].

Segwit also aims to prevent transaction malleability in
Bitcoin. Malleability refers to the problem that allows
attackers to change the transaction ID of an existing
transaction by modifying its digital signature, while its
data is the same as the original one, and then rebroadcast
it onto the network making other nodes think the original
one has not been confirmed [104]. In addition to solving
scalability and malleability issues, Segwit paves the way
for developing off-chain solutions (e.g. Lightening
Network [39] which will be discussed in the following
sections) and now is utilized by Litecoin [83]. Having said
all these advantages, the main disadvantage of Segwit is
that, as a soft fork, it leads to a
fungibility problem because there is no need for all the
nodes in the network to upgrade the older version of
Bitcoin. Additionally, Segwit extremely increases resource
usage such as capacity and bandwidth because it needs to
process more transactions at the same time.
Furthermore, the implementation of Segwit is challenging
since it increases code complexity.

Ill) BitcoinCash

Unlike Segwit soft work, BitcoinCash [31], [32] is a hard
fork from Bitcoin that splits the Bitcoin network into two
new blockchains. To improve scalability, Segwit tries to
reduce transaction size while BitcoinCash tries to increase
the block size. In fact, BitcoinCash changes the native
Bitcoin codebase to increase the block size limit from 1MB
to 8MB resulting in a higher throughput that is averagely
116 transactions per second. Consequently, BitcoinCash
enables faster transaction processing than the Bitcoin
network, while at the same time, it compromises
decentralization because fewer nodes can process or
propagate the larger blocks. In other words, it requires
more processing capacity and bandwidth.

IV) CoinChain
CoinChain [33] is a scalable and prunable blockchain
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while keeping privacy and works as a sidechain for Bitcoin.
Coinchain is scalable from the perspective of storage and
blockchain size, whereas its transaction throughput is the
same as Bitcoin. Indeed, privacy concerns to provide
anonymous transactions and preserve confidentiality and
anonymity of the sender, receiver and amount of the
transactions, make the existing cryptocurrencies more
complicated and restrain blockchain pruning. On the
contrary, CoinChain is a straightforward and simple
protocol that operates like physical cash transfer systems
where banknotes with unique serial numbers,
corresponding to distinct denominations, are transacted
between users. Therefore, each coin is identified by a
unique CoinlID and coin ownership is transferred through
transactions. Consequently, blockchain can be pruned by
just keeping the last owner of the coins. Nevertheless,
there are some shortcomings regarding CoinChain. First,
fractional amount payment is not allowed. Second, the
users are required to mix or spend out all the coins they
pegged in the first place to ensure privacy. Third, in
CoinChain, auditing for different purposes such as
tracking money laundering or tax evasion, is feasible only
via full disclosure of the transaction information.

V) Storage efficient solutions

High storage usage is a challenging issue that restricts
many devices to participate in the blockchain because of
storage space limitations. In this section, some works
focusing on storage optimization in the blockchain will be
discussed.

CUB [34], to reduce storage usage, splits the entire
network into smaller units namely "consensus units"
where the nodes cooperatively store one copy of the
blockchain instead of each node keeping its own distinct
copy. Therefore, it helps to save storage space for
blockchain network peers. In addition, CUB provides
solutions to optimize the block assignment and minimize
the query cost. The main drawback of CUB is that it relies
on a strong trust assumption which is hard to satisfy in
practice.

Jidar [35] is a data reduction strategy without trust
assumption for Bitcoin in which each node only has to
store relevant transactions that it cares about, besides the
branches of the Merkle tree from the whole block that is
needed for the validation of new transactions. Jidar is able
to reduce the storage cost of each node by about 1.03%
compared with the native Bitcoin system. The bad thing
about Jidar is that it does not support general-purpose
smart contracts.

In addition, if some nodes require to have a whole
block, they first need to query the pieces of the block data
from different nodes and then cohere all pieces into a
block, however, this functionality requires an incentive
mechanism to be added.

Segment blockchain [36] is a data-reduced storage
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approach for blockchain. The main idea of the Segment
blockchain mechanism is that it partitions the blockchain
into segments and then allows each node to store only
one segment of the blockchain rather than the whole
blockchain. It is proved that Segment blockchain reduces
storage requirements significantly without compromising
either the security or the decentralization of the
blockchain. Furthermore, Segment blockchain facilitates
blockchain sharding because it separates transaction
verification from transaction storage. On the downside, it
is only suitable for applications that do not need a large
transaction output. SE-Chain [37] is also a scale-out
blockchain framework that enhances storage scalability.
In the data layer of the SE-Chain framework, each
transaction is stored in the Adaptive Balanced Merkle tree
(AB-M tree) and the full nodes store a part of the
blockchain designated by the duplicate ratio regulation
algorithm. In addition, to ensure the safety of the stored
data on the full nodes, a node reliability verification
method is presented. Another contribution of the SE-
Chain is that it provides fast and efficient data retrieval
using the AB-M tree.

VI) Block compression

Some works in the literature have used block
compression to save the network bandwidth, an
important factor that impacts blockchain scalability.

One such solution is Txilm [38] in which each block
includes a list of compact presentation of the transactions
rather than the original transactions. To produce a
compact of a transaction, the transaction is hashed twice,

Table 3: Comparison of on-chain scalability solutions

first using SHA256 which generates a hash of 256-bits so-
called TXID, then using a hash function (e.g. CRC32, CRC4p
or CRC64) which generates a k-bit small-sized hash value
so-called TXID-HASH. Therefore, the final output, i.e.
TXID-HASH, is the compact presentation of the
transaction that is included in a block along with the TXID-
HASH of other candidate transactions and the block
header which includes SHA256 Merkle root of all
containing TXIDs. After that, the resulting compact block
is propagated into the network by the user. Once
receiving the compact block by full nodes, they should
search into their memory pool to find a TXID matched
with each TXID-HASH listed in the compact block. If one
matched TXID is found, The TXID-HASH will be accepted.
Otherwise, the full node requests the sender or other
nodes for the missing TXID. Moreover, the hash collision
that happens whenever multiple matches are found for a
TXID-HASH, is resolved using Merkle root. As a final point,
Txilm results in 80 times data reduction, thus saving the
network bandwidth considerably and improving the
blockchain throughput.

Comparison of On-Chain Scalability Solutions

To give a clear overview of the on-chain scalability
solutions, a comparison of them is summarized in Table 3
where the mechanism used by each solution to improve
scalability, and also the scalability metrics over which they
achieve improvement are specified. Moreover, the
advantages and disadvantages of each solution are neatly
summarized.
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M. Off-Chain Scalability Solutions

The off-chain scalability refers to the solutions in which
some portion of the transactions are offloaded from the
blockchain to ease the burden of storing all the blockchain
data in the main chain. Indeed, the off-chain transactions
are executed outside the blockchain and only the final
states are to be applied in the main chain. Consequently,
they mitigate the issues arising from the ever-growing of
the blockchain data thus improving the scalability and
overall performance of the blockchain. Additionally, the
off-chain transactions lead to lower fees and almost zero
waiting time.

The off-chain mechanisms are usually in the form of
payment channels [39]-[42] and sidechains [44]. A
payment channel allows users to interact and transact
with each other without using the expensive and slow
blockchain and then broadcast the final closing
transaction into the blockchain network to update their
states. The payment channel is also called the state
channel because it modifies and maintains the states of
the main blockchain and then applies the last state to the
main chain. On the other hand, a sidechain is an individual
blockchain linked to its parent blockchain using a two-way
peg [105] that allows users to interchange their assets
between the sidechain and the parent chain at a prefixed
rate.

In the following, some of the off-chain solutions that
have attracted more attention are introduced.

1) Lightning network

The Lightening Network of Bitcoin [39] is one of the
prominent examples of off-chain solution, which utilizes
the payment channels to lighten the workloads of the
main chain in Bitcoin. Therefore, every two users willing
to transact with each other must first establish a channel
between each other. For doing so, they first need to share
a multi-signature address (wallet) and then they both
deposit a certain amount of Bitcoin into that address.
After that, they can do unlimited payment transactions
between each other quickly and with minimal fees. After
the transactions, the payment channel is closed and the
final transaction is broadcasted to the Bitcoin blockchain
to update the balance of the two users. The final
transaction charges a fee from the payer user.

Despite all these advantages, Lightening Network has
some drawbacks as follows: (1) it is less secure than the
original Bitcoin, (2) it also supports only the
micropayments for Bitcoin, and (3) it forces the users
interacting with each other to be online at the same time
and follow the same payment path.

Il) Raiden Network and uRaiden

Raiden Network [40] is the Ethereum version of the
Lightening Network, which allows Ethereum users to
open a private channel namely "state channel" under
which they can perform off-chain transactions and
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transfer tokens immediately and economically. The
Raiden network is based on the same concepts as
Lightening Network, however, opposite to the Lightening
Network, it supports general-purpose transactions as the
Ethereum supports general-purpose smart contracts.

MRaiden [41] is the first release of the Raiden network
launched on the Ethereum mainnet. pRaiden is a
micropayment solution for fast and free ERC20 token
exchange. It is a many-to-one unidirectional payment
channel framework that does not allow multi-hop
transfers through payment channels, while Raiden is a
many-to-many bidirectional solution that enables multi-
hop transfers via bidirectional payment channels.
Consequently, Raiden has a more complicated design
than pRaiden.

Il) Trinity

Trinity [42] is analogous to the Lightening Network and
Raiden and provides an off-chain scaling solution using
state channel technology. The difference is that it is built
on the Neo blockchain [52] and aims to achieve real-time
payment with low fees and provide protection for Neo
assets. It increases the throughput of Neo blockchain
considerably.

IV) Rapido
Rapido [43] is a scalable blockchain that provides
multi-path  payment channels, whereas before-

mentioned off-chain solutions [39]-[42] offer a single-
path payment. Single-path payments are vulnerable to
leakage of sensitive information like payment value and
also may result in overload issues since in the case that
payment value goes beyond the deposit of every single
path between two involved users, all the pre-established
payment channels have to be closed and a new one needs
to be established. Hence, Rapido has been presented to
address these two issues by proposing Value Distributing
Problem (VDP) program, whereby the payment value is
divided into two or more sub-values and then sub-
payments are settled using different payment paths.
Furthermore, Rapido introduces Distributed Hashed
Timelock Contracts (DHTLC) to ensure the security of
these sub-payments. Rapido yields a success rate over 3
times higher than Lightening Network [39], although due
to the existence of several intermediaries in multi-path
payments, the willingness of individual donation is
diminished [106].

V) Plasma

Plasma [44] provides an off-chain scaling solution for
the Ethereum network through a sidechain mechanism. It
employs a hierarchical tree-like structure of the chains
called "child chains", that stem from the Ethereum main
chain as its root (as shown in Fig. 8 [44]). Each child chain
is a smaller version of the main chain and has its own
subtrees of child chains. The child chains are smart
contracts built on the main chain and have their own set
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of rules and operate independently and in parallel to
other chains. Therefore, child chains can be utilized for
different purposes and interact with each other.

That is to say, the states maintained by the child chains
are updated in the main blockchain periodically and
verified by validating Merkle root. Plasma also allows the
users to transfer their assets to the main blockchain by
executing an "output transaction".

Taking advantage of these characteristics, Plasma can
reduce the congestion of the Ethereum blockchain
considerably and result in fast and low-cost transaction
processing. Another advantage of Plasma is that it is
consistent with other scalability solutions such as
sharding and big blocks.

On the downside, to guarantee immutability in all child
chains, many security considerations should be
considered and addressed by the Plasma framework.
Another challenge in Plasma is that in the case that, at the
same time, all the users decide to leave the child chain
and transfer their assets to the main chain, processing all
the requests is impossible for the main chain.

“+=Child chain

 Child Chains built on the main chain

« Child Chains works independently

«and interact with each other using
inter-chain solutions

<+ Child chain

T

Root Chain (Ethereum)

Fig. 8: Tree-like structure of Plasma blockchain [44].

VI) Smart Program Runner Framework (SPRF)

SPRF framework [45] is a sidechain implemented on
the Stellar blockchain [50]. It is designed to move
decentralized applications data off the blockchain and
only stores the hash of the application state on the main
chain. Therefore, it allows the state-tracking of smart
programs on the blockchains. Indeed, it provides a
platform including different applications, that enables
decentralized compute-intensive software to be executed
on the blockchain securely and efficiently. Another good
thing about SPRF is that it can set up a sidechain for the
existing blockchains without any need for revision.

It is important to highlight that there is another type of
scalability solution named inter-chain which is similar to
the sidechain. Inter-chain blockchains are used to connect
different blockchains in a sidechain technology and solve

interoperability problems between them. An inter-chain
blockchain defines necessary protocols and standards
enabling the blockchains to communicate among
themselves. Atomic-swap [46] solutions are an example
of inter-chain blockchain that provide an infrastructure
for interacting between blockchains without the need for
any centralized intermediaries, although they are
applicable in bounded situations. For example, each
blockchain must conform to extra programming features
to be able to communicate with other blockchains.

Comparison of Off-Chain Scalability Solutions

In this section, a tabular comparison of the discussed
off-chain scaling solutions is presented. As Table 4
demonstrates, these solutions have been investigated in
terms of scalability improvements and grouped based on
their off-chain mechanism. Moreover, their advantages
and disadvantages have been outlined.

N. Scalable Consensus Mechanisms

There exist some scalable consensus mechanisms
aiming to optimize the scalability and performance of
blockchain systems. To achieve this goal, these
mechanisms revolutionize the consensus layer to speed
up the consensus-making process and subsequently
increase the transaction throughput. In the Consensus
layer section of this paper, a taxonomy of consensus
algorithms and their underlying features has been
presented. This taxonomy includes three types of
consensus algorithms, namely Proof-based, Vote/ BFT-
based and DAG-based.

DAG-based consensus algorithms used in the DAG-
based data ledgers are potentially scalable, while two
other types are not inherently scalable and scalability is a
challenging issue in early consensus protocols developed
based on them. Hence a variety of novel protocols have
been proposed to renovate proof-based and vote/ BFT-
based protocols.

For example, PoW is a primary proof-based protocol
that has limitations regarding speed and scalability
metrics such as throughput, latency, computational
power and transaction capacity, although, it scales well in
terms of network size and provides permission-less access
to the network. Moreover, PoS was proposed as an
alternative to PoW that mitigates some of its scalability
issues such as high computational power, high latency
and low throughput. On the other hand, BFT-based
protocols have higher throughput than proof-based ones,
but due to some internal drawbacks such as scalability
and communication overhead, they are only suitable for
a private network and need an identity management
system.

Some proof-based consensus algorithms proposed in
the literature are Proof of Stake (PoS), Proof of Authority
(PoA) [53], [54], Proof of Elapsed Time (PoET) [107], Proof
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of Capacity (PoC) [108], Proof of Importance (Pol) [109]
and Proof of Burn (PoB) [110].

On the other side, Voting-based consensus algorithms
are Delegated Proof of Stake (DPoS) [47], [48], Practical
Byzantine Fault Tolerance (PBFT) [49], delegated
Byzantine Fault Tolerance (dBFT) [51], [52], [111],
Federated Byzantine Agreement (FBA) [50] and Algorand
protocol [55]. In the following, some of the mentioned
consensus algorithms are described briefly. Further
details on consensus algorithms are available in [99].

1) Delegated Proof of Stack

Delegated Proof of Stake (DPoS) [47], [48] is an
evolution of the PoS algorithm and allows the blockchain
to reach consensus using a democratic manner. In DPoS,
the stackers vote and elect delegates to validate the next
block on their behalf. Delegates are also called validators
or witnesses. During the voting process, stackers pool
their stack into a staking pool and link them to a particular
delegate. For each new block, between 20 and 100
delegates are chosen depending on the system. Chosen
delegates add blocks to the chain in a Round-Robin
manner. In fact, contrary to PoW and PoS which are

Table 4: Comparison of off-chain scalability solutions
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competing systems, DPoS is a collaborative system where

the delegates collaborate to make the blocks. The
delegates that constantly miss their block or publish
invalid blocks, will be voted out by stackers and replaced.
The transaction fee for each validated block is shared
between the stackers who elect the successful delegate.
DPoS is partially centralized, however, it is more scalable
than PoW and PoS. Furthermore, DPoS is more
susceptible to 51% attack, because its consensus process
depends on a small set of delegates.

EOS [85] is a blockchain technology, which utilizes
DPoS to elect and schedule the block validators. Then,
elected validators use an Asynchronous Byzantine Fault
Tolerant (ABFT) consensus mechanism to validate and
confirm the block proposed by the active validator and
reach a consensus on it. EOS is aiming to enhance
scalability and eliminate transaction fees. It also facilities
the DApps development process. In addition to EOS,
BitShares [48], Steemite [112], Ark [113], Cardano [114]
and Lisk [115] are some of the well-known projects
employing the DPoS consensus mechanism that is a
suitable solution for the scalability problem.

Scalability measurements
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1) Practical Byzantine Fault Tolerance

Practical Byzantine Fault Tolerance (PBFT) [49] is a
variation of the vote/BFT-based consensus algorithm, in
which the nodes reach consensus using a collective
decision-making strategy even if some nodes withhold
responding or respond incorrectly. PBFT operates in
successive rounds called views. Each view has a primary
node called leader and other nodes are referred to as
backup nodes. The leader is changed in every view. PBFT
consensus rounds consist of three phases: pre-prepare,
prepare and commit.

Fig. 9 [116] shows anillustration of the PBFT consensus
algorithm. As is shown, in the pre-prepare phase, the
leader multicasts the next record (block) to the backup
nodes. Then, in the prepare phase, after receipt of the
pre-prepare message, the backup nodes validate its
veracity and multicast a prepare message to all the other
nodes in the consensus group. After that, in the commit
phase, upon receiving prepare messages from more than
two-thirds of all the nodes, each backup node multicasts
a commit message to the consensus group and then waits
for more than two-thirds of commit messages, to ensure
that the majority of nodes have come to the same
decision. Consequently, all the honest nodes agree
unanimously on the valid record. Although PBFT is energy
efficient and increases the transaction rate, it suffers from
high communication overhead. Therefore, it is not
scalable enough to be used in public networks and thus is
only applicable to private and permissioned networks.
Moreover, PBFT mechanisms are vulnerable to Sybil
attacks where an adversary takes over the network by
creating multiple fake identities for malicious purposes.
Hence, the PBFT mechanisms are usually used in
combination with other mechanisms.

For example, Hyperledger Fabric [90], an open-source
blockchain framework for developing blockchain-based
applications, has utilized a permissioned version of PBFT.
In addition, Zilliga [66] is a high-throughput blockchain
that uses PBFT for consensus-making together with PowW
for establishing identities. Tendermint [117] is also a
consensus protocol that merges PBFT with DPoS to bring
PBFT to a public blockchain.

Ill) Federated Byzantine Agreement

Federated Byzantine Agreement (FBA) [50] is another
BFT-based consensus mechanism operating based on
"quorum" and "quorum slice" concepts. The quorum
refers to the nodes that should reach a consensus on the
information that is to be stored in the blockchain. The
quorum consists of individual quorum slices that are
subsets of the quorum nodes. The transactions are
confirmed only if a required number of the quorum slices
agree on it. Hence, the FBA data ledger can be updated
without requiring all the nodes to agree, resulting in
network scalability and fast transaction with low cost.

Stellar [50] and Ripple [84] are two main

cryptocurrencies using the FBA consensus mechanism.
Steller has implemented an enhancement of FBA. It
provides an open membership so that anyone can join the
network or even be a validator without the need to be
verified ahead of time. In addition, in the Stellar network,
users can determine which quorum slice they trust. On
the other side, Ripple has a close membership and only
pre-selected validators vote on the veracity of the
transactions. Therefore, Steller is more decentralized
than Ripple.

IV) delegated Byzantine Fault Tolerance

delegated Byzantine Fault Tolerance (dBFT) consensus
algorithm [51] was first introduced by Neo blockchain
[52], a smart contract platform that is often referred to as
"Ethereum of China". Generally speaking, there are three
types of nodes in dBFT, called speaker, delegate and
common node. The common nodes are the ordinary
token holders that vote to elect delegates. Delegates form
a consensus group for BFT consensus. Then, a speaker is
randomly chosen among the delegates. The transactions
created by the common nodes are received by the
speaker node. The speaker node validates the received
transactions and then creates a block containing a
number of valid transactions. After that, the speaker
multicasts the new block to the delegates. Upon receiving
the new block, the delegates validate it separately and
respond to the speaker (same as the process used in the
PBFT). If more than two-thirds of the delegates confirm
the new block, it will be added to the chain. The Neo
employing dBFT provides a high throughput, making it
applicable to large-scale commercial applications. Neo
was designed to digitize assets using smart contracts and
enables users to trade their digitized assets by two types
of tokens namely Neo and GAS. dBFT is also used by other
blockchains such as ONT [118]. A major disadvantage of
dBFT is that the delegates require to provide a real
identity to be elected during the voting process.

V) Proof of Authority

Proof of Authority (POA) [53], [54] is an alternation of
PoS that uses identity as a stack. In the PoA protocol, a
number of trusted nodes called validators are responsible
for validating the transactions. A leader is randomly
selected from the set of all validators to add a new block
to the chain. Any leader that does not perform
appropriately will be voted out and replaced by other
validators.

POA leads to a scalable and high-throughput
blockchain but due to its identity-based and centralized
nature, it is more applicable in the private blockchains
than public ones. POA Network [119] is the first public
Ethereum-based platform that has employed the PoA
consensus mechanism. It provides an open-source
framework for smart contracts. All validators within PoA
Network are licensed by United States notaries, and their
identities reference a public notary database.
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Fig. 9. Practical Byzantine Fault Tolerance (PBFT) protocol [116].

VeChain [120] is another blockchain project using PoA.
In the VeChain network, the validators are called
Authority MasterNodes (AMs) and to be an AM, users
need to submit identifying information to the VeChain
Foundation. VeChain is in an effort to enhance its PoA to
provide a more randomized and distributed block-
creating mechanism.

VI) Algorand protocol

Algorand [55] is a blockchain-based cryptocurrency
that utilizes a new Byzantine Agreement (BA) called BA%
allowing users to achieve consensus on the next set of
transactions with low latency. It is also able to scale
consensus to millions of users. To achieve scalability,
Algorand selects randomly a few representatives from the
entire set of users. Representatives form a committee
responsible for confirming transactions. to prevent Sybil
attacks, Algorand assigns a weight to each one of the
users based on the stack they own and as long as a
weighted fraction of the users are honest, the consensus
is guaranteed by BA* protocol.

In addition, Algorand utilizes a novel mechanism based
on Verifiable Random Functions (VRF) enabling it to
choose committee members through a random and
private way. Meaning that, by calculating a VRF of their
private key and some public information in the
blockchain, the participating users are able to individually
specify whether they are selected to be on the committee
or not. This prevents attackers to recognize the
committee members ahead of time and plan a target on
them. After computing VRF, only committee members
have the right to propose a new block, thus they
propagate the proposed block along with the VRF output
which proves that the account is a committee member.

To achieve consensus using BA* and ensure that all
the nodes have the same view of the blockchain, the

nodes will confirm the signature of the message
containing proposed blocks and then, using the VRF
proof, validate whether the proposer is a committee
member or not. Next, through a cryptographic sortition,
each node will compare the hash of the messages
received from the committee members to identify the
lowest one and then will only propagate the block
proposal with the lowest VRF hash. Consensus Process
consists of several interactive steps and continues until
when a proposed block receives enough votes from
weighted committee members. Therefore, it should be
said that BAX exploits a Pure PoS.

To sum up, Algorand is a fast, scalable and secure
cryptocurrency. Moreover, it supports smart contracts
and all kinds of financial transactions and programs,
however, it still has not been adopted widely in the world
of cryptocurrencies.

Comparison of Scalable Consensus Mechanisms

Table 5 provides a plain comparison between some
common characteristics of the discussed scalable
consensus mechanisms to help better understand their
contributions.

O. DAG-based scalability solutions

Directed Acrylic Graph (DAG)-based data ledgers are
an alternative to blockchain-based data ledgers, being a
potential solution to address scalability issues. A DAG-
based ledger is a network of individual transactions in
which there are no blocks of the transactions and
competition for appending new blocks, thus the
confirmation time of the transactions is not bound to the
interval of the blocks in the blockchain and transactions
are processed independently. Consequently, the
throughput of the data ledger is improved notably.
Furthermore, DAGs alleviate transaction fees because the
DAG-based consensus algorithms are simpler than the
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Table 5: Comparison of scalable consensus mechanisms

Scalability measurements

Advantages Disadvantages

Solution Technique Existing Projects
Throughput Latency Storage Bandwidth
EOS [85], —
BitShares [48] -Scalable and fast Partlally
Delegated Proof of A variation of PoS . ! o centralized
Stack (DPoS) [47], combinedwith  Sreemite (112l in Lowd -Better distribution
’ . ) Ark [113], Lisk g - — - Les§ secure
[48] voting mechanism against 51%
[115], Cardano -Energy efficient attack
[114]
Hyperledger - High transaction
Practical Byzantine Fabric [90], rate -High
Fault Tolerance BFT- based Zilliga [66], High Low\/ - High ~Eneray efficient communication
(PBFT) [49] Tendermint &y overhead
[117]
Federated BFT- based ar (501 ot ’
Byzantine Stellar [50], . -Fast transaction
Agreement (FBA) e Ripple [84] ey ey - - -Low cost -
[50] quorum-based
delegated -High transaction  _There is no
Byzantine Fault Neo [52], ) throughput anonymity and
: A - -
Tolerance (dBFT) BFT-based ONT [118] High/ Low -Low latency delegates need a
[51], [52] -Energy efficient real identity
- Has an identity-
base and
i PoA N k -Scalabl high-
Proof of Authority An al.terna.tlon of oA Networ . Scalable and hig centralized nature
(PoA) [53], [54] PoS (identity as [119], High Low\ -- - throughput y table f
! stack) VeChain [120] -Energy efficient ore suitable for
private
blockchains
-High transaction
throughput, par
with large payment
and financial
networks
-Scalable to many  _Not adopted
Algorand [55] Pure PoS -- High Low\/ -- -- — widely

-Low latency

-Low transaction
fee

-Secure against DOS
and Sybil attacks

ones used by traditional blockchains. Generally, DAG-
based solutions focus on both the data layer and
consensus layer, to improve scalability. To do so, they
adopt a novel data structure based on DAG and employ a
consensus mechanism convenient to it.

In the following, some of the prominent DAG-based
scalability solutions are discussed. In addition to the
works that will be explained in this section, there are
several other DAG-based data ledgers in the literature
such as ByteBall [121], Spectre [122], GraphChain [123],
Phantom [124], CDAG [125], Conflux [126], Dexon [127],
Teegraph [128] and so on. More details about these and
other DAG-based data ledgers are available in [98].

1) I0TA

IOTA [56] is the most popular DAG-based data ledger
that has initially been designed for the Internet of Things
(loT) industry. IOTA is based on a data structure named
Tangle. Tangle [76] is a particular type of DAG, made up

of transactions that are connected by edges. Each edge
from transaction A to transaction B indicates that
transaction A validates and approves transaction B. An
illustration of a Tangle had been shown before in Fig. 2.
In I0TA, before sending out a new transaction, users
need to solve a simplified PoW problem and then validate
two previous transactions simultaneously. Each user
technically acts as a miner that mines the previous
transactions to be able to send new transactions.
Therefore, there is no transaction fee in IOTA. In addition,
since the previously added transactions are validated by
the new transactions, the more transactions are created
by the users, the more transactions are confirmed per
second. Subsequently, the throughput and confirmation
time of the transactions are improved. Another
advantage of the IOTA is that it provides security against
quantum computers as it uses hash-based signatures
rather than elliptic curve cryptography. On the other side,
one of the disadvantages of IOTA is that it lacks smart
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contracts, thus developing DApps on the IOTA is almost
impossible.

Il) Nano

Nano [57] uses a novel form of DAG namely Block-
lattice. The Block-lattice architecture is a hybrid between
blockchain and DAG and is made up of account-based
blockchains. This means that each user holds a separate
blockchain for each account, that represents the
transaction history of that account. The participating
users can only control and update their own individual
blockchain with their private keys. Meanwhile, they
update blockchains owned by other accounts
asynchronously, rather than forming an agreement on a
shared data ledger. Every transfer of nano coins requires
two separate transactions/blocks, a send transaction
deducting the amount from the sender’s balance and a
receives transaction adding the amount to the receiver’s
balance (see Fig. 10 [57]). The send transaction is signed
by the sender account and is stored on the account chain
of the sender while the receive transaction is signed by
the receiver account and is stored on the account chain of
the receiver. Furthermore, each transaction contains the
current balance of its owner account.

Nano utilizes a variation of Delegated Proof-of-Stack
(DPoS) consensus mechanism called Open Representative
Voting (ORV) under which account holders can choose a
representative to vote on their behalf regarding the
validity of the transactions, even when the delegating
account is itself offline. One drawback of Nano is that it is
prone to spam attacks, meaning that it can be flooded
with spam transactions, causing some valid transactions
to be obstructed and network nodes to be out of sync.

Ill) DLattice

DLattice [58] is a permission-less blockchain with a
double-DAG architecture under which Dlattice provides
data protection and tokenization. DLattice has a double-
DAG structure because each account has its own account-
DAG and all account-DAGs form a greater DAG namely
Node-DAG. Node-DAG organizes all the Account-DAG in
the form of a Merkle Patricia Tree (MPT) using a Genesis
header. Each Account-DAG structure consists of a token-
chain and a data-tree. The token-chain is a unidirectional
chain that records the income and expenditure history of
the digital assets sent by the account, whereas, data-tree
is a Red-Black Merkle Tree [129] combined with token-
chain, that stores the digital fingerprint of the data asset
and corresponding access control permissions. DLattice
isolates transaction processing within each Account-DAG.
Therefore, the transactions of the accounts can be
processed in parallel resulting in fast transactions with
minimal overhead. Instead of executing consensus at a
fixed interval, DLattice uses a new DPoS-BA-DAG (PANDA)
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protocol to reach a low latency consensus among users
only when the forks are observed. There are also some
issues against DLattice. For example, it does not support
smart contracts and also it is prone to DDoS attacks
focusing on flooding false transactions and attacking
smart contracts.

IV) Hashgraph

Hashgraph [59] is a DAG-based consensus algorithm
based on a gossip protocol. In gossip protocol, each
participating node randomly communicates with other
nodes in the network to inform them about all the
information it has, until the whole network is aware of all
the transactions that have been processed so far.

In fact, nodes gossip about gossip. This means that
they not only gossip about transactions but also gossip
about the information that they have received from other
nodes. Each member in the network maintains a separate
chain to record the history of all the gossip events during
which it receives some information. As it can be seen in
Fig. 11 [59], the network members will eventually build a
full history and create collaboratively a Hashgraph of all
the gossip events. Then, each event in the Hashgraph is
validated during a conventional Byzantine Fault Tolerance
(BFT) consensus procedure. Hashgraph also enables visual
voting, meaning that if two nodes have the same
Hashgraph, rather than sending a vote message they can
calculate each other’s vote. Hence, the Hashgraph
algorithm has very little communications overhead.
Totally, Hashgraph-based communication patterns result
in fast convergence of the information at all the nodes. All
these features make Hashgraph a fair, fast and Byzantine
Fault Tolerant solution, however, one drawback of the
Hashgraph is that it is not secured against Sybil attacks
thus it is more suitable for a permissioned network.

V) JHdag

JHdag [60], [61] is a PoW-based consensus mechanism
that is designed on a novel DAG structure under which the
network members can reach consensus
at a large scale. In this structure, each block only contains
one transaction in order to save network bandwidth when
broadcasting blocks. Furthermore, the PoW puzzle is
simplified to scale up processing capacity. Additionally, a
mempool transaction assighment mechanism is designed
based on the DAG structure to reduce the probability of
processing a transaction by multiple miners, and hence
reduce the waste of the capacity. To reach a consensus, a
Nakamoto chain is embedded in a DAG structure that is
strongly connected and incorporates miner information.
There exist two types of blocks: regular blocks for carrying
transactions and milestone blocks for making decisions.
Blocks on the embedded Nakamoto chain are milestones

J. Electr. Comput. Eng. Innovations, 12(1): 187-216, 2024 205



A. Matani et al.

AcccountD
sends a value to

Blockchain of
account E

accountA

@ Send transaction Receive transaction

Fig. 10: Block-Lattice structure in Nano blockchain [57].

and are harder to mine than regular blocks and each
milestone block can verify multiple regular blocks.

VI) TrustChain

TrustChain [62] is a scalable, tamper-proof and Sybil-
resistant blockchain, working based on the notion of trust
between nodes. Each node has its own temporally
ordered chain of blocks containing transactions that it
participates in. Each block in TrustChain includes at most
one transaction signed by both transacting parties and is
linked back to the last block in the chain of both
participating nodes using hash values. Accordingly, each
block has two incoming and two outcoming pointers. As a
result, transactions are arranged in a trusted and tamper-
proof manner and form a DAG structure capable of
creating trusted transactions without the need for any
central authority or global consensus. In addition, to avoid
Sybil attacks, TrustChain offers a new algorithm named
NetFlow to calculate the trustworthiness of the network
nodes according to the TrustChain graph. Indeed, the
trustworthiness score which is assigned to each node in
the graph determines if that node can contribute back the
resources that it needs. Consequently, the network is
affected only by the nodes with a positive score. Having
said that, the transaction throughput of Trustchain is
approximately 210 transactions per second which is not
very high compared to centralized payment systems and
some of the other scalable blockchains.

Comparison of DAG-based Scalability Solutions

In Table 6, a comparison of DAG-based solutions is
presented. The promise of DAG-based solutions is to
parallelize transaction processing whereby a high
scalability is achieved in many aspects e.g. throughput
and latency. For this purpose, they alter the data
structure in the data layer of traditional blockchain and
usually run a different algorithm in the consensus layer.

WhenAccount Areceives
gossip from Account B that
gossip event is represented

by a vertex (red) in the
Account A column, with two
edges going downward to
its parent evants (blue
ones).

Fig. 11: Hashgraph, a full history of all gossip events [59].

To provide a clear vision, Table 6 summarizes some of the
characteristics of the described DAG-based solutions,
such as their data structure and consensus mechanism
and also specifies their influence on the scalability
measurements.

P. Horizontal Scalability Through Sharding

Sharding is a horizontal scaling solution in which
adding more nodes to the network increases system
performance. It refers to the techniques that partition
blockchain nodes into subsets called shards. The
workload of the blockchain is also distributed among the
shards acting in parallel, leading to a high-performance
and high-throughput blockchain. In addition to horizontal
scaling, there are few works towards vertical scaling of
the nodes, e.g. Ostraka [130], in which instead of
partitioning nodes in a blockchain system into shards,
each node itself is sharded into multiple Node-Shards.

Fig. 12 illustrates an example of sharding architecture,
where the transactions are distributed among multiple
shards and processed in parallel. In the following, some of
the sharding-based blockchains and their properties are
briefly explained.

1) Elastico

Elastico [63] is the first sharding-based protocol for
permission-less blockchains in which nodes have no pre-
published identities. Elastico breaks up the network into
multiple committees each of which handles a disjoint set
of transactions. A “consensus committee” is responsible
for combining agreed transaction sets of other
committees. Elastico uses a PoOW mechanism to establish
identities and map them randomly to the committees and
also uses a PBFT mechanism to reach consensus within
each committee. The protocol proceeds in epochs. At the
beginning of each epoch, the identities are re-established
and the committees are reconstructed.
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Table 6: Comparison of DAG-based scalability solutions
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Scalability measurements

Solution Structure  Mechanism Consensus Advantages Disadvantages
Throughput Latency Storage Bandwidth
Cumulative - Fast confirmation
weights of all -No transaction
transactions cost -Does not
IOTA [56] Tangle -- that directly or High Low\/ - -- -High throughput  support smart
indirectly and low latency contracts yet
approve the GUETTT
transaction -
- Fast confirmation
Independent .
Nano [57] Block-Lattice nonshared ORV High Low\/ -- - -High throughput  -Prone to spam
. and low latency  attack
blockchains
-Fee-less
- Fast confirmation
-No transaction  -Prone to DDoS
cost attack
DLattice [58]Double-DAG -- PANDA High Low\/ = = - High throughput -Does not
and low latency ~ support smart
-Provides data contracts
tokenization
Hashgraph . - Fair, fast and
) Gossip about . -Not secured
Hashgraph built of all X . Byzantine Fault . :
(59] the gossip Gossip/ event- BFT High™ Loww/ - Loww/ Tolerant against Sybil
based ) . attacks
events -Visual voting
- Little or no
transaction fee
Embedded -Save bandwidth
Nakamoto -Concentration of
:(I;If]ag (601, chain inside Flexible-PoW PoW High™ Loww/ - Low\/ mining power -
DAG within mining
structure pool
-Reduces waste of
capacity
consensus is -not very high
' o reached.among -Sybil-resistant transaction
TrustChain A chain of  Building trust transacting throughput
62] trusted between users without High Lowv/ -- - . Remt'aves thef compared to
transactions individuals needing any requirementfor  ohiralized
global global consensus payment
consensus systems

Elastico can scale linearly with the number of
participating nodes and it is efficient in terms of
communication overhead. In addition, the network
topology between honest nodes is connected and the
communication channel is partially synchronous. In terms
of resiliency, Elastico can tolerate malicious users
controlling up to one-fourth fraction of the total
computational power in the network, while resiliency for
each committee is one-third of malicious processors. That
is not good enough.

Although Elastico  can improve  scalability
measurements such as throughput and latency
considerably, it has some shortcomings as follows. First,
it is not storage efficient as it needs all users to store the
entire data ledger. Second, in order to reduce the
communication overhead of running PBFT consensus, it
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needs to choose a small committee size that leads to a
high failure probability. Third, Elastico does not guarantee
the atomicity of the cross-shard transactions. Finally, the
epoch randomness used by Elastico for establishing
identities and formation of the committee is not fully bias-
resistant and might be biased by malicious users.

Il) OmnilLedger

OmnilLedger [64] is a secure and permission-less
blockchain that provides scalability via sharding. To
securely assign nodes to the shards, Omniledger
implements sharding using the Randhound protocol that
provides a bias-resistant decentralized randomness. In
order to process inter-shard transactions, shards run
ByzCoinX, an enhancement of PBFT-based consensus in
ByzCoin [131], that improves performance and robustnes
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Fig. 12: Architecture of sharding-based blockchain.

against DoS attacks. Like Algorand [55], OmniLedger uses
VRF and cryptographic sortition to pick a subset of the
validators based on some per-validator weight functions.
OmnilLedger has also proposed the Atomix protocol that
ensures  atomically  processing of  cross-shard
transactions. To optimize storage and reduce update
overhead, OmnilLedger uses the state blocks that provide
checkpoints for the data ledger. In addition, OmnilLedger
provides low latency for low-value transactions using
two-step trust-but-verify processing and also shows a
latency of seconds for typical transactions.

Omniledger is a full-decentralization blockchain and
has no single points of failure. In OmnilLedger, the
throughput increases almost linearly as the number of
participating nodes increases. Furthermore, OmniLedger
offers a throughput advantage par with centralized
payment systems such as Visa, without compromising
security or decentralization. It also is able to handle Visa-
level workload.

On the other hand, similar to Elastico [63], OmniLedger
can only tolerate up to one-fourth of malicious nodes in
the entire network, and up to one-third of malicious
nodes in each committee. In addition, per each confirmed
block, the OmnilLedger protocol needs to gossip multiple
messages to all the nodes in the network. Another
drawback of Omniledger is that it needs the client to be
an active participant in cross-shard transactions which is
an inconvenient assumption for lightweight clients.

Ill) RapidChain

RapidChain [65] is the first one-third resilient sharding-
based blockchain protocol scaling public blockchains via
full sharding of computation, communication and
storage. Meaning that, in addition to parallelizing
transaction processing, the data ledger is also divided into
partitions each of which is stored by one of the

committees. Furthermore, to provide sharding of
communication, RapidChain uses the Kademlia routing
algorithm for committee-to-committee communication
and cross-shard transaction processing. On the other
hand, to process intra-committee transactions, each
committee chooses a leader based on epoch randomness.
The leader forms a new block and creates the block
header and then propagates the block header using IDA-
gossip protocol. Finally, the committee runs a
synchronous BFT consensus protocol to make a
consensus on the header of the block. Consequently,
RapidChain needs only a sublinear number of bits to be
exchanged per transaction.

To prevent Sybil attacks, RapidChain needs the nodes
wanting to join the network to solve a PoW puzzle. All
nodes solve PoW offline to avoid any interruptions in the
protocol execution. In addition, to prevent a slowly-
adaptive adversary from compromising one or more
committees, RapidChain runs a reconfiguration protocol
built on the Cuckoo rule [132] between epochs, without
regenerating all the committees. In Rapidchain, total
resiliency and committee resiliency are improved to one-
third and one-two respectively. In addition, Rapidchain
shows a much higher throughput and better latency than
Elastico [63] and Omniledger [64].

V) Zilliqga

Zilliga [66] is a public blockchain platform designed to
increase the transaction rate using sharding that enables
parallel processing of transactions on multiple shards.
Zilliga also provides a smart contract platform and
innovates a special-purpose smart contract language that
follows a dataflow programming style that facilitates
parallelizing of large-scale computation. Zilliga uses PoW
to establish node identities and prevent Sybil attacks. To
reach consensus, Zilliga uses an evolution of the PBFT
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algorithm that is inspired from ByzCoin [131] and replaces
the Message Authentication Code (MAC) used in the
classical PBFT with a digital signature to lessen
communication overhead to O(n) and also employs EC-
Schnorr multisigniture to aggregate several signatures
into an O(1)-size multisignature.

In addition, inspired from Bitcoin-NG [133], Zilliga
adopts two types of blocks: Transaction Blocks (TX-Block)
and Directory Service Blocks (DS-Block). TX-Block includes
the transactions sent by the users, whereas DS-Block
includes metadata about the miners who participate in
the consensus protocol. A TX-block will be finalized if it
contains an EC-Schnorr multisignature by more than two-
thirds of the miners.

Zilliga reaches a great transaction rate, about a
thousand times of Ethereum, although it shows the same
local and global resiliency as Elastico [63] and Omniledger
[64]. Zilliga also suffers from some shortcomings. First, it
does not provide storage sharding (state sharding).
Meaning that all full nodes need to store and receive all
the blocks and transactions, resulting in a high storage
requirement. Second, Zilliga is vulnerable to single-shard
takeover attacks since it relies on PoW as a randomness
generation mechanism.

V) Harmony

Harmony [67] is a fully scalable blockchain that similar
to Rapidchain provides full sharding for transactions,
communication and storage. To prevent Sybil attack and
select validators, Harmony uses PoS rather than PoW,
making it energy efficient. Consensus is reached using a
new algorithm called Fast Byzantine Fault Tolerance
(FBFT) which is linearly scalable in terms of
communication complexity and is at least 50% faster than
PBFT.

In FBFT, the leader executes a multi-signature signing
process to collect the votes of the validators. Indeed, the
sharding process is based on PoS and voting shares.
Stackers gain voting shares proportional to their stack
amount and then are randomly assigned to the shards.
Like RapidChain [65], Harmony uses a cuckoo-based
mechanism for resharding.

Harmony has proposed a unique algorithm for
randomness generation by a combination of VRF and
Verifiable Delay Function (VDF) that is unpredictable,
unbiaseable, verifiable and scalable. In addition, Harmony
uses RaptorQ function code to speed up the block
propagation process within shards. It also uses an atomic
locking mechanism to guarantee the consistency of the
cross-shard transactions and adopts Kademlia as a routing
mechanism for cross-shard communication and reducing
communication overhead. The local (committee) and
global resiliency of Harmony is the same as Elastico [63],
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omniledger [64] and Zilliga [66].
VI) Monoxide

Monoxide [68] has been designed to scale out
blockchain systems linearly without sacrificing security
and decentralization. Towards this purpose, it divides the
blockchain network into multiple independent and
parallel instances called “consensus zones” and partitions
the workload of computation, communication, storage
and memory (for state representation) in the consensus
zones. Each consensus zone has its own chain of blocks
and runs the consensus process independently with
minimized communication. In Monoxide, the blocks are
created by miners. Although Monoxide uses PoW for
mining blocks, its technique is impertinent to the
consensus mechanism used per zone. To prevent
attackers from controlling more than 50% of mining
power in a single zone, Monoxide proposes a Chu-ko-nu
mining mechanism that allows a miner to create multiple
blocks in the different zones with one PoW solution.
Consequently, the mining power is dispersed into
multiple zones. since a PoW solution in Chu-ko-nu mining
is more productive of blocks, it is more energy-efficient
than traditional PoW. In addition, Monoxide uses
eventual atomicity to ensure the atomicity of cross-zone
transactions. In contrast to two-phase commit protocols
that serialize the transactions, eventual atomicity has no
additional delay and overhead.

VII) FleetChain

FleetChain [69] is a scalable and responsive blockchain
with optimal sharding focusing on the intra-shard
consensus and cross-shard transactions. To achieve an
efficient intra-shard consensus, FleatChain proposes a
Leader-Stable Fast Byzantine Fault Tolerance (FBFT)
protocol that adopts a multi-signature schema to reduce
message size during voting, combined with pipeline
technology to enhance processing efficiency.
Furthermore, for cross-shard transactions, a Responsive
Sharding Transaction Processing (RSTP) protocol has been
introduced that depends on the classical two-phase
commit (2PC) protocol in which transaction inputs are
locked/unlocked. Albeit unlike Omniledger protocol [64]
where a client is considered as coordinator of the cross-
shard transactions, in Fleetchain output shard leader
operates as coordinator.

For intra-shard consensus, FleatChain utilizes a robust
t out of u Multi-Signature Protocol with public key
aggregation using Proof-of-Possession (PoP), shortly
referred to as (t, u)-MSP-PoP, while uses (t, u)-AMSP-
PoP (Aggregated Multi-Signature) for cross-shard
transactions. To sum up, Fleetchain is scalable from the
perspectives of computation (i.e., transaction throughput
and latency), communication and storage, and its
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scalability factor is O(n/logn) where n represents the
network size.

Comparison of Horizontal Scalability/ Sharding
Solutions

Table 7 and Table 8 provide a summarized comparison
of the described sharding-based blockchains for a better
understanding of their techniques and key features.

Future Directions and Open Issues

Although numerous researches addressing scalability
challenges have been proposed in recent years, there are
still some issues that were not resolved in the best way
possible and were left open for future works. In this
section, the open issues and future research directions of
each category of scalability solutions are discussed
separately.

Q. On-Chain Scalability

Secure blockchain pruning: large blockchain size leads
to centralization problems due to limited storage
capacity. An approach for reducing blockchain size is to
remove non-critical and stale blockchain information to
free up storage space on the nodes. Although a number
of works [134] focusing on blockchain pruning have
recently been proposed, there is still an outstanding
guestion that needs to be answered: what data at what
time must be removed so that security would not be
compromised.

Blockchain data query: decentralization and data
distribution in the blockchain lead to inconvenience for
querying required data. As the blockchain grows,
processing the various queries such as single, range and
condition ones among a large amount of data, goes
through performance and bandwidth issues. Hence,
providing an efficient solution for querying blockchain
data is an open issue that has not received enough
attention in the literature.

R. Off-Chain Scalability

Future work can direct off-chain blockchains towards
further off-chain computation techniques and conduct
hybrid off-chaining mechanisms.

S. Scalable Consensus Mechanisms

Novel proof-based consensus mechanisms: Most
scalable consensus mechanisms in the literature are
based on voting, while there exist not many proof-based
scalable ones. Therefore, designing secure and low
latency proof-based algorithms is a topic that needs to be
studied more. For example, an idea is to develop
protocols that adopt non-transferable incentives such as
reputation or familiarity, in which mining difficulty can be
dynamically controlled.

Multi-block consensus mechanisms: redesigning
consensus protocols so that they will be able to reach
consensus on multiple blocks can improve throughput

considerably.
T. DAG-Based Scalability

Trade-off: existing DAG-based systems failed to make
a trade-off between multiple factors. For example, IOTA
[56] and GraphChain [123] enhance performance and
scalability while compromising security and consistency.
On the other side, some DAG-based data ledgers e.g.
Prism [135] and OHIE [136] provide strict consistency at
the cost of scalability and performance. Hence, designing
a DAG-based solution that can reach a balance between
various metrics is still a challenging issue.

Supporting off-chain transactions: redesigning DAG-
based systems for supporting off-chain transactions is an
interesting direction for future work, which take
advantage of both off-chain and DAG-based solutions.

System setup: setup configuration defines all the
specific needs that must be available at the onset of the
protocol to each participating node. Some existing DAG-
based systems [56], [123], [137], [138] rely on the genesis
block, whereas some others [57]-[59], [139], [140]
initialize multiple parallel chains simultaneously,
however, system setup using these parallel chains is
unclear. Therefore, adopting a novel and transparent
system setup can be considered as a future work.

U. Horizontal Scalability Through Sharding

Cross-shard transaction: cross-shard transactions lead to
a lot of communication overhead and also reduce system
performance and increase transaction confirmation time.
Therefore, assigning transactions to different shards in a
way that the cross-shard transactions be minimized is still
an open issue. In this regard, the authors in [141]
proposed a new sharding
paradigm with optimal transaction placement, called
OptChain. Furthermore, in [142] a new scalable
permissioned blockchain named “Sharper” has been
introduced that shards the transaction processing
through clustering network nodes. Using two
decentralized flattened consensus protocols, Sharper
handles cross-shards transactions more efficiently.
However, there is still a need for more efficient protocols
for processing cross-shard transactions to reduce
confirmation latency.

Resharding: resharding process is a challenging issue
in sharding-based blockchains since it needs reshuffling
the network which leads to huge data migration. SSChain
[143] is the first public blockchain that provides full
sharding with no reshuffling process and data migration.

Adaptive malicious attackers: resharding process is
performed to prevent malicious users from overtaking a
shard by corrupting the members of that shard during
protocol epochs. Securing committee members against
both slowly adaptive and fully adaptive attackers is a
crucial problem that must be taken into consideration.
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Table 7: Comparison of horizontal scalability solutions through sharding

Identity Setup/
i i Intra- Cross-Shard i
Solution Transaction Commlt'tee Consensus Transactions Smart T‘o'tal Com'rtuttee
Model Formation Contract  Resiliency Resiliency
Mechanism Mechanism
Mechanism
Elastico [63] UTXO PowW PBFT Not supported x 1/4 1/3
Omniledger . Sync, Lock/Unlock
TX R H B X x
(64] UTXO andHound yzCoin (AtomiX) 1/4 1/3
RapidChain [65] UTXO Offline PoW SBy;r_;chronous Sync, lock/Unlock x 1/3 1/2
An evolution
- v
Zilliga [66] Account PoW of PBET not Supported 1/4 1/3
Harmony [67] Account PoS FBFT Sync, Lock/Unlock v 1/4 1/3
f"ns?f‘suf zones PoW (Chuk Async, Lock-free
. partitioning o u-ko- <
Monoxide [68] Account based on Users nu mining) (Even.tL‘JaI 1/2 1/2
address) atomicity)
Proof of
P ion (PoP) L —Stabl
FleetChain [69] UTXO ceseason ([1e sl Sync, lock/Unlock v N/A 1/3

combined with FBFT

PoW

Table 8: Comparison of horizontal scalability solutions through sharding (tps: transactions per second, s: second, n: network

size, m: committee size)

Sharding Components

Communication

Solution Throughput * Latency * )
Computation Communication Storage Complexity

Elastico [63] v x x 48ktps <900s o(m? +n)
Omniledger [64] 4 x x 28.8ktps ~100s O0(logy* +n)
RapidChain_[65] v v v 128ktps 70s 0(m? + mlogy
Zilliqa [66] v x x N/A N/A 0o(n)
Harmony [67] v v v N/A N/A 0(log?)
Monoxide [68] v v v 1.23~2.56Mtps 23s o(m+n)
FleetChain [69] v v v N/A N/A o(n/m)

* The indicated throughputs and latencies are according to the evaluation of some sharding-based mechanisms conducted by Yu et al. in [97].

For more information about evaluation conditions, refer to Table 3 in [97].

An interesting idea is to incorporate the sharding
process with machine learning algorithms to analyze the
behavior patterns of users on the network and detect
malicious users.

Conclusions

Scalability is the most important challenge to
blockchain mass adoption.

This paper focuses on the blockchain scalability issue
and reviews some related works in the literature dealing
with it.

To do so, the scalability solutions are firstly classified
into five categories including on-chain, off-chain, scalable
consensus mechanism, DAG-based scalability, and
sharding solutions.

Then, the key properties of these solutions along with

J. Electr. Comput. Eng. Innovations, 12(1): 187-216, 2024

their advantages and disadvantages are discussed to
reveal their main contributions.

In addition, the discussed works are compared in terms
of scalability improvements such as throughput, latency,
storage and bandwidth. Finally, the future trends and
open issues expected to be investigated through future
works are discussed.

This paper provides a deep understanding of existing
scalability solutions as well as the issues and challenges
they deal with. Hence, it inspires novel ideas for more
scalable and efficient blockchains in the future.
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Abbreviations

TPS Transactions Per Second

DAG Directed Acrylic Graph

UuTxo Unspent Transactions Output

PKI Public Key Infrastructure

MPT Merkle Patricia Trie

SPv Simplified Payment Verification

ECDSA Elliptic Curve Digital Signature
Algorithm

EdDSA Edwards-curve Digital Signature
Algorithm

BRS Borromean Ring Signature

oT7s One-Time ring Signature

PoW Proof of Work

PoS Proof of Stack

pP2p Peer-to-Peer

BFT Byzantine Fault Tolerance

PBFT Practical Byzantine Fault Tolerance

7% Virtual Machine

EVM Ethereum Virtual Machine

DApps Decentralized Applications

RQ Research Question

MAST Merkelized Abstract Syntax Tree

AST Abstract Syntax Tree

AB-M Adaptive Balanced Merkle

VDP Value Distributing Problem

DHTC Distributed Hashed Timelock
Contracts

SPRF Smart Program Runner Framework

PoA Proof of Authority

PoET Proof of Elapsed Time
PoC Proof of Capacity
Pol Proof of Importance
PoB Proof of Burn
DPoS Delegated Proof of Stake
dBFT delegated Byzantine Fault Tolerance
FBA Federated Byzantine Agreement
BA Byzantine Agreement
VRF Verifiable Random Functions
FBFT Fast Byzantine Fault Tolerance
VDF Verifiable Delay Function
RSTP Responsive Sharding Transaction
Processing
PoP Proof-of-Possession
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Background and Objectives: Considering the drought and global warming, it is very
important to monitor changes in water bodies for surface water management and
preserve water resources in the natural ecosystem. For this purpose, using the
appropriate spectral indices has high capabilities to distinguish surface water
bodies from other land covers. This research has a special consideration to the
effect of different types of land covers around water bodies. For this reason, two
different water bodies, lake and wetland, have been used to evaluate the
implementation results.

Methods: The main objective of this research is to evaluate the capabilities of the
genetic algorithm in optimum selection of the spectral indices extracted from
Sentinel-2 satellite image due to distinguish surface water bodies in two case
studies: 1) the pure water behind the Karkheh dam and 2) the Shadegan wetland
having water mixed with vegetation. In this regard, the set of optimal indices is
obtained with the genetic algorithm followed by the support vector machine (SVM)
classifier.

Results: The evaluation of the classification results based on the optimum selected
spectral indices showed that the overall accuracy and Kappa coefficient of the
recognized surface water bodies are 98.18 and 0.9827 in the Karkheh dam and
98.04 and 0.93 in Shadegan wetland, respectively. Evaluation of each of the
spectral indices measured in both study areas was carried out using quantitative
decision tree (DT) classifier. The best obtained DT classification results show the
improvements in overall accuracy by 1.42% in the Karkheh Dam area and 1.56% in
the Shadegan Wetland area based on the optimum selected indices by genetic
algorithm followed by SVM classifier. Moreover, the obtained classification results
are superior compared with Random Forest classifier using the optimized set of
spectral features.

Conclusion: Applying the genetic algorithm on the spectral indices was able to
obtain two optimal sets of effective indices that have the highest amount of
accuracy in classifying water bodies from other land cover objects in the study
areas. Considering the collective performance, genetic algorithm selects an optimal
set of indices that can detect water bodies more accurately than any single index.

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

Introduction

Surface water bodies those are usually the sources of
fresh water, have very important role in both human life
and environmental protection [1]. The water supplies

Doi: 10.22061/jecei.2023.10118.678

help to maintain biodiversity in water and wetland
ecosystems. This is not only vital for ecosystems as a key
component of the hydrological cycle, but also related to
every aspect of human life such as drinking water,
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agriculture, electricity generation, transportation and
industrial purposes. Changes in the characteristics of
surface water bodies may lead to the occurrence of
severe disasters such as floods, droughts and even the
spread of water-related diseases, all of which have
consequences for the safety of human life and property,
(2], [3].

In order to reach the spatial distribution and expansion
of geographic information, it is necessary to accurately
recognize the surface water bodies based on satellite
remote sensing data [4]-[8]. One of the most widely used
remote sensing data analysis for detecting surface water
bodies are the methods based on using spectral indices
that identify water bodies based on water absorption
bands in different wavelengths of the electromagnetic
spectrum [9]-[16]. The results of surface water bodies
recognition based on remote sensing data are important
in various scientific fields, including research in the
evaluation of existing and future climate models,
agriculture, river dynamics, wetland studies, watershed
analysis, flood mapping and environmental monitoring.

In a research conducted by Emami et al, four different
water indices including the WRI (water ratio index), AWEI
(automatic water extraction index), NDWI (normalized
difference water index) and NDVI (normalized difference
vegetation index) are used to reveal and evaluate the
spatial-temporal changes in the water level of Uremia
lake in the time period 2002 to 2016 and based on the
Landsat satellite images [16]. The water ratio index is
defined according to the spectral reflectance of water in
the green and red bands in comparison with near-infrared
and middle infrared regions. Values greater than one of
this index are considered as water pixels. The automatic
water extraction index is one of the indices that are
mostly used for the extraction of water bodies in urban
areas. This index is used to remove dark pixels and
identify water surfaces with high accuracy in urban and
mountain areas where the shadow problem prevents
correct identification [16]. The normalized difference
water index is sensitive to water changes. This index is
calculated using near-infrared and short-wavelength
infrared reflections. The range of changes of this index is
between -1 and +1 and water has positive values [9], [17],
[18]. The normalized difference vegetation index is
defined by the amount of reflective energy in the red and
near-infrared bands and has values between -1 and +1
[19]. In this index, water, snow and ice have negative
values. One of the major errors affecting the values of this
index is clouds and atmospheric pollution such as smoke,
fog and dust, which increase or decrease the values of this
index. Obviously, the absorption of infrared rays by water
and its intense reflection by vegetation and soil provides
an ideal combination of these bands for extracting water
bodies. In 2018, Haung et al. investigated some water-

related indices in the Poyang Lake region of China [20]. In
this study, while examining different types of water
indices, it was concluded that the improved normalized
difference water index MNDWI is more reliable than the
NDWI. Because, this index uses the SWIR spectral band
and is less sensitive than NIR band to the density of
sediments and other optically active components in water
[20].

Thresholding is one of the most important methods in
using spectral indices for water extraction. Based on the
reflectance characteristics of water, the values of NDWI
and MNDW!I for water are usually greater than zero.
Therefore, zero is often used to as threshold for extracting
water from spectral index images. However, by fine-
tuning the threshold values, better extraction results can
usually be achieved [21].

In 2013, Fisher et al. investigated water indices
extracted from SPOT-5 satellite images over the New
South Wales region of Australia. These indices included
three different types of normalized differences water
index named NDW!Igz0, NDWIy, and NDWlpicreeters. In this
research, by calculating the normalized differences
between two bands and then applying a threshold,
several different water indices are produced and their
performance for the classification of water bodies in
remote sensing images have been investigated. The
NDWlcreeters index consists of the combination of green
and near-infrared bands, the NDWIg,, index consists of
the combination of near-infrared and short-wave
infrared, and the NDWI,, index consists of the
combination of green and short-wave infrared bands. The
results of investigating the performance of these three
indices in a coastal image containing abundant water
areas showed that the NDWlycreeters SEparates water and
non-water effects well and has a strong negative value in
vegetation, while the values of this index in water areas is
greater than zero. Water values are higher in the NDWly,,
although the vegetation response also has large values.
The NDWI,, provides a very poor separation of water and
non-water, and both vegetation and water have large
positives [22].

Meta-heuristic methods such as genetic algorithm or
SWARM intelligence algorithms are also successfully used
in some research for optimum selection of features or
image bands [23]-[25]. In the research conducted in this
paper, instead of comparing the limited amount of
spectral water indices, genetic algorithm is used for
optimum selection from a large set of spectral indices.
The main contributions of this research are as following:

e Evaluating the capabilities of genetic algorithm for
optimum selection of water indices.

e Considering the impact of various land covers
(especially vegetation) in water body recognition by
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using two types of study areas with different
characteristics.

o Discussing the relationships between the type of
features selected by the genetic algorithm and the
difference in land covers around each of the study
areas.

e Comparing the efficiency results of each individual
water index and optimum set of indices selected by
genetic algorithm in water body recognition.

Materials and Method

One of the important issues related to the surface
water bodies detection is the use of optimal indices in the
detection and separation of water from other land covers.
Karkheh dam with geographical location (21°29'32" N,
36°07'48" E) and Shadegan wetland with geographical
location (58°38’30"” N, 52°39'48"E) in Khuzestan province
are two samples of surface water bodies those are
considered as the study areas of this research. Karkheh
dam is one of the largest dams in the world and is the
largest dam in the Middle East, which was built on the
Karkheh River in Andimshek city of Khuzestan province.
The Karkheh River is the third largest river in Iran after the
Karun and Dez rivers from the water supply point of view.

Shadegan international wetland is one of the large
wetlands, which is located in the southwest of Iran and in
the south of Shadegan city in Khuzestan province. The
dams construction, not enough water supply of the
wetland, the discharge of polluted effluents such as
sugarcane fields, fish farming in Khuzestan, the passage of
oil pipelines and the activity of 30 petrochemical units
have included this unique wetland in the red list of
international wetlands since 1993.

The water of this international wetland is supplied
from the rivers of Jarahi and Karun, as well as the tides of
the Persian Gulf, which, despite the fact that its fresh
water part is seasonal; the salt water of this wetland is
permanent.

In this research, images those are taken by the medium
spatial resolution Sentinel-2 satellite sensor have been
used. The capabilities of this satellite sensor are the multi-
spectral imaging using 13 spectral bands in the visible and
infrared ranges. This satellite has regular global coverage
and also covers the coastal waters and the entire
Mediterranean Sea.

Two Sentinel-2 satellite images from the study areas of
Karkheh Dam and Shadegan wetland on December 2020
were used in this study.

An attempt was made to use images with the right
weather conditions, without dust or cloud covers.
Sentinel-2 images from the study areas of this research
are shown in Fig. 1.

As shown in Fig. 2, the proposed method in this
research in the first stage consists of performing pre-

Map Scale 1:250,000

(b)
Fig. 1: Sentinel-2 satellite image of a) Shadegan wetland, b)
Karkheh Dam.

processing (atmospheric correction, normalization and
cropping) on Sentinel-2 satellite images obtained from
the study areas.

In the second stage, after measuring the large set of
spectral indices related to the surface water bodies, the
genetic algorithm followed by the support vector machine
classifier is applied for determining the optimal set of
spectral indices for surface water detection. In parallel,
the decision tree classifier is performed in order to
evaluate the capability of each spectral index and
comparing it with the optimization results.

A. Spectral Water Indices

According to the research background, the names and
definitions of the spectral indices used in the detection
and classification of surface water bodies from remote
sensing images are mentioned in this section and the
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mathematical formulas of these indices are also
presented in Table 1 [26], [27].

Sentinel-2 Satellite Images

——

| Data Pre-Processing |

!

| Spectral Indices Measurement li

!

Optimum Indices Selection
Genetic Algorithm

Surface Water Classification Surface Water Classification
SVM Classifier Decision Tree Classifier

l

| Evaluation |

Fig. 2: Proposed method for surface water bodies
classification.

e NDWI is the normalized difference water index for
distinguishing water areas with little vegetation.

e MNDWI is the modified normalized difference
water index.

e AWEIsh is automatic water extraction index shadow
which is used for water extraction in urban areas.

e AWEInsh is automatic water extraction index no-

shadow which is used more often in urban areas
with fewer shadows.

e WRI is the water ratio index which is the ratio
between total reflection of red and green bands to
middle and near infrared bands.

e NDVI is the normalized difference vegetation index
as the most widely used vegetation index, which is
also used to identify water areas.

e NDMI is the normalized difference moisture index
which is used to determine the soil moisture.

e NDPI is the normalized difference index of water
ponds which is used to identify water areas in
wetlands.

e TCW is wet index used to determine pixels with high
humidity.

e WI2015 is the developed water index, which is one
of the useful indices in determining water covers
due to its high accuracy.

o NDSlis the normalized difference snow index which
is used to identify snow covers from other water
bodies.

e NDTI is the normalize difference turbidity index
which is estimated using the spectral reflectance
values of the water pixels to estimate the turbidity
in water bodies.

e SWI is simple water index which expresses the
simple relationship between blue and mid-infrared
band reflections.

Table 1: Name and mathematical formulas of the utilized spectral indices in the paper

Index Mathematical Formula Index Mathematical Formula
0.1511INIR x BLUE-0.7117 + 0.1973 x
NDWI (Green-NIR)/(Green+NIR) TCW SWIR1 x GREEN - 0.4559 + 0.3283 x
SWIR2 x RED
0.0315xBblue+0.1973xBgreen+0.327
MNDWI (Green-MIR)/(Green+MIR) TCW2 9xBred+0.3406xBnir-0.7112xBswirl-

AWEIsh Blue+2.5xGreen-1.5%(NIR+SWIR1)-

0.25x SWIR2
4x(Green-SWIR1)-

AWEInsh (0.25xNIR+2.75xSWIR2)

WRI (Green+Red)/(NIR+SWIR1)
MNDWI

(Recl) (Red-MIR)/(Red+MIR)
MNDWI

(Blue) (Blue -MIR)/( Blue +MIR)

NDVI (NIR-Red)/(NIR+Red)

NDMI (NIR - SWIR)/(NIR + SWIR)

NDPI (SWIR - GREEN)/(SWIR + GREEN)

0.4572xBswir2

NDWI (Blue) (Blue-NIR)/(Blue+NIR)
NDWI (Red) (Red-NIR)/(Red+NIR)
W20LS e dSwIRD  72(oWIR)
GNDVI (NIR-Green)/(NIR+Green)
NDSI (Green-SWIR)/(Green+SWIR)
NDTI (Red-Green)/(Red+Green)
SWiI

1/./(Blue — SWIR1)
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B. Optimum Indices Selection

Feature selection methods have become an integral
component of the machine learning processes for dealing
with high-dimensional data. The selection of optimal
features can be defined as the process of identifying
relevant features that is able to obtain an optimal subset
for well describing the problem and with minimal loss of
efficiency [23]-[30]. Genetic algorithm uses Darwin's
principles of natural selection to find the optimal way to
predict or match the pattern. Genetic Algorithm is an
evolutionary algorithm in which it is inspired by biology
such as inheritance, mutation, natural selection and
combination. Evolution starts from a completely random
set of entities and is repeated in the next generations, and
in each generation, the most appropriate solutions of the
problem are selected.

The genetic algorithm was used in this research as
the feature selection method in order to determine the
optimal set of spectral indices for surface water bodies’
detection and classification. As this algorithm works
better for large set of features, in addition to the 19
spectral indices listed in Table 1, the spectral bands of
Sentinel-2 satellite images were also used as features.
Moreover, the support vector machine classifier was used
as a cost function to evaluate the selected set of indices
by the genetic algorithm for selecting the optimal set.

C. Evaluation by Decision Tree Classifier

The results of applying the SVM classifier on the
optimal indices obtained from the genetic algorithm for
detecting surface water bodies are compared with the
results of applying the decision tree (DT) classifier for each
individual spectral index in Table 1 in order to validate the
optimization. The decision tree classifier places each pixel
in a class by performing multi-stage classification using a
series of binary decisions. The result of these successive
decisions is a set of object classes. In this research, DT
classifier has been used to classify pixels of each spectral
index images into water or non-water land cover classes.

Results and Discussion

The pre-processing performed on satellite images in
this research includes atmospheric corrections,
normalization and cropping of images. QUick
Atmospheric Correction (QUAC) algorithm is used for
atmospheric correction of satellite images in ENVI
software. This algorithm is suitable for correcting images
with lack of the atmospheric and terrestrial samples. In
this method, correction is done only by using several
spectral bands and their wavelengths, and the image is
corrected without providing additional information.
Compared to other methods such as FLAASH, which are
heavily affected by sensors’ noise, the QUAC algorithm
performs the correction process without affecting by the
sensors’ noise, and it also has very high speed.

The next pre-processing step is normalization in which,
all data are placed between zero and one to have the
same impact in performing measurements. Considering
that the spectral indices are measured based on satellite
images, the data should be normalized so that they are in
the same range and very large or small values do not have
a negative impact on the indices. After applying the pre-
processing on the images those are taken from both study
areas of Karkheh Dam and Shadegan wetland, all spectral
indices are measured based on the formulas in Table 1.
Then, the genetic algorithm is applied to determine the
optimal set of these spectral indices. In order to improve
the efficiency of the genetic algorithm, in addition to 19
indices in Table 1, 10 spectral bands of Sentinel-2 images
were also added to the collection as individual spectral
indices. These 10 spectral bands composed of three
visible bands (B2, B3, B4), five NIR bands (B5, B6, B7, B8
and B8a) and two SWIR bands (B11 and B12).

The parameters setting of the Genetic algorithm are as
follows: size of population=40, keeping rate=0.7,
mutation probabilities=0.2 and maximum number of
iterations=300. Table 2 shows the optimum set of spectral
indices selected by the genetic algorithm based on SVM
classification in each of the study areas of Karkheh Dam
and Shadegan Wetland.

Table 2: Optimum spectral indices selected by genetic
algorithm followed by SVM classifier

Study Area Optimum Set of Indices
Karkheh NDPI MNDWI AWEInsh Band
Dam (Red) RedEdge3
Shadegan NDPI MNDWI AWEIsh SWiI
Wetland

Fig. 3 shows the results of applying the SVM classifier
using the optimum spectral indices selected by the
genetic algorithm in both study areas.

In general, water absorbs the electromagnetic
spectrum, and the reflection from the surface water
bodies is insignificant compared to other land covers. The
highest reflection from water bodies occurs in the blue
band range, and the water’s reflection reaches zero in the
middle IR range of the electromagnetic spectrum.
However, plants have the most absorption in the red band
and the most reflection in the near infrared band.

According to the aforementioned interpretation of the
spectral behavior of water and vegetation cover, the
presence of Red, Red Edge, NIR and MIR bands in the
formulas of the optimum indices selected by the genetic
algorithm in the Karkheh dam area, which has relatively
pure water, can be reasonable.
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(b)

Fig. 3: SVM classification results using optimum indices in a)
Shadegan wetland, b) Karkheh Dam.

These indices are able to detect and remove
vegetation, soil and other land covers to identify pure
surface water bodies.

But in the Shadegan wetland study area, surface water
bodies are mixed with vegetation. Thus, the optimum
selected indices by the genetic algorithm in this area have
the blue band in their formulas, which has the highest
reflection from the surface water.

As mentioned in the description of spectral indices, the
AWEIsh index is suitable for use in areas with shadow
effects. Considering that Shadegan wetland study area
has water mixed with vegetation, the AWEIsh index has a
better performance in this area due to its ability to detect
water bodies from plants’ shadows.

To evaluate the performance of the genetic algorithm
in selecting the optimal set of spectral indices, the result
of applying the SVM classifier on the optimal indices are
compared with the results of applying the decision tree
classifier on each individual index. Table 3 shows the
overall accuracy and Kappa coefficient of the obtained
results from applying decision tree classifier on each of
the spectral indices in both study areas.

As it is depicted in Table 3, the highest accuracy of the
decision tree classifier has been obtained in the Karkheh
dam study area using the AWEInsh, NDWI and TCW2

spectral indices and in the Shadegan wetland study area
using the AWEIsh, NDWI and GNDVI spectral indices.

The most obtained DT classification accuracy is 96.76%
(by AWEInsh) in Karkheh dam and 96.48% (by AWElIsh) in
Shadegan wetland, respectively. However, the SVM
classifier based on the optimal set of selected indices (see
Table 2) by the genetic algorithm has a higher overall
accuracies and Kappa coefficients in both study areas.

For visual evaluation, the results of applying the DT
classifier on each of the AWEInsh, NDWI and TCW2
spectral indices in the Karkheh Dam area (Fig. 4) and the
AWEIsh, NDWI and GNDVI spectral indices in the
Shadegan Wetland area (Fig. 5) have been compared with
some other spectral indices.

In Fig. 6, the accuracy of the SVM classification results
based on the optimal indices of the genetic algorithm is
compared with the results of applying the decision tree
classifier using AWEInsh in the Karkheh dam area and
AWEIsh in the Shadegan wetland area.

Table 3: DT classification results of the individual spectral indices

Study Areas
Karkheh Dam Shadegan Wetland
Spectral
Index Overall Kappa Overall Kappa
Accuracy Accuracy
(%) (%)
WRI 90.51 0.87 93.60 0.87
WI2015 91.90 0.89 93.18 0.82
TCW2 96.12 0.95 84.26 0.56
TCW 91.24 0.88 91.47 0.72
SWI 94.27 0.89 95.77 0.91
NDWI 96.72 0.95 96.26 0.91
NDWI 89.04 0.76 93.61 0.79
(RED)
NDWI 92.66 0.88 93.66 0.85
(Blue)
NDVI 89.04 0.76 92.61 0.79
NDTI 92.60 0.89 87.68 0.95
NDSI 92.93 0.89 91.57 0.87
NDPI 95.70 0.92 95.57 0.85
NDMI 69.77 0.27 72.77 0.35
MNDWI 95.93 0.93 94.57 0.86
MNDWI 92.39 0.84 95.47 0.89
(RED)
MNDWI 93.33 0.90 95.14 0.89
(Blue)
GNDVI 90.88 0.82 96.32 0.91
AWEIsh 92.05 0.84 96.48 0,90
AWElInsh 96.76 0.95 82.31 0.52
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(a)
(d)

Fig. 4: Visual evaluation between the best decision tree classification results of Karkheh Dam by a) AWEInsh, b) NDWI and
c) TCW2 indices compared with d) GNDVI, e) AWEIsh and f) NDMI.

(a)

(d)

(c)

(f)

Fig. 5: Visual evaluation between the best decision tree classification results of Shadegan by a) AWEIsh, b) NDWI and c)
GNDVI indices compared with d) AWEInsh, e) TCW and f) NDMI.

As it can be seen in Fig. 6, use of the optimal set of
spectral indices selected by the genetic algorithm has
been able to improve the classification accuracy of
surface water bodies from other land covers.

Moreover, the obtained classification accuracies are
compared with Random Forest classifier (Fig. 6). The
comparison shows that random Forest classifier also has
the overall accuracy 97.35 for Karkheh Dam and 97.14 for
Shadegan wetland based on the optimum spectral indices
by genetic algorithm in both study areas.

99
98
97
96
95

Overall Accuracy

Karkheh Dam Shadegan Wetland

MGA SVM mGA RF mDT

Fig. 6: Comparing the classitication accuracies.
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Conclusion

The main objective of this research is to evaluate the
capabilities of the genetic algorithm to select an optimal
set of spectral indices in order to classify surface water
bodies from other land cover objects. For this purpose,
after measuring the number of 19 conventional spectral
indices in the detection of water bodies, each of these
indices were classified into two classes of water and non-
water objects using the decision tree classifier.

The evaluation of each of the spectral indices
measured in both study areas of Karkheh Dam and
Shadegan Wetland was carried out using quantitative
decision tree classification criteria. Based on the
differences in the nature of the two study areas (pure
water of Karkheh Dam and water mixed with vegetation
in Shadegan wetland), the number of three different
indices in each area had the highest values of
classification accuracy.

Applying the genetic algorithm on the spectral indices
was able to obtain two optimal sets of effective indices
that have the highest amount of accuracy in classifying
water bodies from other land cover objects in each of the
study areas. The evaluation of the obtained classification
results of Sentinel-2 satellite images taken from the study
areas showed that the use of optimum indices selected by
the genetic algorithm could improve the overall
classification accuracy by 1.42% in the Karkheh Dam area
and 1.56% in the Shadegan Wetland area.

In addition to increasing the classification accuracy of
the surface water bodies, considering the effects of the
type of land cover objects on the efficiency of spectral
indices, the use of genetic algorithm can significantly
reduce the computational cost of comparing the results
of a wide set of spectral indices. Moreover, considering
the collective performance, genetic algorithm selects an
optimal set of indices that can detect water bodies more
accurately than any single index.
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Abstract

Background and Objectives: In this paper, a closed-form mathematical formula has
been presented using of the proposed periodic structure E-field distribution, that
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second step, by solving a discrete differential equation, a general relation will be
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Results: A Leaky wave antenna has been synthesized in the 15.5- 18 GHz frequency
range for Gaussian radiation pattern. The results of simulation and antenna design
will be very close to each other in 2.5 GHz Bandwidth (15.5 - 18 GHz), which shows
the accuracy of this formula. Also, By changing the frequency range 2-5 GHz, the
main lobe direction of the antenna will scan the space approximately 10 degrees
(from 63 to 73 degree). The antenna has an SLL value of about -25 dB and 13 dB
Gain at whole band 15.5-18 GHz.

Conclusion: The obtained formula helps the antenna designers to calculate the

dimensions this type of antenna for any pattern distribution.
(GO

walls. The slots allow energy to leak out and form a
radiating wave along the length of the waveguide.
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Introduction

A leaky wave antenna is a type of antenna that radiates
electromagnetic waves along its length rather than at its
ends. It is called "leaky" because it allows some energy to
leak out along the length of the antenna, resulting in
radiation. Really, these antennas are designed to have a
controlled radiation pattern along their length. This
means that the direction and shape of the radiated beam
can be adjusted by changing the properties of the
antenna. By controlling the leakage of energy along the
antenna, it is possible to steer the beam in a desired
direction [1]-[5]. There are several types of leaky wave
antennas, including:

1. Slotted Waveguide Antennas [6]-[8]: These
antennas consist of a waveguide with slots cut into its

Doi: 10.22061/jecei.2023.9919.662

2. Dielectric Slab Leaky Wave Antennas [9]-[12]: These
antennas use a dielectric slab placed on top of a ground
plane. By varying the thickness and permittivity of the
dielectric slab, the radiation pattern can be controlled.

3. Printed Leaky Wave Antennas: These antennas are
made using printed circuit board technology. They consist
of a microstrip transmission line with slots or periodic
structures that allow energy to leak out and form a
radiating wave.

4. Metamaterial Leaky Wave Antennas [13]-[17]: These
antennas use metamaterials, which are artificially
engineered materials with unique electromagnetic
properties. By designing the metamaterial structure, it is
possible to control the radiation pattern of the antenna.
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Overall, leaky wave antennas offer flexibility in
controlling the direction and shape of the radiated beam,
making them suitable for various applications such as
radar systems, wireless communication, and satellite
communication.

No matter which category the leaky wave antenna is
in, another category can be defined for it, which will be
explained in more detail below.

A) A uniform leaky wave antenna is designed to have a
consistent and constant radiation pattern along its
length. It consists of a waveguide or transmission line
with regularly spaced slots or apertures. The
electromagnetic waves leak out gradually through
these slots or apertures, resulting in a uniform
radiation pattern without any significant variation in
the radiation intensity along the antenna's length.

A non-uniform leaky wave antenna, on the other
hand, is designed to have a varying radiation pattern
along its length. It consists of a waveguide or
transmission line with non-uniformly spaced slots or
apertures. The non-uniform spacing of these slots or
apertures causes the electromagnetic waves to leak
out at different rates along the length of the antenna.
As a result, the radiation pattern of the antenna varies
along its length, allowing for controlled variation in
the direction and intensity of the radiated waves.

A quasi-uniform leaky wave antenna is a combination
of both uniform and non-uniform leaky wave
antennas. It consists of a waveguide or transmission
line with a combination of regularly spaced and non-
uniformly spaced slots or apertures. This design allows
for a partially uniform and partially non-uniform
radiation pattern along the length of the antenna. The
quasi-uniform leaky wave antenna provides some
flexibility in directing and shaping the radiated waves
while still maintaining a relatively consistent radiation
pattern.

Lastly, a quasi-non-uniform leaky wave antenna is also
a combination of uniform and non-uniform leaky wave
antennas. It consists of a waveguide or transmission
line with a combination of regularly spaced and non-
uniformly spaced slots or apertures. However, in this
design, the non-uniform spacing is more dominant,
resulting in a radiation pattern that is mostly non-
uniform with some elements of uniformity. The quasi-
non-uniform leaky wave antenna offers a compromise
between the constant radiation pattern of a uniform
antenna and the variable radiation pattern of a non-
uniform antenna, providing flexibility in directing and
shaping the radiated waves.

Overall, uniform/ non-uniform/ quasi-uniform/ quasi-
non-uniform leaky wave antennas offer unique
advantages depending on the specific application
requirements. The choice between them depends on

B

Rt

C

-

D

—

factors such as desired radiation pattern, beam-width,
and scanning capabilities.

By examining the research done in this field, we can
find valuable papers, some of which deal with the
synthesis and others with the design of this type of
antenna. Among others, we can mention the relationship
presented by Oliner [18], which is of particular
importance in the synthesis of the shape of the tapering
slot in the leaky wave antenna [18]-[20]. The
disadvantages of this design include the ability to scan the
space in only the forward quadrant space of the antenna
and the difficult implementation to create the exact
tapering slot. To overcome these problems, the periodic
LWAs were introduced by researchers. Indeed, periodic
discrete slots are used instead of continuous slot. These
antennas can scan the backward and forward quadrant
space of the antenna [21]-[24].

Of course, in addition to the ability to scan one or two
quarters of the sphere by the leaky wave antenna,
increasing the scanning angle with low frequency
changes, the stability of the radiation pattern with
changing the scanning angle are also the challenges of this
type of antenna design, which different designs have tried
to overcome this challenge [25]-[27].

The following paper is a continuation and completion
of a paper [28] in which the structure of the slots and
design has changed. These changes lead to the creation
of a new structure called QNU-LWA, where the width of
the slots have been modified along antenna and this
causes the distance between the slots to change and
leads to QNU-LWA. Fig. 1 shows the difference between
these two structures. In the structure of QU-LWA, the
phase of the E-field distribution in each slot is fixed and
their amplitude is changing, but in the structure of QNU-
LWA in addition to the amplitude, the phase of the E-field
distribution is changing in each slot.

In paper [28], considering that the distance between
the slots were equal and only the length of the slots was
different, a mathematical formula was presented to
calculate the length of each slot according to the desired
radiation pattern. While in this paper, the length of the
slots is fixed and the width of the slots are different, which
is the difference between these two structures. As a
result, the main innovation of this paper is to present a
mathematical formula for the distribution of the desired
radiation pattern to calculate the slots width of the
proposed structure. Finally, to confirm the obtained
mathematical formula, an antenna sample with Gaussian
radiation pattern was designed and constructed in the
frequency range of 15.5 to 18 GHz.

This paper consists of the following sections: In Section
Il, the method of obtaining the important information
required for the synthesis of these antennas will be
mentioned. In Section Ill, the mathematical design
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method of the antenna will be explained. In Section IV,
the simulation and construction results of this antenna
will be compared. Finally, Section V concludes the paper.
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Fig. 1: (a) QU-LWA and (b) QNU-LWA model.
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Fig. 2: Simulated antenna model to obtain the E-field
distribution inside the slots.

Initial Step for Synthesizing QNU-LWA

To design this antenna, in the first step drew a QU-LWA
structure in the CST software based on Fig. 2. The
mentioned method in this section can be generalized to
other types of LWA [28]. This structure is just an example
and draws only to get the mathematical relations for the
electric field inside the slots of this antenna. After the
mathematical relation for antenna design is obtained in
the next section, there is no need to do the first step in
antenna design and can be ignored. A series of probes to
measure the E-field inside these slots will then be placed
on each slot. In this structure, w,, and L are the width and
length of the slots and are considered constant. m is the
number of antenna slots and is selected based on the
S,1 = —10 dB dispersion parameter. There are two ways
to achieve S,; = —10 dB. The first method is to increase
the number of antenna slots. In this case, as shown as an
example in Fig. 3, S, will decrease by increasing the value
of the parameter m. One of the problems with this
method is the increased antenna length and the process
of manufacturing and machining the antenna will be
difficult. On the other hand, by increasing the length of
the antenna, it will be easier to achieve a narrower 3 dB
pattern. Fig. 3 shows the increase in the number of slots
and the effects of this increase on the S,; parameter. As
expected, by increases the number of slots, the value of
S,1 will decrease.

In the second method, the width of each slot w
increases. As shown in Fig. 4, by increasing the w, the
leakage field of each slot to the outside will increase and
as a result, the parameter S,; will decrease.

One of the problems of this method is increasing the 3

dB beamwidth of the antenna. In antenna design, based
on the need for gain and 3 dB beamwidth and antenna
length limit, we select this parameter to access the
appropriate S_21 value. By selecting the appropriate
value for m, the distribution of the E-field inside the slot
is drawn in Fig. 5. This figure shows an exponential
function whose amplitude decreases along whit the
antenna. This figure will change very little if the width of
the slots or the number of slots changes. This figure will
be the basis of antenna design in the next step.

m=20 S;=-8dB
tHHH -5
LN —_—t
(a)
yo=30 82 =-10 dB
r, | i = fi i f i Pou
i H 4‘ }—H— s e H ]__’ A
(b)
m=40 Sip=-12dB
N ] i m i le.
— s e e ” |:|+ z
(c)

Fig. 3: Increase the number of slots and the effects of this
increase on the S;; value.
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Fig. 4: Increase the width of each slots and the effects of this
increase on the S;; value.

Normalized
E-field

Slot Length

Fig. 5: The E-field distribution inside each slot.

Method of Extraction of the Mathematical Formula

According to distribution of the E-field drawn in Fig. 5,
it can be written for the E-field inside the antenna slot as
follows [29]-[30]:
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E, = Tio Eycos (g y) exp(—az)exp (—j (/? + Z?TT[> Z>
o &

where n ™ Floquet mode or also referred to as space
harmonic. d indicates the fixed period of each slot and a
is waveguide width. @ and S are leakage and phase
constant of the waveguide respectively. The value of E,
and E is very small compared to E, component and can
be neglected. Based on the Floquet's theorem and the 3D
distribution of the E-field in Fig. 5, it is expected that the
E-field and the radiation power are periodic. In Fig. 5,

2nm

function exp (—j ([3 + T) z) decreases with the
exponential function exp(—az) during the antenna length.
First, it is supposed that P, is the input power applied to
the antenna, some input power is radiated by each slot
and the remained power at the antenna end is absorbed
by the match load. wy, w;, ..., w; and L are the width and
length of the slots of each segment. In the QU-LWA
antenna design, the amount of wis constant and L is
changed in each slot, while in QNU-LWA, L is constant and
w changes in each slot. Based on the periodic structure in
Fig. 5 and Floquet's theorem, geometric periodicity forces
the field to be periodic. So, it can be defined as a periodic
function for the radiation power of each segment P(z) as
[13]:

P(z+d) =CP(z)

P(z+2d) =CP(z+d)
P(z + 3d) = CP(z + 2d)

}J(Z +id)=CP(z+(i—1d),i=12,..,m (2)

where Ct is the form of:

n=oo

. . . 2nm\ |
C'= Z exp(—2aid) exp (—2] (,B + T) zd)
n=—oo
i=12,..,m (3)

where m is the number of slots in the antenna. In (3),
P(z) is the applied power to the antenna. Part of the
power will be propagated to the outside of the antenna
and P(z + id) is applied power to the i ™ slot, where i =
1,2,...,m. The radiation power in each slot is proportional
to the input power, size of the slot, and |E,|” coefficient.
So, for total radiation in each slot, it can be written based
on [29] as follows:

m
P, — P .
Proa = LU e cos?(™/q LA X LZ w;C!

Pout =
= Z?;l Pr,i (4)

A'is a coefficient of 1/meter2 that will be calculated in
the future. P;, = P(z) is input power, P,,; = P(z + id)
is output power and y = L. While P,,; is the total

radiation power of the antenna and P,; is the radiation
power in each slot. In order to implement a mathematical
distribution function, the radiation power must follow the
amplitude distribution such as Gaussian. Suppose that the
desired aperture distribution or slot radiation is T;, i =
1,2,...,m, so:

cos?(™M/q L)A x L x w;C*~* = BT? (5)

where B is a constant coefficient. Finally, gives w; the
form of (6):

W = BT?
= AxLxcos2(T/,L)Ci-1

(6)

One of the unknown parameter of (6) is A. To calculate
A according to i=1 in the (5), BT =AXLX
cos?(™/q L)wy, it can be written as:
BT?
" wyxLxcos?(T/,L)

(7)

Since, in (6), the amplitude distribution is calculated for
a slot on the antenna, the value of C! should be an
absolute value and therefore used |C!|instead of C'.
Combining (6) and (7), it can be concluded that w; as:

wy (T 2 .
w; = T <T—1) wi<d, i=12,..,m (8)

Equation (8) is a very simple relation that shows, to
calculate the width of the slots, only needed the width of
the initial slot w;, C* and distribution coefficients T*. To
get the initial conditions w; consideration the T3 = T?
for distribution coefficients, so w; < |C™"1|d and as a
result, the allowable range for w; is shown with dashed
line in Fig. 6.

Permissible
values for w;

d {@ee==e=sceeccccccccccccaccaaaan.

w, < |(_""7I|d
St SIS DL S X Sy S S e P
,

L M o o 0
o] 2 0 0 s e s 0

0 m

Fig. 6: Allowable range for selection W1 parameter.

By selecting a suitable interval for w; and using (8), the
w; coefficients can be obtained as Table 1. In this case,
Gaussian distribution coefficients are used. Other
distribution coefficients such as ChebyChef, Taylor, and ...
can also be used and the different properties of these
distributions can be implemented on the antenna. In this
structure, the distance between the two slots d is fixed,
and the width of the slot w, is changing based on Table 1.
By selecting the Gaussian distribution and using (8), the
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slot shape on the antenna wall can be designed. Fig. 7
shows how the use of a Gaussian distribution leads to the
creation of a series of slot structures on the antenna wall.

Table 1: The value of calculated w;

i w; i w; i w; i w;

1 0.5745 11 1.8366 21 3.4211 31 3.8431
2 0.6649 12 1.9960 22 3.5539 32 3.7151
3 0.7640 13 2.1583 23 3.6750 33 3.5494
4 0.8719 14 2.3223 24 3.7817 34 3.3493
5 0.9882 15 2.4870 25 3.8711 35 3.1203
6 1.1128 16 2.6512 26 3.9398 36 2.8696
7 1.2450 17 2.8138 27 3.9841 37 2.6056
8 1.3842 18 29735 28 4.0000 38 2.3367
9 1.5298 19 3.1290 29 3.9839 39 2.0707
10 1.6809 20 3.2788 30 3.9324 40 1.8145
Wit

Slot Width
a2 o i

-a/2 g 4

0 Antenna Length

Fig. 7: The Width of the slots designed based on (8) and the
Gaussian coefficients to be created on the antenna wall.

Simulations and Results

For a detailed study of the mathematical relationship
expressed in (8), compared in this section simulations
results with practical measurement results. The
photograph of the construction antenna is shown in Fig.
8. The antenna consists of two parts that are connected
with screws. The lower part is made of aluminum and the
upper part is made of stainless steel to be able to
withstand machining stresses. Due to the need for high
accuracy in the manufacturing process, the CNC machine
with micron precision has been used. Making the first
slots (i=1-2,w; =0.5645, w, = 0.6649) were
complicated because they were so thin and it is with some
errors.

The manufacturing antenna parameter is shown in
Table 2. The simulation and measure test results pattern
of the antenna are shown in Fig. 9. The antenna at 2.5 GHz
bandwidth shows very acceptable results compares to the
simulation. By changing the frequency range 2.5 GHz, the
main lobe direction of the antenna will scan the space
approximately 10 degrees (from 63 to 73 degree). The
antenna has an SLL value of about —25dB and 13 dB
Gain. By the theory of Gaussian expansion coefficients

with coefficient number 40 and o = 1.7, we should reach
SLL about —27 dB. Therefore, the results of simulation
and antenna design are very close to the theoretical
results. Fig. 10 shows S;; and S, in both simulation and
measure test. The results of the simulation and measure
tests are very similar. An important point is that initially
the antenna was designed for S,; = —10 dB, but in Fig.
10it has reached about S,; = —40 dB. The reason for this
difference is that we initially chose the width of the slots
as fixed, but changed the width of the slots using (8),
These changes have improved the antenna radiation to
the outside space and the value of S, has been somewhat
improved.

Table 2: Antenna physical parameter

a b leot Ltotal t d m fO BwW
10.1 5 mm 175 235 1 mm 3.8 0 16.75 2.5
mm mm mm mm GHz GHz

2
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Fig. 9: Theoretical and measured patterns for the QNULWAs.
(a) 15.5 GHz. (b) 16 GHz. (c) 16.5 GHz. (d) 17 GHz. (e) 17.5 GHz.
(f) 18 GHz. based on (8) and The value of calculated w; (Table
1).

Variations of the beam angle and a/k, based on the
variation of frequency are shown in Fig. 11. The antenna
main beam scans with frequency changes; in fact, it
moves from 64 to 72 degree as the frequency decrease
from 18 to 15.5 GHz. Through analyzing the changes in
a/ky and S/kgy, caused by frequency variations, the
possible radiation frequency range can be found. In other
words, the dimensions for the structure, which make the
desired radiation pattern possible within the operating
frequency range, are selected.
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As mentioned in the introduction, the main goal of this

paper is to derive the mathematical formula for QNU-
LWA antenna synthesis. Then, an antenna sample was

B/ kﬂ o k()
4
0.43
. 066
0.045
0.3
15.5 aus Frequency 18 cin

Fig. 11: Leaky-mode propagation constant a/kq and /ky.

designed to confirm the formula. Finally, Table 3
compares the design antenna specifications with some
other references reported in recent years.

Table 3: Compare of the design antenna specifications with some other references

Reference Frequency Scraar;n:g Gain Side-Lob Antenna Tvpe
no. range (GHz) (Degrgee) (dB) level (dB) P
[22] 11.7to 19.6 -61to +34 14.1 -12 A symmetrical SIW
[23] 9.5-13.7 +5 to +81 15.7 -15 SIW with Dumbbell-shaped slots
[24] 9.3t09.93 -65 to +65 NA NA Composite right/left-handed
(25] 6t0 16 6810423 16.86 NA Hole array spoof.surface plasmon
polaritons
[26] 9.2t0 10.8 58 to 62 14.5 -20 Quasi-uniform leaky-wave antenna
i-Non-Unif leaky-
Thiswork  15.5t0 18 63t0 73 13 25 Quasi-Non-Uniform leaky-wave

antenna

Results and Discussion

In this paper, a mathematical formula to synthesis the
QNU-LWA was presented. Using a method based on
simulation and obtaining the distribution E-field inside
the slots and solving a differential equation, it was
possible to calculate the width of slots in the QNU-LWA.

To verify the obtained formula, an antenna with
Gaussian distribution for the radiation pattern was
synthesized and constructed. The simulation results
confirm the correctness of the formula. Also, the
simulation and construction results of this antenna are
exactly the same.
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A New High-Speed Multi-Layer Three-Bits Counter Design in
Quantum-Dot Cellular Automata Technology
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Department of Electronics, Faculty of Engineering, Shahr-e-Qods Branch, Islamic Azad University, Tehran, Iran.

Abstract

Background and Objectives: Quantum-dot Cellular Automata technology is a
new method for digital circuits and systems designs. This method can be
attractive for researchers due to its special features such as power consumption,
high calculation speed and small dimensions.

Methods: This paper tries to design a three-bits counter with minimum area and
delay among the other circuits. As the circuit dimensions are reduced, the area
and consequently, the delay are decreased, too. Therefore, this paper tries to
design a three-bits counter with minimum dimensions and delay. The proposed
counter contains 96 cells and is designed in three layers. It has the least area and
delay compared to the priors.

Results: The circuit simulation illustrates 0.08 um? of area occupation and one
clock cycle delay. In comparison with the best previous design, which includes
110 cells, the cells number, area and delay are decreased by 12.72%, 27.27% and
33.33%, respectively. Also, the cost of the circuit has been improved by 54.32%.
The power analysis of the design shows 13% reduction in the total energy
dissipation of the circuit compared to the best prior work. The circuit reliability
versus temperature variations has been simulated and the results represent
suitable stability. The fault tolerance of the circuit which is occurred by the
displacement faults represents normal operation of the circuit.

Conclusion: As the counter is an element which is implemented in several digital
systems, its area reduction causes the whole system area to be reduced. Also,
the circuit delay has been decreased significantly which means that the circuit

can be employed by high speed systems.
e

One of these circuits is the counter which is widely
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Introduction

With the advancement of technology and moving
towards nanotechnology, circuit speed and dimensions
are becoming the important factors that need to be
improved. One of the proposed technologies besides the
complementary metal oxide semiconductor (CMOS) [1]
is the quantum dot cellular automata (QCA), which is a
novel nanoscale design method proposed by Lent in the
1993. The QCA is a nano-dimension technology and the
digital circuits can be designed and implemented by this
method [2]-[6].

Doi: 10.22061/jecei.2023.9955.667

used in digital systems. In [7], a counter has been
presented by JK flip-flop, which has 278 cells, area of
0.33 um? and delay of 2 clock cycles. The cells number
and area of this circuit are high. In [8], a counter by three
consecutive T flip-flops has been proposed, which has
244 cells, area of 0.346 um? and delay of 4.25 clock
cycles. The design advantage is a NOT gate, which
prevents signal weakness. In [9], a 3-bits counter has
been designed by T flip-flop, which has 238 cells, area of
0.361 um? and delay of 2.25 clock cycles. In this design,
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the circuit delay and cost have been improved compared
to the circuit in [8].

In [10], a D flip-flop counter has been presented by
196 cells which has good delay and cost. A counter in
[11], has employed D flip-flop and has 174 cells, area of
0.194 um? and delay of 3 clock cycles. This design has
improved cells number and area, but is not optimal in
terms of delay and cost. In [12], a counter with 140 cells
has been presented by T flip-flop and each T flip-flop
contains one XOR logic gate. A counter with 110 cells has
been proposed in [13] that is the best design in terms of
delay, area and cost compared to the priors. As shown in
Fig. 1, the main advantage of the circuit in [13] is the
crossing wires at two different clock phases. So, the
wires cross each other with the minimum area and
delay.
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Fig. 1: Structure of three-bits counter with 110 cells [13].

Main contributions: We design a new 3-bits counter in
this paper and follow these contributions:
1- It has been tried to design a circuit with the
minimum number of cells.
2- Since the counter delay is related to the delay of T
flip-flops, the implemented T flip-flops structures
have been redesigned to improve the circuit delay.

This will qualify the circuit for high-speed
applications.

3- The total energy dissipation of the circuit has been
improved.

4- 1t has been tried to preserve the circuit stability
and the circuit fault tolerance in normal situation.

In continuous of the paper, the background of the
QCA is discussed in section 2. In Section 3, the circuit
design method is introduced and the proposed multi-
layer 3-bits counter is explained. Simulation results and
comparisons, the circuit energy analysis, and reliability
are represented in section 4 and finally, the conclusion is
given in section 5.

QCA Background

The QCA is a nano-electronics computing architecture
and is implemented to build circuits in nano-dimensions
[14]. The basic unit in the QCA is its cell. As shown in Fig.

2, the QCA cell shape is square and consists of four
quantum dots [15]-[16].

Fig. 2: Structure of a QCA cell.

The cell with four quantum dots, positioned at the
corners of a square, contains two free electrons. An
electron can be quantum-mechanically confined in a
quantum dot. Due to the Coulombic interaction,
electrons occupy the farthest possible positions from
each other [17]. Therefore, the two stable states are the
corners of the QCA cell and consequently, the possible
polarizations are P = “-1” and P = “+1”, which are
translated as logics ‘0’ and ‘1’, respectively. The logics of
the QCA cell are shown in Fig. 3(a) and 3(b). The
standard distance between two adjacent cells is 2 nm
and the cell standard dimensions are 18 x 18 nm?, as
shown in Fig. 4 [10].

@O
oXo!

P=-1, Binary=0

P=+1, Binary=1

(a)

P=-1, Binary=0 P=+1, Binary=1
(b)
Fig. 3: (a) The angle of electron is 90. (b) The angle of electron
is 45.

|
=© O |10 O

OXCJOXe)
o

Fig. 4: Quantum dot cell dimensions.

The Coulombic interaction effects the adjacent cells
and transfers the logic of one cell to the other cells.
Therefore, the consecutive cells can create a QCA wire
[18]. Since there is no current and output capacitor in
the circuit, the QCA has lower power consumption
compared to the CMOS. The QCA has simple structures
for ‘AND’ and ‘OR’ gates, and has the ability to cross the
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wires over each other. In classical binary QCA, wires
crossing can be implemented by two methods that are
coplanar wires and multi-layer wires. In the coplanar, the
cells can cross with two different orientations or with
two different clock phases as shown in Fig. 5. In multiple
layers, one of the wires is transferred to the second layer
and then returns to the first layer. Thus, two wires cross
without affecting each other. Fig. 6 shows the overview
of the multi-layer wires. It is proved that the multi-layer
approach is more robust than the coplanar method [19].
In coplanar crossing, the wire coupler is loose and can be
affected by the random external influences. In multi-
layer, intermediate layers are used to prevent any
possible crosstalk. Each layer can be employed as an
active layer on which a new circuit can be designed
independently [20]. A multi-layer model decreases the
overall area and thus potentially consumes less chip area
compared to the coplanar approach.
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Fig. 5: Coplanar wires (a) Two wires crossing in 45& 90-
degrees. (b) Two wires crossing with 2 different clock phases.
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Fig. 6: Multi-layer wires crossing.

Binary logic movement in the QCA requires clocking.
Timing/synchronization in the QCA is done by the
cascaded clocking of four distinct and periodic phases as
shown in Fig. 7.

Hold Release
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1 1 1 >
Switch| Hold |Release| Relax Time

(b)
Fig. 7: (a) Clock diagrams in QCA. (b) Clock phases in QCA.

The phases are rising (switch), falling (Release),
staying at high potential (Hold) and staying at low
potential (Relax). The applications of clocking are:

1- Creating an  appropriate  mechanism  for

synchronous movement of data in the circuit.

2- Determining the direction of data movement in the

circuit.

3- Supplying the required power for the operation of

the circuit.

A tool for the QCA circuits simulations is “QCA
Designer”. In the “QCA designer” tool, the phase of the
cells, along with the type of the cells (input/output), are
determined by a special coloring which are shown in Fig.
8.

O Ogioo

Zone=0 ZOne=1
(o le]l [ollie) © @® /(@ @

o <& Sl inputQutput
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H B

O O

Dot Cell Vertical Crossover

Fig. 8: The clock phases of the QCA and coloring of the cells.

As mentioned, by arranging the QCA cells in a line, the
polarity of the first cell is transferred to the last cell and
acts like a wire. In general, two wiring methods are
utilized in the QCA. The first method is standard wiring
and is accomplished as shown in Fig. 9(a). The second
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method in Fig. 9(b) is called complementary chain, which
cells are rotated 45 degrees with “+1” and “-1”
polarization. The advantage of this type of wiring is its
ability to transfer both the input signal and the reverse
of the input signal in odd and even cells, respectively.

0 0|0 6]0 ©J0 60 ©
@ 0le dle ole dle ©
> ©0

@ 0@ 0@ O[@ O[¢
0 0|0 0|0 0/0 6|0 @

(a)

o606
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@O
0 O

O®

(b)

Fig. 9: (a) standard wiring. (b) complimentary chain wiring.

Proposed Circuit

The interference minimization between wires and
clock synchronization can be implemented in multi-layer
designs [21]-[22]. Also, the multi-layer method reduces
the overall area of the chip compared to the coplanar
designs [23]. Therefore, to design the circuit with
minimum area, the proposed circuit has been
implemented with 3-layers. It has three output bits and
contains 96 cells.

A. Design Methodology

To propose a new circuit, we have employed the
circuit in [13] as the base circuit and follow this
algorithm to improve it:

1- Try to optimize the elements of the circuit. This will
help you to optimize the whole circuit parameters.

2- Try to minimize the circuit dimensions. If the circuit
dimensions are reduced, you have the opportunity
to reduce the circuit delay.

3- If at least one of the previous steps has been
performed successfully, simulate the circuit to see
whether the circuit parameters are improved or
not. If the parameters are improved, go to the next
step, otherwise the circuit is not a good candidate
as the new circuit.

4- Check the stability of the circuit. If it is stable, the
new circuit has been designed correctly, otherwise
the proposed circuit must be redesigned again in
the first or second steps.

The flowchart of the circuit design methodology is
depicted in Fig. 10.

GO

Try to optimize the
elements of the circuit |

A
Try to minimize the
circuit dimentions

Yes

Have you
successfully passed
one of the previous
steps?

Stop (The circuit can not
be a good condidate)

Simulate the
proposed circuit

results show
improvement?

Check the
circuit stability

Is the circuit
stable?

Yes
Stop (Your new circuit
is final)

Fig. 10: The flowchart of the design methodology.

B. T Flip-Flop Structure

A counter is constructed by the flip-flops. According
to the flowchart, we try to improve the flip-flops of the
circuit in this section. The block diagram of the circuit in
Fig. 11(a) shows three consecutive T flip-flops. The
structure of each T flip-flop includes one ‘XOR’ gate and
one ‘AND’ gate. The ‘AND’ gate is constructed by a three
inputs majority gate which its inputs are “+1” and “-1”
constant polarizations and the CLK signal. Totally, six
majority gates have been utilized to design ‘AND’ and
‘XOR’ gates. Fig. 11(b) shows the internal structures of
‘AND’ and ‘XOR’ gates.

The block diagram of the T flip-flop is similar to [13].
However, as shown in Fig.12, its structure has the
following differences:

1- To reduce the number of cells in the ‘XOR’ majority
gates of the first and third T flip-flops, normal cells
employ phase 1 and fixed cells employ phase 2 of
the clock. This will synchronize the data current
and controls the electrons movement in the cells.

2- The input clock is applied directly to each T flip-
flop which improves the circuit delay.

These simple modifications lead to the first aim of our
research and decrease the delay of the T flip-flops.
Consequently, by modification of the T flip flops, the
total circuit delay is reduced and causes the circuit to
be a candidate for high speed applications.
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Fig. 11: (a) Block diagram of three bits counter. (b) Structure of
‘AND’ and ‘XOR’ gates.
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00 OO0 O0 O
OjJo O0jo O}0

Qo

co
0o
0 Ojo o
O 0Jo0O0

010 O R BG
olo O R

CLK
00 o cjooje o
00

C. Circuit Design

The second step in the flowchart is the minimization
of the circuit dimensions. To achieve this goal, the
following modifications have been performed: 1- the
wires routings have been changed. 2- three layers are
selected for the circuit. 3- the vertical wire of the first
and third T flip-flops has been diminished by one cell.
The schematic of the circuit is illustrated in Fig. 13. As
shown, one of the wires is taken to another layer and
then returns to the original layer. Thus, two wires cross
without affecting each other. In brief, the proposed
circuit has the following modifications compared to the
circuit in [13]:

1- We have replaced the crossover in prior work with

the multi-layer crossover.

2- The circuit of the T flip-flop is redesigned and
optimized as described in Fig. 12.

3- The wires routings have been changed to decrease
the number of vertical and horizontal cells of the
counter.

4- The outputs of ‘AND’ gates are connected directly
to the ‘XOR’ gates which reduce one cell in each
XOR gate.

These modifications lead to the area reduction aim of
our research, so that the circuit cells number is reduced
to 96 cells. Also, by the modifications in the T flip-flop
circuit, the delay is reduced to one clock cycle.

Simulation Results and Discussion

We have implemented “QCA Designer” tool to design
the proposed counter. This tool has two simulation
engines, which are “Coherence Vector” and “Bistable
Approximation”. In this research, the Coherence Vector
engine is utilized and its parameters are depicted in Fig.
14.

O Clo 00 O .
O 0jo Ojo Ojo ©

8@
.

Fig. 13: The structure of proposed multilayer 3-bits counter.
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0 Coherence Vector Options !
Temperature [1.000000 ] K
Relaxation Time: | 1.000000e-15 s
Time Step: | 1.000000e-16 s
Total Simulation Time: | 7.000000e-11 s
Clock High: | 9.800000e-22 J
Clock Low: | 3.800000e-23 J

Clock Shift: | 0.000000e+ 00
Clock Amplitude Factor: | 2.000000
Radius of Effect: | 80.000000 nm
Relative Permittivity: | 12.900000

Layer Separation: | 11.500000 nm

%) Euler Method
) Runge Kutta

[] Randomize Simulation Order

[ Animate
[ 3 Cancel ] o oK

Fig. 14: The simulation parameters of coherence vector engine
in QCA Designer tool.

The simulation waveforms of the proposed counter
are represented in Fig. 15.

As seen, the numbers are counted properly and the
circuit works correctly.

Fig. 16 shows the cells number of the proposed
design in comparison with the previous designs. As
depicted, the circuit contains 96 cells which is lowest
among the others. The area of our circuit and the prior
circuits are drawn in Fig. 17.

The occupied area of the proposed design is 0.08 um?,
which is the least occupied area.
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Fig. 16: The comparison of the cells number.
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Fig. 17: Area occupied of the proposed design and previous
studies.

The circuit delay is calculated by the number of clock
cycles that the input signal takes time to reach to its
output. The delay of our circuit is depicted in Fig. 18. As
seen by the colors of the cells, the path from ‘CLK’ signal
to the ‘Q2’ has experienced four consecutive phases of
the clock which is equal to one clock cycle. As expected,
the simulation of the proposed circuit shows that the
delay is 1 clock cycle. The curve in Fig. 19 represents the
delays of various designs.
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Fig. 15: Simulation results of 3-bit multilayer counter with 96 cells.
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Table 1: Simulation results and comparison with the priors

parameters 7] [ [0 [0] [ [z [z Proposed O Z::':a':’t’:’[‘g']"e"t

Cell Count 287 244 238 196 174 140 110 96 12.72%
Cell/Bit 95.67 81.33 79.33 65.33 58 46.67 36 32 11.11%

layers number 1 1 1 1 1 1 1 3 -—--
Length Covered 778 958 858 638 438 458 458 418 8.73%
Width Covered 418 358 418 338 438 358 238 198 16.81%
Net Area 92988 79056 77112 63504 56376 45360 35640 31104 12.73%
Total Area 325204 342946 358644 215644 191844 165600 109004 82764 24.07%
Area 0.33 0.35 0.36 0.22 0.19 0.17 0.11 0.08 27.27%

Area/Bit 0.11 0.12 0.12 0.07 0.06 0.06 0.04 0.03 25%
Wasted Area 819 816 903 544 484 414 276 210 23.91%
Latency or delay 2 4.25 2.25 2 3 2 15 1 33.33%
Cost 348 885 855 688 324 196 81 37 54.32%

Since our circuit is multi-layer, we implement this
function for the evaluation of cost metric:

Cost= (M? + 1+ C?) x T? (1)

where (T) shows the circuit delay, (M) represent the
number of majority gates, (/) is the number of inverters
and (C) is the number if crossovers. As the number of
layers and consequently, the number of crossovers
increases, we expect the cost to be incremented.
However, as there is only one crossover in the circuit and
the delay is decreased to one clock cycle, the circuit cost
has been reduced by 54.32%.

The circuit Net area is calculated by multiplication of
the cells number and the area of one cell. The Net area is
decreased by 12.73%.

-
[*}
8 2': Net area = cells number x area of one cell (2)
1.5
1 The circuit total area is calculated as represented in
"'Z (3). Itis seen that the total area is reduced by 24.07%.
Propose
s e e g escan Total Area = Width CoveredxLength Covered (3)
=—Deley 2 4.25 2.25 2 3 2 1.5 1
Fig. 19: The comparison of delay. Width Covered=(Vertical cells numberx20nm)-2 (4)

Table 1 shows all the parameters of the proposed
design and the previous studies. The work in [13] has
better parameters compared to the others, and
therefore, our circuit has been compared to it. As seen,
the delay has improved by 33.33%. The cells number
decrement is 12.72% and the area reduction is 27.27%. A
QCA specific cost function estimation is proposed in [24]
that takes into account the number of logic gates and
crossings wires in cost evaluation.

J. Electr. Comput. Eng. Innovations, 12(1): 235-246, 2024

Length Covered=(horizontal cells numberx20nm)-2 (5)

To calculate the energy consumption of the circuit,
“QCA Designer-E” tool is employed. This tool analyses
“average energy dissipation” and “total energy
dissipation” and represents the results in an output log
text. The energies comparison of the proposed circuit
and the priors are illustrated in Table 2. As seen, both
the total energy dissipation and the average energy
dissipation per clock cycle have been improved by 13%.
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Table 2: The results of the energy dissipation in the proposed
circuit

Reference Total Average our circuit
energy energy improvement
dissipation dissipation
[7] 8.66E-02 7.87E-03 68%
[8] 7.53E-02 6.84E-03 63%
[9] 6.63E-02 6.03E-03 58%
[10] 5.87E-02 5.34E-03 53%
[11] 3.39E-02 3.08E-03 18%
[12] 3.73E-02 3.39E-03 26%
[13] 3.18E-02 2.89E-03 13%
Proposed 2.75E-02 2.50E-03 -
circuit

A. Circuit Stability and Reliability

Temperature Stability Factor (TSF) is a parameter
that calculates the reliability and accuracy of the circuit.
The TSF indicates the temperature range in which the
circuit operates correctly. The temperature variations
can disrupt the circuit operation and make it unstable.
The TSF is determined by the minimum and maximum
polarizations in the circuit simulation [25], [26]. The TSF
simulation is performed by changing “Temperature
option (k)” parameter of the coherence vector engine in
the “QCA Designer” tool. Table 3 illustrates the TSF
analysis of the proposed circuit. As seen, it is stable from
k=1 to k=6 which is similar to the TSF of [13]. The TSF of
[12] is from k=1 to k=4 which is lower than our design.
Fig. 20 represents the TSF(Min) and TSF(Max) of the
proposed circuit. It shows that after k=6, all curves are
diverged from each other and the circuit operates
incorrectly.

B. Fault Tolerance Analysis

Displacement faults are usual in the QCA cell
production. Therefore, it needs to be attended in the
QCA circuit design [27], [28]. The Defects can occur in
the individual cells production or by the movement of
cells to a surface [29]-[30]. To evaluate the fault
tolerance, each cell should move separately in 5
directions which are vertical (up and down), horizontal
(right and left) and 45-degrees rotation. Also, the cell
missing is considered in the simulation. The segmented
design of the counter is illustrated in Fig. 21. Tables 4 & 5
show the fault tolerance simulation for all cells of the
circuit. Some cells such as C13R4 and C15R3 are critical
and their movement to horizontal right direction make
the circuit unstable. Also, there are a number of cells
such as C6R6 that their movement range in all directions
are wide.
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Fig. 20: Temperature Stability Factor (a) TSF(Max) (b) TSF(Min).
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Fig. 21: Segmented design of the three bits counter.

Table 3: Temperature stability factor for output of the counter

TEMPERATURE STABILITY (MIN & MAX) FOR-
three-bits counter with 96 cells

state
Temp (k) Q0&Q1 Q1&Q2 Q2&Q0

TSF TSF  TSF TSF TSF TSF

(MAX) (MIN) (MAX) (MIN) (MAX) (MIN)
1 1.00 1.00 1.04 1.04 1.04 1.04 stable
2 1.00 1.00 1.04 1.04 1.04 1.04 stable
3 1.00 1.00 1.04 1.04 1.04 1.04 stable
4 1.00 1.00 1.04 1.04 1.04 1.04 stable
5 1.00 1.00 1.05 1.05 1.04 1.04 stable
6 1.00 1.00 1.05 1.05 1.05 1.05 stable
7 1.00 1.00 1.06 1.06 1.05 1.06 unstable
8 0.0169 1.00 1.23 1.08 72.7  1.07 unstable
9 0.0168 1.00 1.23 1.10 73.1 1.10 unstable
10 0.0168 1.01 123 114 73,5 1.13 unstable
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For the majority of cells, the rotation by 45 degree
and cell missing make the circuit unstable. The
exceptions are for a few numbers of cells such as C1R3,
C3R3 and etc. Generally, we can not conclude exactly
that the output is fluctuation free, because a few
numbers of cells are critical and their movement can
make the circuit unstable.

Table 4: Fault tolerance analysis (C1 to C9)

On the opposite side, there are several cells that can be
displaced more than 1.5nm. So, it depends deeply to the
fabrication process accuracy and its fault percentage.
However, from the calculated values in Tables 4 & 5, we
can summarize that about 70% of the cells are allowed
to be displaced by 1.5nm or more.

Name of Horiz. Left Horiz. Right Vertic. Up Vertic. Down Rotate Missing Cell
Cells (nm) (nm) (nm) (nm) (45 DEG)
C1R3 stable 2.5 7.8 5.4 stable stable
C1R6 0.5 2.2 2.2 2.2 unstable unstable
C2R1 5.7 2.5 5.5 3.6 unstable unstable
C2R2 5.1 4.3 3.6 4.7 unstable unstable
C2R3 1.7 14 4.8 6.8 unstable unstable
C2R4 4.6 4.1 2.8 5.1 unstable unstable
C2R5 4.2 1.5 1.6 0.6 unstable unstable
C2R6 0.3 0.6 0.2 0.4 unstable unstable
C2R7 3.8 1 0.6 0.9 unstable unstable
C2R8 2.6 3.5 3.8 1.1 unstable unstable
C3R1 2.5 34 stable 5.6 stable stable
C3R3 2.3 34 7.7 7.2 stable stable
C3R6 3 0.7 1 0.4 unstable unstable
C3R8 2.8 5.1 3.6 3.9 unstable unstable
C4R1 2.5 5.6 stable stable unstable unstable
C4R4 3.8 3.8 1.6 0.4 unstable unstable
C4R5 2.3 1.7 1.2 0.2 unstable unstable
C4R6 0.8 0.1 0.1 0.5 unstable unstable
C4R8 1.1 5.8 2.7 2.8 unstable unstable
C5R1 5.5 6.6 5.6 5.5 unstable unstable
C5R6 0.6 3.8 19 1.5 unstable unstable
C5R7 3.7 2.5 2.8 4.1 unstable unstable
C5R8 6.2 0.9 3.9 1.2 unstable unstable
C6R1 6 6.8 5.4 5.6 unstable unstable
C6R3 1.6 6.1 1.7 4.4 unstable unstable
C6R4-L1 3.8 2.7 4.4 2.2 unstable unstable
C6R4-L2 6.8 6.7 6.6 5.1 unstable unstable
C6R4-L3 stable 3.9 stable stable stable stable
C6R5 1.8 4.1 1.6 6.6 unstable unstable
C6R6 5 stable 5.8 stable unstable unstable
C7R1 6.7 7.2 6.2 6.3 unstable unstable
C7R3 6.6 1.3 5.8 3.7 unstable unstable
C7R4-1L3 3 6.1 3.5 4.4 unstable unstable
C8R1 6.8 14.6 6.9 6.3 unstable unstable
C8R3 3.6 2.8 5.4 3.3 unstable unstable
C8R4-L3 5.8 6.7 3 2.8 unstable unstable
C8R7 0.6 2.2 2.4 2.4 unstable unstable
C9R1 5.1 5.1 3.4 5.8 unstable unstable
C9R2 3.7 3.8 8.4 1.9 unstable unstable
C9R3 1.7 1.3 1 5.6 unstable unstable
C9R4-L1 3.5 5.2 2.2 unstable unstable
C9R4-L3 7.1 6.8 4.4 4.5 unstable unstable
C9R5 4.5 4.6 2.7 2.2 unstable unstable
C9R6 4.2 1.2 1.2 0.9 unstable unstable
C9R7 0.4 0.6 0.2 0.3 unstable unstable
C9R8 4 1.1 0.5 1 unstable unstable
C9R9 15 4 3.9 1 unstable unstable
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Table 5: Fault tolerance analysis (C10 to C20)
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Name of Horiz. Left Horiz. Right Vertic. Up Vertic. Down Rotate Missing Cell
Cells (nm) (nm) (nm) (nm) (45 DEG)
C10R1 9.5 6.8 4.8 4.5 unstable unstable
C10R3 2.2 3.5 5.3 33 unstable unstable
C10R4-L3 6.7 6.1 3.5 34 unstable unstable
C10R7 34 0.7 0.7 0.5 unstable unstable
C10R9 6.8 5 2.7 2.6 unstable unstable
C11R1 6.2 6.7 3.5 3.5 unstable unstable
C11R4-L3 0.4 6.8 1.9 1.6 unstable unstable
C11R5 3.8 0.8 1.1 0.5 unstable unstable
C11R6 2.2 1.7 1.1 0.2 unstable unstable
C11R7 0.9 0.2 0.1 0.5 unstable unstable
C11R9 5.3 6.5 3.8 3.8 unstable unstable
C12R1 6.8 6.6 2.1 4.1 unstable unstable
C12R4-L1 1.5 0.1 3.6 2.8 unstable unstable
C12R4-12 1 2.5 1.8 2.6 unstable unstable
C12R4-L3 6.2 0.2 1.4 0.9 unstable unstable
C12R7 0.7 34 35 31 unstable unstable
C12R8 6.9 5.7 2.2 4.4 stable stable
C12R9 6.3 6 4.1 5.9 unstable unstable
C13R1 6 0.6 1.1 4.4 unstable unstable
C13R4 0.1 0 0.2 0 unstable unstable
C13R5 0.1 0.8 1.6 3.7 unstable unstable
C13R6 3.7 1.5 2.5 1.3 unstable unstable
C13R7 4.8 29 5.9 24 unstable unstable
C14R1 6.6 1 4.4 0.6 unstable unstable
C14R3 0.05 0.1 0.1 0 unstable unstable
C14R4 0 0.1 0 0 unstable unstable
C15R1 0.3 1.9 4.7 0.7 unstable unstable
C15R3 0.2 0 0.5 0.2 unstable unstable
C15R6 0.5 2.2 2.2 2.2 unstable unstable
C16R1 2.3 0.4 0.1 0.9 unstable unstable
C16R2 1.5 0.1 1.3 0.1 unstable unstable
C16R3 1 0.3 0.1 1.8 unstable unstable
C16R4 1.6 24 3 2.7 unstable unstable
C16R5 4.1 1.4 1.6 0.8 unstable unstable
C16R6 0.3 0.6 0.2 0.4 unstable unstable
C16R7 3.8 1 0.5 0.9 unstable unstable
C16R8 2.6 3.5 3.8 1.1 unstable unstable
C17R3 0.3 0 1.1 0.4 unstable unstable
C17R6 29 0.7 0.9 0.4 unstable unstable
C17R8 6.8 5 3.6 3.8 unstable unstable
C18R4 5.2 5.4 3.8 0.4 stable unstable
C18R5 4 4 4 0.2 unstable unstable
C18R6 0.8 0.1 0.1 0.5 unstable unstable
C18R8 1.2 5.8 2.7 2.8 unstable unstable
C19R6 0.6 3.8 4 1.3 unstable unstable
C19R7 3.8 2.6 2.9 4 unstable unstable
C19R8 6.2 0.9 3.9 1.3 unstable unstable
C20R5 4.3 5.7 4.5 6.6 unstable unstable
C20R6 5.1 4.7 6 31 unstable unstable
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Conclusion

A three-bits QCA counter utilizing T flip-flop with 96
cells was introduced in this research. The circuit
designed in three layers and its outputs are three bits.
The design methodology was introduced and our design
flowchart was explained. The counter components were
drawn in a block diagram and each component explained
with details. The whole circuit along with its routing and
clocking methods were illustrated and the modifications
were defined. The modifications contain two parts which
were T flip-flops improvement and circuit dimensions
reduction. These modifications were performed to
minimize the circuit delay and to make the circuit as a
high-speed counter. The simulation waveforms of the
circuit proved the design accuracy. The simulation
results depicted that the proposed circuit has been
improved in delay, area and energy dissipations
compared to the previous designs. So that the terms of
cells number, area and delay were improved by 12.72%,
27.27%, and 33.33%, respectively compared to [13].
Also, the total energy dissipation and the average energy
dissipation showed 13% improvement. The circuit
temperature stability and fault tolerance of the circuit
was analyzed. The temperature analysis illustrated that
the circuit temperature stability was similar to the
previous circuit and it was not decreased. The fault
tolerance simulation represented that about 70% of the
cells can be displaced by 1.5 nm or more. We can say
somehow that the fault tolerance is dependent to the
fabrication process and it is a weakness for the proposed
circuit.
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CMOS Complementary Metal Oxide
Semiconductor

QCA Quantum-dot Cellular Automata

P Polarization

CLK Clock

T Circuit delay

M Number of majority gates

/ Number of inverters

C Number if crossovers

TSF Temperature Stability Factor
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Abstract

Background and Objectives: The detection of community in networks is an
important tool for revealing hidden data in network analysis. One of the signs that
the community exists in the network is the neighborhood density between nodes.
Also, the existence of a concept called a motif indicates that a community with a
high edge density has a correlation between nodes that goes beyond their close
neighbors. Motifs are repetitive edge patterns that are frequently seen in the
network.

Methods: By estimating the triangular motif in the network, our proposed
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estimating motifs using probabilistic methods.

Results: The suggested model's output is the strength of each node's affiliation to
the communities and detecting overlaps in communities. To evaluate the
performance and accuracy of the proposed method, experiments are done on
real-world and synthetic networks. The findings show that, compared to other
algorithms, the proposed method is acting more accurately and densely in
detecting communities.

Conclusion: The advantage of PMCD in using the probabilistic generative model is
speeding up the computation of the hidden parameters and establishing the
community based on the likelihood of triangular motifs. In fact, the proposed
method proves there is a probabilistic correlation between the observation of two
node pairs in different communities and the increased existence of motif structure

in the network.
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Introduction

For effective network component monitoring and
recognition, network analysis is a key tool. A complex
network [1] can consist of cells in biology [2], social
networks with friendly communication [3], or a network
of scientists doing joint scientific studies [4]. To put it
another way, it can be any grid with nodes and edges that
can be represented as a graph. One of the most effective
methods and methodologies to analyze complex

Doi: 10.22061/jecei.2023.9931.663

networks is community detection.

Community detection identifies subgraphs of a
network whose relationship among their nodes is more
robust and dense than those between other nodes of the
network [5]. A community can represent an idea, a group,
an interest, a focus on a particular topic, and so on.
Communities can be used separately or together; the
latter are referred to as overlap communities. The
machine learning clustering topic's component,
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community detection, has the potential to be applied in a
variety of engineering fields, such as text classification,
traffic network optimization, and social network analysis.
The goal of community detection is to group the nodes of
a network into different communities so that they are
strongly connected or have similar node features [5]. A
key problem in dynamical network research is the
discovery of communities with the aim of revealing
hidden features of a complex network, which are
frequently densely coupled nodes [6].

Community detection in networks is an NP-hard issue
that categorized from different perspectives. These
categories include weighted [7], [8] and unweighted [9],
[10], directed [11] and undirected [12], global [13] and
local [12], overlapping [14], [15], and non-overlapping
[16] community discovery techniques. Different
community detection techniques were developed based
on these criteria. Examples include model-based
approaches [7], [14], [17], clique percolation methods
[18], modularity-based methods [4], [19], [20], label
propagation methods [11], [21]-[23], model-based
methods [7], [14], methods for network embedding [24]
and community detection methods with deep learning
[25]-[27]. It can be seen from examining the different
approaches used for community detection and the
research on this topic that a straightforward analysis of
node properties won't produce the accuracy needed for
community detection in networks; rather, taking a deeper
look at the networks' particulars and using the graphs'
original characteristics, like motif structure, will produce
better results.

The PMCD method employs a probabilistic relation to
find communities in complex networks. We extend
probabilistic model-based methods from edge creation to
motif generation. Complex networks commonly contain
"motifs", which are a type of small, linked sub-networks.
Based on empirical studies, communities with similar
nodes have related motifs. As a result, using motifs with
lots of connections can be a useful strategy for finding
communities and performing more accurate network
analysis [28]. We show that the chance of a triangle motif
existing between three nodes in shared communities
grows with the observation of more nodes in such
communities. In other words, we locate the hidden
parameter of the probabilistic model and find the
community by using the triangle motif. We define the
triangular motif estimator function as a Bernoulli loss
function over one node and two of that node's neighbors
for the probabilistic motif generator's function. We also
research how community overlap affects how motifs are
generated.

Related Works

The problem of community detection in complex
networks gets a lot of attention. Several research projects
on different aspects of community detection have been
performed over the past few years. The first methods of

community detection employed traditional techniques
and clustering-based algorithms. These methods
presented key ideas for community detection and laid the
groundwork for future developments. Traditional
approaches include graph partitioning, hierarchical,
spectral and partitional clustering [29].

The algorithms used to detect communities based on
modularity have been extensively studied and used due
to their simple tactics and clear outcomes. However, they
also encounter difficulties, such as communities that are
unstable and sensitive to seed node selection [30]. One of
these, the Louvain technique [5], is frequently applied to
weighted graphs. This approach provides a
straightforward and quick methodology to detect distinct
communities and maximizes modularity by clustering
network nodes using the greedy approaches [31]. The
Leiden method, however, corrects numerous flaws in the
Louvain algorithm [32]. The objective is to change the
community developed throughout the iteration cycle
while simultaneously speeding up local mobility and
transferring nodes to arbitrary neighbors.

The label propagation algorithm (LPA), a practical
community detection approach, was initially introduced
in [22]. Although its simple design and low complexity are
widely respected, there are several downsides, such as
the randomness of node selection and label updating. In
the LPA technique, a node is selected at random, and
through an iterative process, its label is updated with the
most prevalent label nearby [33]. To handle the
weaknesses in the LPA methodology, the Speaker-
Listener Label Propagation Algorithm (SLPA) [34] and the
COPRA [35] were created.

Cliques are one of the fundamental ideas in graph
analysis and are utilized to detect communities in
networks. The clique percolation algorithm (CPM) [18]
and CFinder [36] were proposed as overlapping
community detection algorithms based on the clique
percolation method's search for local patterns.

The motif is another idea related to the clique. Small,
linked sub-networks known as motifs frequently appear
in complex networks and are one of the basic elements of
the network [37]. In network analysis, motifs are used to
detect communities and comprehend network structure
[38]. Motifs demonstrate that a community with a high
edge density will have relationships between nodes that
go beyond their immediate neighbors. Although a few
motif-based community detection methods have been
proposed [38]-[40], when used on large-scale networks,
they frequently encounter high computational
complexity. It is still challenging to properly and
economically combine lower-order and higher-order
structural data into a unified framework for community
detection.

The group of methods estimates the probabilistic
model to detect communities, in difference to the
techniques cited at the top that employ traditional
methods to do so. This method creates a generative
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sample of the graph and estimates the model parameters
[14], [17]. The degree of node dependency on
communities is a parameter in the generative model that
is estimated using methods [14], [17], [41] using a matrix
factorization-based model. The algorithm [42] presents a
matrix factorization-based paradigm that makes it easy to
add or delete edges. The non-negative matrix
factorization model of the community detection issue is
also described [43] and a transfer matrix is then used to
control the dynamics of the network structure.

Proposed Algorithm Frameworks

In this research, a probabilistic motif-based community
detection model (PMCD) is presented that uses the
triangle motif and the affiliation graph model to detect
community structures. The core idea of the proposed
community detection method is that a robust community
requires taking the node's structural model and
relationship types into consideration. Two nodes
observed in more shared communities are more likely to
be connected, according to Yang and Leskovec's study
[14] on the connection between edge (2-clique) likelihood
and community overlap. In this paper, we examine the
impact of community overlapping on the evolution of the
triangle and 3-clique motifs. We show that by increasing
the number of nodes observed in shared communities,
the probability of the existence of a triangular motif
between them increases. This result is in accordance with
the fundamental principle that vertices situated in
communities' overlaps are more densely connected than
vertices within a single community. By using the
optimized Bernoulli loss function for probabilistic
estimation, we can therefore enhance and increase the
AGM's ability [14], [17] to generate triangle motifs.

The PMCD model is different from other community
detection approaches in that it considers additional
properties that were not sufficiently considered in earlier
methods, for instance:

e Using edge density to detect communities.

e Triangle motif estimation using a probabilistic

approach.

e The conceptual link between community detection
and the likelihood of the triangular motif being
present or absent.

e Use of evolutionary approaches and maximum
likelihood estimation in computations.

Fig. 1 presents an example of a simple graph to
illustrate the concept of three-node motifs. Two different
three-node motif types discovered in Fig. 1 are shown in
Fig. 2. Depending on the characteristics of the networks,
the triangle motifs observed in various types of networks
can be interpreted in multiple ways. For instance, the 3-
node motif (3, e) and the 4-node motif (4, e) are the most
widely studied motifs in complex networks [44]. The
proposed method uses the triangular motif to build the
hidden parameter of the probabilistic model and detect
the community.

1 4/7\8/9
N\
/ N\

3 6

Fig. 1: lllustrated an example of a simple graph to illustrate the
concept of three-node motifs.
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Fig. 2: Illustrated two types of three-node motifs that we use in
the proposed model: (a) a 3-clique or closed triangle motif
(denoted as M(3,3)-motif) with 3 nodes and 3 edges discovered
from Fig. 1; (b) types of the opened triangle motif (denoted as
M(3,2)-motif) with 3 nodes and 2 edges extracted from Fig. 1.
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The PMCD model is based on a network G (N, E), where
nodes and edges are referred to as N and E, respectively.
We create My, a nonnegative integer, to represent the
strength of the node's affiliation with the community.
(Myc = 0 denotes u's non-membership in c.) The degree of
reliance between each node and each community is thus
shown in the M matrix.

The value of M in PMCD establishes whether or not a
triangular motif between three nodes (u, vi, and v2) will
appear in a community (c). Specifically, we presumed that
three nodes, u, vi, and vz, are triangular motifs by taking
into account the following likelihood. For the probabilistic
motif generator's function, we define the triangular motif
estimator function as a loss function over one node and
two neighbors of that node, that is,

P(uv,v,)=P(u,v).P(u,v,)=
u,v,eE u,v,eE

[1—exp(—|\/|LIC : M\Zc)][l—exp(—l\/l u” M\Lc)]

Due to the generative probabilistic approach between
two couples of nodes in a triangle motif, each couple of
nodes is independently propagated by the Bernoulli
model. Thus, per element of the adjacency matrix is
formed on the following probabilistic method:

P (ulvlﬂvz) = P (UIV]_)' P (uivz) =
vieN (u) v,eN (u)

[1—exp(—Mu -M\,Tl)]-[l—exp(—Mu . MVTZ)] (2)

A,, ~ Bernoulli(P, ) © A,, ~ Bernoulli(P, )

u

The framework of computation for (1) and (2), which
describe a probabilistic generative model, is predicated
on the following premises:

e In a community, a triangle motif can exist between
two pairs of nodes (one node and two neighbors of
that node).

e The probability of the existence triangle motif
increases when two pairs of nodes are observed in
multiple communities.

e Communities can overlap; communities that
overlap have a higher density of triangle motifs.

Community detection by PMCD model

We defined the components of the PMCD model
before illustrating how to utilize it for community
detection in networks. The model parameter discussed in
the preceding section is the degree of a node's
community membership (Mu). By maximizing the
likelihood, we can get the optimum M as follows:
likelihood (M ) =1(M ) = log P(G | M)

M :argmaxl(M):

M=0

arg maxp, I1 p(u, vy, vy) I1 @A—p(u,vqy,.vy)) =
(u,v)ev (u,v)ev (3)
argmaxy, | IT p(u,vp)- p(u,vy) ¢

(u,v)ev

[ I'1 (1—(p<u,v1)'p(u,v2))]

(u,v)ev
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After combining (2) and (3), a natural logarithm is
needed to be computed on both sides to correct the
multiplication to the aggregate and reduce the next
computations. The logarithm is completely ascending;
therefore, it won't interfere with the maximum likelihood
estimation.

L(M):{ x Iog(l—exp(—Mu.Mle))— ) Mu.Mle}r
(vy)<E

(uv,)eE

(4)

{ > Iog(l—exp(—Mu.M\L))— ) Mu-Msz}
(uy,)eE

(u.v,)eE

Updating the Parameter

The non-linear likelihood function of (4), which
contains the latent variable M, cannot be maximized by
conventional optimization methods. We calculate the
objective function in (4) using the Block Coordinate Ascent
approach [45], which helps solve optimization problems
with latent variables in machine learning. By maintaining
fixed neighbors (Mv), we update M. for each node u.

)X Iog(l—exp(—Mu.Mle))— > MU.MVTI}-

veN (u) veN (u)

L(Mu){
(5)
[z log(1-exp(-M, M, ))- = MU.MVTZ}

veN (u) veN (u)

In (5), N(u) is a set of neighbours of u. In order to
calculate the maximum probability (the diagram's
maximum point), we must find a location on the
Figurative chart where the gradient equals 0. Thus, it is
necessary to derive the partial derivation of the likelihood
logarithmic in (5) than M..

alM,)
oM

exp(-M M )
vaw  l-exp(-MM,)

LA
v, &N (u) '
(6)
-M M
exp(-M M, ) Y M,

ST —
v,eN(u) 1_ exp(_Mquz) v, &N (u)

The gradient ascent algorithm will eventually update
Mu values [46], [47]. A node's belonging strength to a
community will be replaced with 0 if it detects it, as it is
impossible for it to be negative.

M, (t+1)=max| 0,M (t)— 7 ( ) (7)

o/(M.)
oM
In (5), 7 s a learning parameter, As long as the
difference between the value from the last step and the
current value is lower than the acceptable threshold, the
process of updating each My at each stage of the
algorithm iteration is repeated.

PMCD Algorithm

Algorithm 1 displays the proposed PMCD model
(probabilistic motif-based community detection). A graph
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(G) and the number of communities (k) are the method's
inputs. The model also creates a matrix (Myc) that displays
the degree to which each node belongs to each
community. When they are observed in different
communities, the likelihood that there is an existing motif
structure between two groups of nodes increases.

Since the hidden variable (M) is initialized (details of
computing M addressed later), the method then begins
an iterative process. After the difference among Mu(t+1)
and My(t) was smaller than a predefined point (in this
case, the stop threshold is 0.005), the iterations stop. In
order to estimate the model's unknown parameter in the
graph, this iterative method calculates the likelihood of
the probabilistic model (L(Mu)). To derive the likelihood
function's logarithm as close as possible to its maximum
value (when the line's slope is 0), the likelihood function's
logarithm is collected from each node u using the formula
D(L(M)).

Algorithm 1: Probabilistic motif-based community detection
(PMCD)

1: Inputs: Graph G = (N; E);
Number of communities (k);
2: Output: M, belonging of each node u Community c
3:t<0
4: M = local_maximun_neighborhood()
5: while /[ M,(t + 1) - M,(t)] <= 0.005 do

6: t<t+l

7: fori=1to |V]| do

8: L(M)=log p(G|M)

9: D(L(M.)) = Derivation_finder_L(M,)

10: Update: M, (t+1) =
Gradient_ascent (D(L(M,)); M(t))

11: end for

12: end while

13:fori=1to |V]| do

14: forj=1tokdo

15: if My > threshold then
16: Add: ¢; & u;

17: end if

18: end for

19: end for

In line 10 of Algorithm 1, we chose the ascending
gradient approach [46], [47] to optimize the probability
because the computations were complex. This method is
used to update the latent variable of the model (Mu) at
each iteration of the algorithm. After the M value has
been fixed, each node's ability to contribute per
community is assessed. Since comparing this value to a
testing point (such as the median of M), it may be defined
as either belonging to or not belonging to the

communities, and the output of the model will then be
realized.

Computational Complexity

The count of communities and dense motifs affect the
computational complexity of the PMCD method. The core
concept of Algorithm 1, as shown in its iteration phases,
is the rate of depending on the community, which is
updated using (6) and (7). In this case, whether or not two
nodes have neighbors who are members of one or more
communities determines whether or not those nodes
share a theme. Because of this, the computational
complexity will depend on the number of communities
present and the order of each node's neighbors (N(u)); in
the worst case, this complexity will be O(2k.|E]).
Initialize

The matrix of depending strengths for the nodes
communities can start in a variety of ways. The first
option, which also appears to be the simplest, involves
filling in the values at random. The algorithm's major
drawback, however, is that it repeats the steps more
frequently, increasing computing complexity as it
advances to the model stability phases.

The other choice is the local minim neighborhood
approach [48], which has been shown through studies to
be an excellent starting point for community discovery
algorithms. Using this method has the added benefit of
being able to estimate the initial number of communities
to start the proposed model's community detection
phase, in addition to minimizing iteration steps and
starting the process in a stable state.

Experiments

The proposed PMCD method has been implemented
in the Spyder environment using the Python
programming language. We used five real-world data sets
(Table 2) and sixteen synthetic networks (Table 5),
respectively, to evaluate the results. Additionally, the
statistics include the node's "ground-truth" community
memberships. In these datasets, the proposed method is
compared with fundamental algorithms like Louvain [49],
Leiden [32], Bigclam [14], [17], CPM [18], Label
propagation [35], and SLPA [34]. Table 1 lists these
algorithms in brief.

Evaluation Metrics

We evaluate the community detection algorithms'
effectiveness and accuracy using three standard
evaluation metrics. Modularity [50] is an internal metric
for assessing community quality, whereas the F1_Score
and NMI are external metrics for assessing community
accuracy by comparing them to ground-truth
communities [6]. The modularity measure in internal
metrics, a popular benchmark for estimating the density
in the community is derived from Girvan-Newman [50].
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Table 1: The employed methods for PMCD evaluation

Method Name Description

Louvain Louvain amplifies the modularity value of communities

Leiden The Leiden method is an advancement of the Louvain

Bigclam The probabilistic community detection method that scales to large networks
CPM Find k-clique communities in a graph using the percolation method

LPA The label propagation algorithm detects communities by network structure
SLPA SLPA is an overlapping community discovery that extends the LPA

By dividing the projected community edges by the
expected community edges, the modularity value is
calculated. The identified community will perform better
if there are more nodes inside the community and if the
modularity score of the community is around 1. When
comparing the frequency of properly recognizing the
nodes in each community using the supplied ground truth
data, the F1_Score is a well-known evaluation statistic
used in community detection methods. The other
outsider statistic is NMI, or mutual information, about the
connection found among the recognized groups and the
real world.

Real-World Datasets

Five real-world datasets are used in the experiments.
Zachary's karate club network [51] is the first dataset,
containing 34 nodes, 78 connecting edges between them,
and 2 ground-truth communities. This dataset contains
social ties among university karate club members
collected by Wayne Zachary in 1977. Dolphins' online
social network [52] is the second dataset, which contains
62 nodes, 159 connecting edges, and two ground-truth
communities containing a list of all the links, where a link
represents frequent associations between dolphins. The
third dataset [53], with 105 nodes, 441 connecting edges,

and 3 ground-truth communities, is based on data from
the network of books about US politics published around
the time of the 2004 presidential election. Edges between
books represent frequent co-purchasing of books by the
same buyers. The fourth dataset is the American football
[4], with 116 nodes, 613 connecting edges, and 12
ground-truth communities. This network contains
American football games between Division IA colleges
during the fall of 2000. The fifth dataset is a large network
generated using email data from a large European
research institution [54], [55]. This network contains 1005
members of the institution as nodes, and 25571 edges
contain emails sent between members of the institution
and people outside of the institution. The dataset also
assumes departments at the research institute as the
nodes' ground-truth community memberships. Each
individual belongs to exactly one of the 42 departments
at the research institute.

The real-world datasets analyzed during the current
study are shown in Table 2, where N is the number of
nodes, E is the number of edges, and K is the number of
ground truths. These datasets are available in the
network repository? [56], the KONECT project? [53], and
the Stanford Network Analysis Project® [54] (SNAP).

Table 2: The specifics of the real-world dataset used

Dataset Name N (#Nodes) E (#Edges) K (#Ground_truth)
Karate 34 78 2
Dolphin 62 159 2
Pol-Book 105 441 3
Football 115 613 12
Email-EU 1005 25571 42

" https://networkrepository.com/
2 http://konect.cc/

3 https://snap.stanford.edu/
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Experimental on Real Datasets

We evaluate the PMCD by four kinds of community
detection models, such as modularity optimization, label
propagation, probabilistic estimation, and clique
percolation, in order to assessment the efficacy and
accuracy of PMCD in community detection. In the sections
before, several of these methods were briefly discussed.
The suggested approach is assessed using six algorithms
using internal evaluation criteria (modularity and
community number) as well as external evaluation
metrics (NMI and F1_Score).

The findings in Table 3 demonstrate that our method
has more accuracy than other methods in terms of the
internal metrics (modularity maximum and accuracy in
the number of communities).

Additionally, Fig. 3 and 4 demonstrate that our
suggested method has absolute superiority over
probabilistic estimation and clique percolation methods
and relative superiority over modularity optimization and
label propagation methods in the external assessment
criteria (NMI and F1_Score).

Table 3: Experimental results on real-world networks by the modularity metric (Q) and community number (CN)

Methods Louvain Leiden Bigclam CPM LPA SLPA PMCD
Datasets Q CN Q CN Q CN Q CN Q CN Q CN Q CN
Karate 0.415 4 0.116 5 0.204 4 0.215 4 0.354 0.371 3 0.397 3
Dolphin 0.518 0.134 7 0.185 0.321 5 0.456 4 0.470 3 0.522
Pol-Book 0.526 4 0.279 9 0.347 8 0.271 9 0.481 0.493 5 0.543 4
Football 0.604 10 0.257 19 0.381 16 0.283 18 0.552 14 0.596 13 0.632 11
Email-EU 0.432 27 0.226 58 0.207 65 0.162 74 0.274 55 0.303 52 0.507 46
==4—PVMICD === Llouvain Leiden PMCD == Louvain === Leiden === Bigclam
== Bigclam ==¥=CPM LPA == CPM  ==@=|PA SLPA
et SLPA 1
1 0.9
0.9 0.8
0.8 0.7
0.7 g 0.6
. 0.6 2 0.5
0.5 I
= A 0.4 \
0.4 - 03
0.3 '
0.2 0.2
0.1 0.1
0 . 0 .
Karat Dolp @ Pol- | Footb Email Karat | Dolph = Pol- = Footb Email
e hin Book all -EU e in Book all -EU
——PMCD | 0.869  0.652 0.587 0.862 0.694 PMCD 0.853 0.782 0.766 0.922 0.682
== |ouvain 0.813 0.514 0.546 0.853  0.621 == Louvain 0.878  0.676 0.792 0.912 0.641
Leiden  0.153 | 0.156 0.267 0.229 0.376 —a&—Leiden = 0.293 0.356 | 0.431 0.237 0.44
=>=Bigclam 0.241 0.293 0.308 0.405 | 0.232 =>=Bigclam 0.532 | 0.441 0.579 0.367 0.282
== CPM 0.292 0.331 0.272 0.236 | 0.182 == CPM 0.561 0.584 0.548 0.451 0.232
LPA 0.776 0.624 0.487 0.817  0.473 —@—LPA 0.886 0.624 0.641 0.882 0.393
e S| PA 0.792 0.676 0.511 0.841  0.447 SLPA 0.852 0.642 0.743 0.858 0.357

Fig. 3: NMI assessment chart, compare PMCD by community
detection models on five real-world data sets.
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Fig. 4: F1_Score assessment chart, compare PMCD by
community detection models on five real-world data sets.
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Artificial Datasets

Utilizing an artificial network for evaluating community
detection methods makes sense. Different methods can
be used to generate artificial networks.

One of the most famous and often used strategies is
the LFR benchmark [57]. The LFR benchmark builds types
of artificial graphs with ground truth communities using
density and dimension of communities. The network and
community parameters can be set up before using LFR to
simulate networks. The mixing parameter (u) is one of the
essential LFR parameters. This variable controls how
various communities interact. A high mixing parameter
value (p), as indicated in Table 5, will reduce the
network's level of modularity (Qasr). As a result, the LFR-
generated datasets are divided into two categories based
on the modularity measure and mixing parameter: sparse
communities and dense communities. The average
degree is another crucial element that might be raised to
encourage more intercommunal interaction.

Table 4 displays the key characteristics of the LFR
artificial networks. Table 5 details the dataset that was
created using our LFR approach.

Table 4: Parameters of LFR synthetic datasets [57]

Parameter  Description

N Node number

K Average degree

Min K Minimum nodes degree

Max K Maximum nodes degree

W Mixing parameter for the structure
Min C Minimum for the community sizes
Max C Maximum for the community sizes
taul(y) The degree distribution

tau2(p) The community size distribution

Table 5: The LFR artificial network properties

Graph Name N k Y B u Qer
LFR-1 1000 20 3 1.5 0.05 0.895
LFR-2 1000 20 3 1.5 0.10 0.844
LFR-3 1000 20 3 1.5 0.15 0.800
LFR-4 1000 20 3 1.5 0.20 0.739
LFR-5 1000 20 3 1.5 0.25 0.699
LFR-6 1000 20 3 1.5 0.30 0.647
LFR-7 1000 20 3 1.5 0.35 0.603
LFR-8 1000 20 3 1.5 0.40 0.560
LFR-9 1000 20 3 1.5 0.45 0.504
LFR-10 1000 20 3 1.5 0.50 0.460
LFR-11 1000 20 3 1.5 0.55 0.407
LFR-12 1000 20 3 1.5 0.60 0.364
LFR-13 1000 20 3 1.5 0.65 0.321
LFR-14 1000 20 3 1.5 0.70 0.275
LFR-15 1000 20 3 1.5 0.75 0.229
LFR-16 1000 20 3 1.5 0.80 0.182

Table 6: Experimental results on sixteen LFR artificial networks by the modularity metric

Mixing Parameter (1)  Louvain Leiden Bigclam CPM LPA SLPA PMCD
0.05 1.00 0.64 0.89 0.84 0.99 1.00 1.00
0.10 0.99 0.51 0.86 0.81 0.97 0.98 0.97
0.15 0.96 0.42 0.77 0.72 0.93 0.95 0.98
0.20 0.93 0.41 0.73 0.66 0.88 0.87 0.91
0.25 0.89 0.37 0.69 0.57 0.83 0.85 0.91
0.30 0.86 0.23 0.59 0.53 0.76 0.79 0.84
0.35 0.82 0.22 0.57 0.43 0.69 0.72 0.81
0.40 0.79 0.19 0.47 0.31 0.52 0.64 0.72
0.45 0.70 0.14 0.31 0.29 0.43 0.56 0.73
0.50 0.53 0.12 0.25 0.24 0.41 0.48 0.66
0.55 0.50 0.09 0.19 0.22 0.36 0.33 0.52
0.60 0.44 0.05 0.12 0.14 0.28 0.29 0.39
0.65 0.37 0.04 0.08 0.07 0.24 0.18 0.38
0.70 0.29 0.01 0.05 0.03 0.15 0.14 0.30
0.75 0.21 0.00 0.03 0.01 0.11 0.09 0.24
0.80 0.15 0.00 0.01 0.00 0.08 0.05 0.18
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Experimental on Artificial Networks

In addition to actual graphs, we have also examined
LFR artificial networks. We contrast the PMCD by the
famous community detection model in Table 1 to
demonstrate the result of the optimized loss function
for a probabilistic estimate on the community
detection utilizing modularity, F1_Score, and NMI
measure. For this, sixteen LFR artificial networks are
developed with various configures of mixing
parameters (W) ranging from 0.05 to 0.8, as indicated in
Table 5. These networks are created in accordance with
the attributes of synthetic networks listed in Table 4.
Table 6's experimental findings demonstrate that the
communities are dense for low mixing parameter range
(e.g., 0.055u<0.4) and that the compared methods are
almost correct in this situation.

However, the major contrast between the methods
becomes more apparent when the mixing parameter's
(u) value rises (e.g., 0.4<u<0.8) and the communities
are sparse, making it difficult to identify communities
since the edges between communities’ rise.
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Fig. 5: NMI assessment graph on sixteen LFR datasets,
comparing PMCD with six community detection methods.
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Fig. 6: On sixteen LFR datasets, the F1_score assessment

chart compares PMCD with six community detection
methods.

As can be seen in Figs 5 and 6, when the mixing
parameter value increases, certain algorithms have
NMI and F1Score values that are equivalent to zero. The
majority of frequently used approaches in the range of
0.5 to 0.8 are outperformed by the suggested method.

Conclusion

We proposed a probabilistic motif-based method for
detecting communities in complex networks. Due to
the complexity of combining probabilistic approaches
in motif structure, recent community detection
methods have given the latent variable of the
probabilistic model less consideration. However, the
proposed approach leverages the intensity of the
node's participation in the community and the
relationship of at least two linked edges between three
nodes (triangular motif structure) to estimate the
hidden variable of the probabilistic model. The research
maximized the likelihood function and extracted the
model's latent parameters using the well-known block
coordinate ascent technique. The association between
node membership in communities and edge density is
another aspect that helps in the examination of newly
detected communities; three nodes are more likely to
create a motif structure when seen in various
communities. Overlapping in the identification of
communities is another benefit of PMCD; according to
the findings, communities that overlap have a greater
density of triangular motifs. We employed 16 artificial
graphs and 5 real graphs to evaluate the performance
of the suggested method. In comparison to the other
six methods, PMCD was able to achieve a sufficient
quorum on real-world networks and surpass them in
terms of internal and external assessment criteria.
Synthetic network assessments further show that the
suggested strategy performs better in sparse datasets
than other approaches. Furthermore, a review of the
complexity of the execution time reveals that the
suggested method outperforms previous approaches.
Future research can develop PMCD. A probabilistic
generative model can be used to estimate edge weight
while taking a latent parameter into account. Also, the
suggested method can be enhanced by utilizing
network node properties in order to give a more precise
description of the found communities.
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Background and Objectives: The world we live in everyday, accompany with
enormous numbers of minute variations which affect us and our surroundings in
several aspects. These variations, so called micro-changes, are low in intensity and
brief in duration which makes them almost invisible to naked eyes. Nonetheless,
revealing them could open up a new wide range of applications from security,
business, engineering, medical, and seismology to psychology.

Methods: In this paper, we adopted a novel autonomous approach comprising
Partial Differential Equations (PDE) and Cubic Uniform Local Binary Pattern (Cubic-
ULBP) to spot micro-changes. Cubic-ULBP extracts 15 planes containing robust
features against noise and illumination variations. Afterwards, PDE pick out single
plane out of 15 to reduce time consumption.

Results: The proposed method is not only optimized to get the job done perfectly
but also provides promising results comparing with most state-of-the-art
methods. So that the accuracy is increased about 36% and 40% on the CASME and
the CASME |l databases, respectively.

Conclusion: The combination of the PDE and the Cubic-ULBP creates a strong and
optimal method for detecting the apex frame and micro-movement. This method's
performance is found to be promising when the training samples are scarce, too.

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

Introduction
The micro-changes take place frequently in various
environments, which their existence could be confirmed
through elaborate analysis of the video frames.
Meanwhile, the human eyes cannot see such trifle
changes since they appear in fraction of second/s without
clear perceptible features. Undoubtedly, spotting them is
advantageous to many applications such as security,
engineering, medical, judicial, nanotechnology
seismology, psychology, and etc.

Ekman and Friesen are believed to be the first

Doi: 10.22061/jecei.2023.9600.639

researchers who unveil facial micro-changes when they
were scrutinizing video frames in 1969 [1]. These micro-
changes appear on face both instantaneous and
spontaneous against person willingness to suppress
them. Besides, their characteristics make micro-changes,
known as micro expression, genuine and real [2]-[3].
Hence, such nonverbal leakage could be regarded as a
strong clue for the act of lying and deception [1], [4]-[8].
Although spotting such a low intensity and moment
facial muscle deformity is not an easy task, revealing them
paves the long way for court authorities to discern honest
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from lying culprits and/or witnesses. Moreover, with
these micro-expression symptoms, psychologists can
early diagnose patients with depression and other mental
health difficulties. As a result, it could play a vital role to
avoid suicide or related mental disease aftermath. In the
same manner, within educational systems, teachers could
measure their training efficacy with extracting student
micro-expressions.

The micro-changes are not limited to micro expression,
but to other key areas. In another case, we could locate
micro-change features when smoke is arisen above the
mouth of a volcano. The amount of smoke can determine
the rate of volcano activity [9], [10]. Surprisingly, one
could even foresee the earthquake by timely detecting
subtle and micro smoke changes [11], [12]. Therefore,
casualties caused by great destruction due to volcanic
actions are diminished significantly, and human lives are
saved.

In more direct connection with human health, spotting
micro-changes in blood circulation can aid diagnosing
some of the most prevalent medical diseases. As an
example, a cardiac arrhythmia is high probable when
person has an irregular heartbeat, i.e. too slow, or too fast
[13], which could be stemmed from heart disease [14].
Also, monitoring heartbeat or pulse can determine
palpitations and locate local blood vessels. In fact, their
visibility comes from micro-changes of blood which flows
in arteries closed to the surface of skin.

In retrospect, detection of such micro-changes could
result in making concise decision for wide range of
applications. Nevertheless, this task is an arduous and
requires professional expertise or autonomous setup.
One could spot micro-changes with high attention over
time well. For further clarification, assume a phenomenon
including micro-changes. When each image has taken into
probe individually, they look all the same. However, when
we compare them together over time, their minute
disparities would be discovered.

This minute scale changes, which are occurred in
various locations and multi-orientations within image
frames, impose severe detection challenge. Their subtle
changes are indiscernible from shadows, noises, and
other similar features. As a result, the performance of
spotting micro-changes is subsided significantly with the
presence of noise or equally by low-rate of the signal to
noise ratio (S/N).

It is noteworthy to mention that among the sequence
of frames; one single frame has the highest fluctuations in
features with respect to others. This frame is known as
the peak or apex, which is very crucial to locate. It can
convey the strongest signal and main message. For
instance, a single apex represents vital information with
the video capture of micro-expressions at 200 fps. It
contains sufficient meaningful information which could

be then interpreted as a specific micro-expression [15],
[16]. The rest of the frames demonstrate nearly a neutral
expression of the face, or less deviated from neutral
compare to apex. Hence, analyzing all of the frames
rather than just apex increases the burden of processing
without a fruitful outcome.

The apex frame, also in the case of volcano, contains
the maximum smoke coming out of a crater which could
be used to approximate the time of probable
earthquakes. In another case, the apex frame makes it
easy to locate blood vessels under the skin. This process
alleviates injecting donated blood, blood products, or
other necessary fluids into the circulatory system.

Since the direction of micro-change is unpredictable,
all possible orientations must be considered. Thus,
promising textural algorithms, like Local Binary Pattern on
Three Orthogonal Planes (LBP-TOP) [17], are not
satisfying for the micro-changes analysis. They are
imperfect since they merely take data in two directions
(i.e. vertical and horizontal) over time.

Instead of three planes in the limited directions, the
Cubic-LBP [4] comprising 15 planes in multiple directions
which potentially grasp any changes in multi-directions.
Nevertheless, both the LBP-TOP and the Cubic-LBP
adversely affected by illumination variations and noises as
they exert the simple LBP [18] on their planes. Using
Uniform LBP (ULBP) [19] rather than the simple one can
discard the interference of illumination variations and
shadows in micro-change spotting process. Also,
processing 15 planes in Cubic-LBP has more computation.
Therefore, it is very time-consuming.

In 2020, Esmaeili and shahdi [4] tried to find the apex
frame containing the micro-changes in the CASME Il and
the CASME. In their work, the error was about 6.5 frames
from the truth apex in the CASME II. Furthermore, there
was around two frames error in the CASME. Then, in [6],
the use of the diagonal planes not only reduced the error
but also led to simple calculations. However, there were
still six frames far away from the ground truth in the
CASME Il. In the next work [20], a method called the LBP
on six intersection planes had only 1.7 errors in the
CASME.

In 2022, a method based on the deep learning named
as the intelligent cubic-LBP [21] has been presented for
spotting the micro-changes on the datasets such as the FA
and the POVI. Nevertheless, the convolutional neural
networks often require complex computation and the
high processing/learning time [22]-[26].

In this paper, we present a novel approach to detect
the micro-changes. Our goal is to bring the Cubic-ULBP
and the Partial Differential Equations (PDE) together for
the sake of reaching outstanding outcomes. In fact, the
major contribution of this paper is to extract robust
features against noises through the Cubic-ULBP.
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Furthermore, the proposed method automatically selects
only one plane out of the 15 Cubic-LBP planes using the
PDE, to reduce the processing time. This single plane
highlights the main direction of the micro-changes. Our
extensive experiments on datasets prove the
competitiveness of the proposed method, which is
optimized to contests with the related state-of-the-arts.

Related Works

A plethora of phenomena is tending to cause changes,
movements, and motions that are still subtle in nature
[27]. Even though, they are too small to distinguish by the
human visual system accurately. In order to address this
limitation, researchers have suggested various methods
to tackle this problem which ends up with detecting
minute spatial and temporal variations [4], [28]-[30].

The Lagrangian method is considered to be one of
them. It tracks movement or motion in a video frames
[28], [31]. The principle of this method is based on
magnifying movements of fine point which consequently
become more visible to the naked eye. However, poor
estimated movements and sensitivity to spatial noise are
among its drawbacks.

The other motion magnification method is called
Eulerian that is used in multiple fields [29], [32]-[34].
Beside magnification, it also reveals micro-color changes
[28]. Deteriorating by captured noise, computationally-
intensive, and unsuitability for high-frequency bands are
its general disadvantages. Unlike Lagrangian, the Eulerian
doesn't support large amplification factors.

On the contrary, phase-based video motion processing
approach [27] is robust against noise due to phase
magnification rather than feature magnification.
However, because of its complexity, the huge processing
burden is imposed on such system.

The other intricate method is the complex wavelet
(CWT), which is optimized to magnify micro-movement
[29]. Under this approach, any micro-change in any
direction over time is magnified by the CWT
decomposition band.

Two later methods mentioned above rely on the
frequency decomposition.

To resolve the complexity problem, LBP-based
methods such as Cubic-LBP [4] have been introduced.
Nonetheless, they have deficiencies that should be get rid
of them.

These are sensitive to the illumination variations, the
shadow variations, and the noises. It is in order to come
up with aforementioned shortcomings, we adopt an
optimized approach comprising Cubic-ULBP and PDE.

The Cubic-ULBP is not only simple in computation but
also can track any given direction of the micro-change. On
top of that, it is insensitive to noise and illumination
variations.

Unfortunately, the Cubic-ULBP has relatively high

number of planes, i.e. 15 planes. To eliminate this
problem, the PDE is then called to choose just single
plane. Therefore, volume of computation becomes even
simpler. It is worthwhile to bear in mind that PDE has
other applications in image processing such as denoising,
image enhancement, and tracking as reported in [35]-
[40].

Proposed Method

We extract features from the consecutive images using
a texture-based method, namely Cubic-ULBP. Then, the
maximum direction of micro-changes would be
determined.

More specifically, the PDE selects a single plane among
15 that reveals the most micro-changes. Finally, the apex
frame is spotted by evaluating the discrepancy between
the histogram of each frame and the normal frame in that
single plane.

The general framework of our proposed method is
shown in Fig. 1.

A. Cubic-ULBP

We use frames as image sequences. These standard
images are put successively such that construct a three-
dimensional array. 15 planes encompass the pixels in
multi-directions. They are named Cubic method planes as
depicted in Fig. 2.

There are 3 separate planes in directions of XT, XY, and
YT.

Also, there are 6 diagonal planes in the cuboid. Except
for the XY orientation planes, the rest of them collect
pixels from consecutive images. It is prerequisite to
convert the color images to the grayscale for ULBP
process.

Suppose pixels (Ps, for §=1 to NuP) are located on a
circle with Ra radius in a plane. The number of Pg (NuP) is
selected to attain the best performance.

If we consider that the middle point of the circle to be
a pixel C, then, the location of each Pson every plane is
defined as follow:

(x¢ + Ray cos(I) ,yc — Ray, sin(]) ,t;) (1)
(xc + Ra,cos(I),yc — Raysin(l),tc + S) (2)
(xc,yc — Raysin(I),tc + Ratcos(l)) (3)
(xc * Ra,,yc — Ra,sin(I),t; + Ratcos(1)> (4)
(x¢ + Raxcos(D),yc,tc + Ragsin(l)) (5)
<xc + Ra,cos(1),yc £ Ray,tc + Ratsin(l)) (6)

(xc + Raysin(l),yc — Ra,sin(l),tc — Ratcos(l)) (7)

(xc — Ra,sin(I),yc — Raysin(l),t; + Ratcos(l)) (8)
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Stride 1. Specifying a plane with maximum micro-changes information among 15 planes of Cubic-ULBP
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Fig. 1: The general framework of our proposed method.

Fig. 2: Cubic method planes.

262

(xc + Raycos(I),yc — Ray,sin(I),t; + Ratsin(l)) (9)
(xc — Raycos(1),yc — Raysin(l),t; — Ratsin(l)) (10)
(xc + Raycos(I),yc — Raysin(l),tc — Ratcos(l)) (112)
(xc + Raycos(I),yc — Raysin(l),t; + Ratcos(l)) (12)

where | equal to 2tP/NuP and S is the interval on T axis.
In the ULBP routine, Ps values are subtracted by the

value of C. Then, the positivity of outcome is checked. If it

holds true, it would be exchanged by "1" and otherwise
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replaced by "0". Thereafter, these binary values
concatenated together to create specific pattern (e.g.
01101001).

In order to discern uniform from non-uniform
patterns, we build a histogram of ULBP. For this purpose,
number of reciprocal transitions between 0 and 1 are
enumerated. If there are just 2 or less transitions, the
pattern is put into uniform bin. A separate bin is assigned
for all non-uniform patterns which have more than two
transitions. This task provides the feature vector, well
known as histogram of ULBP.

In comparison with ordinary LBP [18], ULBP ends up in
shorter feature vector. It could be obtained through
following equation:

eq,(xy,t) =0, (xyt) € ¥ x [0,Ti]

Uniform LBP = |sign(Valy,p — Val;)
—sign(Valy — Val;)| +

NuP—1
Z [sign(Valp —Val;) — sign(Valp_, — Val)|
P=1
(13)
HistULBP
NuP—1
Z sign(Valp —Valc) if Uniform LBPyyprq < 2
P=0
NuP +1 otherwise
(14)

To get a coherent description, the normalized
histogram of the Cubic-ULBP is computed by
concatenation of ULBP features on the planes as follow:

NormHist,, ), = Z]{Uniform LBP,(x,y,t) = (p}
xy.t

/Y8 L HistULBP,, (15)

where @ is a factor which is confined between 0 and the
number of ULBP labels in the plane (g). The h is plane
number (i.e. h: 1, 2, ..., 15). J{(.)is 1 when (.) is true, and it
is 0 otherwise.

The Cubic-ULBP histogram is comprised of 15
histograms; each one belongs to specific counterpart
plane. In most cases, only one plane out of 15 planes
carries information with the most micro-changes. It can
be explained mathematically as:

YYF(NormHists; — NormHistg)? (16)

where fi, NF, and f are the frame of interest, number of
frames, and framel respectively. With framel, we mean
a normal frame, containing no change, which is often
happened to be the first frame [41], [42].

B. PDE

Histogram of a plane with the most micro-changes is
captured as a matrix (v). The histogram, which is obtained
from Cubic-ULBP in previous section, is processed again

to create vector v. Thereupon, the v is inserted into the
PDE and its features are extracted as output (o). The PDE
is defined as:
deg

¥ L(e,x,y,t),

eql,_o(¥,t) = vy,

(x,y,t) € ¥ x[0,Ti]
(xy) € ¥ (17)

where g=1, 2, ..., Q. The Q is the number of samples and ¥
is the rectangular region in R2 The e and Ti are the
evolution of the v and feature extraction process time by
the PDE respectively. The feature map e [ t = T has a
similar dimension as the v. If the gradient and hessian of
the vare Vv and H,, then the PDE can be formulated as:

% = L(e,Vv,H,) (18)

We deduce the L feature inspired by [40]. The PDE
shares the same characteristics with Cubic-ULBP which
both are illumination and rotation invariant. In fact, we
use the rotational invariants up to the second order. The
input and desired output are as follows, respectively:

invy(e) =1 (19)

invy(e) =e (20)
The squared norm of the gradient is as:

inv,(e) = ||Vell* = e7 + e} (21)
Also, the Laplacian is as follows:

invs(e) = tr(H,) = ey t ey, (22)
A visual front-end operation is as:

invy(e) = (Ve)T'H, Ve = eZey, + 2e.e ey, + eley,
(23)

In addition, a deviation from flatness is as following:

invs(e) = tr(H2) = e}y + 2e%, + e, (24)
To get approximate invariant under gray-level scaling,
the term a(x) = %IXI is added to each differential

invariant. Thus, the differential invariants becomes as
{a(invy 4 s(e))}. Consequently, L can be written as a
function of them:

L(et) = Ti=o 9k () alinvi(e(t))) (25)

Ji(t) is independent of the (x, y) in (25). It is to
minimize the loss function.

C. Classification

Now, a simple linear classifier is required for the
classification purpose which is fed by PDE outcomes. We
use the multivariate ridge regression [39], [40] in order to
reduce complexity.

In the training step, we minimize a loss function to get
optimized values for the parameters (W) and L. Training
samples are the input matrixes (v,) and their
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corresponding tag vector (d,) that belongs to class h. For
each input, we compute a feature map using (17). If the
regularization term set to be G, then the whole learning
features can be extracted as follow:

min E 1
{9k }W ~ @

where lambda (1) is a trade-off parameter. The extracted
features are chosen in order to minimize the loss function.
More clearly, the PDE learns the {gyp} and W
parameters. The aim in (26) is to learn the multivariate
ridge regression as:

X2 LOSS(W; eqye—ri,dq) + AG(W) (26)

i 1
Wil =5ID = W.V]erllf + AIWIIE (27)

whereD = [dy,d,, ..., dg|, and V|e—g; =

[vect(ey|e=ri), - ,vect(eQ l¢=ri)]- For the multivariate
ridge regression, the size of the W matrix is the number
of categories multiplied by the number of the input image
pixels. The class label for each test image can be achieved
as follows:

lable = arg max{W.vect(e|¢=1i)} (28)

To solve (27), {(vq,dq)}jzl, A, and the step size during
optimization (u) are selected as inputs. To achieve best
overall results, At, N, 3,€,y, and Ypmaq, are initialized to
0.5, 5, 0.95, 10-6, 1, and 10, respectively. Besides, A is
initialized with each entry uniformly sampled from [-1, 1].
To accomplish classification task, we perform five steps
while ¥ < ¥pax and [EY — EY71|| > &

1) Set g“ = eg +

At Y5095 -a(invi(ed)), ¢ = 01,..,N - 1;
2) Solve W= argm;’;% ID —W. VN2 + AW =
D. (VM) IV. (V) + 2Qn]

T)ERthe pixel number of an imagexthe pixel number of an image

eg =v, and calculate e

. ¢ y+1
3) Update A by one gradient descent as (gk) =

Y JEY
(9) - ===
o(gt)
4) Update p = By;
5) Updatey =y + 1.

Experimental Results

All experiments are implemented in MATLAB 2020b
under Windows 7 on a PC equipped with a 3.5GHz CPU
and 8GB RAM. We begin this section with describing the
datasets which are used in our research. Thereafter, the
settings and also implementation details are provided to
accommodate the necessity of procedure replication. In
last, we present an extensive investigation on results
which then being compared to the most state-of-the-art

! http://www.povi.cl/

methods.
A. Datasets Specifications

The Chinese Academy of Sciences Micro-Expressions
(CASME) [41] and its extended version, namely CASME I
[42] are among most widely used datasets. One of
particular reason behind this popularity is the liable labels
including apex frame. Specially, these pre-labelled apex
frames lead to a concise evaluation of our proposed
method. The earlier dataset has more than 190 samples
each one contains of dozens consecutive facial images.
The latter, which is bigger in size, has more than 240
samples.

Asitis appeared in Fig. 3, the apex frame demonstrates
relatively high degree of variations in comparison with the
other frames. More specifically, in this figure, the emotion
of disgust is most discernable within forehead area in the
apex frame.

Frame 13

Frame 1 Frame 46 Frame 65 Frame 96

Fig. 3: A sample of disgust expression from the CASME |l
dataset. In this sample, the forty-sixth frame shows the most
muscle contraction within the forehead area in comparison to
others. Thus, it is the exact apex with the most micro-changes

information.

Although the resolution of these datasets (1280x720
for CASME and 280x240 for CASME 1) satisfies our system
requirements, there are still some other motions which
should not to be regarded as micro-changes. In order to
overcome these defects, we manually omit the samples
with the motions that are not mainly categorized as
micro-changes. The third dataset which we manage to
exploit in our proposed method is named POVI' [43]. It is
video data which captured the activity of Villarrica
volcano. A sample of image sequence from this dataset is
illustrated in Fig. 4. It should be mentioned out that just
the portion of this dataset which is in accordance with
micro-changes of volcano activity is utilized.

We take advantage of the last dataset that is
corresponding to retinal blood vessels. They were
collected from the retinal Fluorescein Angiography (FA)
[44]. For each instance in this dataset, there are at least
110 frames available. The main drawback with this
dataset is the lack of apex frame labels which leaves
researchers with no choice rather than tagging them
manually.
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Fig. 4: A sample of consecutive images from the POVI.

B. Simulation Details

Initially, image frames of one sample are clustered
with the length of three frames. This task proceeds by
separating triple frames starting from onset frame into
the offset one. To be sure not to miss any micro-change,
this process is accomplished through an overlapping
scheme where a frame could be considered multiple
times. Thus, the interval on the T axis (S) is set to be 1.
Besides, for the textural analyzer like ULBP to be
applicable, all images should be first transformed into the
grayscale level. As discussed in section Ill-A, cubes are
made from clusters of 3 consecutive frames. Afterwards,
15 planes are extracted from each Cube to encompass
every possible motion in multi-directions. It could be
perceived from Fig. 5 that eight pixels including P1, P2, ...,
and P8 are located on a circumference of a circle with a
Ra=1 radius. It means that the NuP is eight. The Ra and
NuP have been selected according to the best
performance. In order to apply ULBP, each pixel on the
circle circumference is subtracted from the center C
value. With this subtraction results, the string of binary
codes is then created where positive and negative values
of subtractions are exchanged with 1 and O respectively.
If there are only 2 or less transition existed between zeros
and ones within code string, this pattern is classified as
uniform. Consequently, a separate bin is assigned for
these uniform patterns in the ULBP histogram. The rest of
the patterns, namely non-uniform patterns, are located
into another single bin.

At last, all the histograms, which are extracted from
15 distinct planes, are concatenated to make the single
Cubic-ULBP histogram. This histogram is then placed into
a matrix of 15 rows in which each row stands for a specific
plane. In other words, the ULBP histograms of plane 1 up
to plane 15 are in turn the first row up to the last row of
the matrix. Therefore, this matrix contains the entire
textural features extracted from a sample video data by
the means of Cubic-ULBP.

Now, we probe variations by looking into histogram
matrix using (16). Thus, the plane with the maximum
micro-changes is spotted when its variation is compared
with the rest of the frames. This plane could pave the
significant way to locate micro-changes since it has
relatively high amount of valuable data. For example,
plane number 13 in Fig. 5 has the same characteristic and
outweigh in variations over other planes.

Plane 13 15 planes
0.1 T

- Planel
= Plane2
gu 0.08 —— Plane3
=} ——Planed
E Planes
Jasi Plane6
o 0'06 ' i PlaneT
F*E |: Flane§
3 Plane9
2 0.04 . —— Plane10
2 Planell
" Planel2
= 0.02 | -==-Planel3
= Planel4

— Planels

0. " —
0 20 40 60 80 100
Frame
Fig. 5: The histograms variation using 15 planes in consecutive
images.

In the next step, this plane's information is fed into the
PDE, and in this example its corresponding tag is set to be
13. This procedure is iterated similarly for all other
samples through the dataset.

The PDE parameters are trained to learn from features
of the matrix according to part B of section Ill. We
minimize the loss function for determining the
parameters. The multivariate ridge regression is then
utilized as a classifier. Training sets include histogram
matrix as an input and its corresponding tag vector, which
belongs to class h, as an output. As a result, there are 15
classes where the h1 as class 1 belongs to plane 1 and h15
as class 15 belongs to plane 15. Fortunately, the direction
of micro-changes is also unraveled by this class.

For each plane, we randomly select 15 matrixes for
training and the rest are selected for testing. In our
method, the hyper-parameters of A (i.e., regularization
parameter) and u (i.e., step size during optimization) are
tuned to obtain the best performance. Since in most cases
the training samples are limited, A and u are chosen from
{1,1.5, 5, 10, 50} and {0.1, 0.3, 0.5, 0.7, 0.9}, respectively
[32]. We choose A of 1.5 and u of 0.5 for this purpose. We
set them due to the best achieved spotting accuracy. Fig.
6 shows two samples of the effects of selecting A and u
value on apex spotting accuracy on the used data.
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CASME

100

100

Fig. 6: The effects of A and i on apex spotting accuracy.

Therefore, the PDE pick out a single plane out of 15
that reveals the most micro-changes. Finally, the apex
frame is spotted by evaluating the discrepancy between
the histogram of each frame and the first frame (i.e.,
normal frame) in that single plane.

C. Discussion on Experimental Results

According to our results, the proposed method
outperforms over other state-of-the-art researches in
spotting the apex frame. Even more, its performance is
found to be promising when the training samples are
scarce. Meanwhile, the large amounts of training samples
are often required for the well-known methods (such as
the method presented in [21], [23], [26]). Collecting such
enormous samples is not always easy and cost effective.
Our proposed method not only overcomes this challenge,
but also reaches better efficiency compared to the other
approaches.

Besides, in terms of optimization, our proposed
method has a clear advantage over customary Cubic-LBP
since it selects merely a single plane rather than 15. In
consequence, the computation process of our method is
slashed significantly.

Unsurprisingly, with the characteristics of ULBP and
PDE, our method is more robust against illumination
variations. This robustness is mainly due to three reasons.
First, we use a uniform pattern in ULBP that relatively
discards effect of illumination variations. Second, the PDE
parameters are learned with the features extracted from

an illumination invariant histogram. Third, we add the
term a(x) on each differential invariant which ends up
with more insensitivity to the illumination fluctuations.

Table 1 reports the apex spotting accuracy in
percentage on the CASME dataset with 15 training
samples. We can see that the apex frame spotting
accuracy is increased by more than 35% in the
experiments on the CASME in comparison with [2], [3],
and [16], [17]. In order to further validate out method, the
experiments are repeated on the CASME II.

Table 2 demonstrates micro-changes spotting
accuracy on this dataset with just 15 training samples.
Again, as it could be perceived from this table, the
accuracy which is achieved by our method, in comparison
with others, is improved noticeably.

In addition, we also conduct the experiments to come
up with apex spotting in the POVI and FA. Their results are
summarized in Table 3. Furthermore, the assessment of
wrong apex spotting is computed through the mean
absolute error as follow:

mean absolute error = %Zfldeviation | (29)

Besides, we achieve the standard error as follow:

sample deviation

Je

Results on both mean absolute error and standard
error which are given in Table 4 are comparatively
negligible. In Fig. 7 we picture a clear view of the
superiority of our proposed method comparing with
other related methods. Moreover, the proposed method
(combining PDE and Cubic-ULBP) efficiency is measured
using precision (prec.), recall (rec.), and F1 metrics [45] as
follows:

standard error = (30)

TruePos.

reC. =———— (31)
FalseNeg.+TruePos.
TruePos.
prec. = —————————— (32)
FalsePos.+TruePos.
rec.Xrec.
F1 =2 x (E=2 (33)
prec.+rec.

where the Pos. and Neg. are abbreviations of positive and
negative. Table 5 illustrates the above-mentioned metrics
result. We have obtained high precision (0.86) using our
proposed method.

In the last experiment that is reported in Table 6, we
investigate the effect of different numbers of training
samples on the accuracy. It is performed on CASME,
CASME II, POVI, and FA which reaffirms the direct
relationship between accuracy and numbers of training
samples. However, our proposed method still keeps its
performance even under severe reduction of training
samples.

Finally, Fig. 8 compares the time consumption results
with existing literature. According to the results, our
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proposed method has less elapsed time than [4] and [21] planes in [4]. Moreover, in contrast to [21], it does not
works. Since the proposed method, unlike [4], can require high learning time.
automatically pick only one plane rather than many

Table 1: Apex spotting accuracy (%) on CASME with 15 training samples

Methods Acc.
LBP on the 3 orthogonal planes [16] 31.2%
Cubic-LBP [2] 38.0%
LBP [17] 39.0%
LBP on the 4 planes [3] 45.1%
Combining PDE and Cubic-ULBP (ours) 81.2%

Table 2: Micro-changes spotting accuracy (%) on CASME Il with 15 training samples

Methods Acc.
LBP [17] 10.3%
Cubic-LBP [2] 20.1%
Combining PDE and Cubic-ULBP (ours) 61.0%

Table 3: Micro-changes spotting accuracy (%) using the proposed method (Combining PDE and Cubic-ULBP)

Dataset Acc.
POVI 83.3%
FA 85.1%

Table 4: The obtained mean absolute error and standard error in our work

mean absolute

Dataset error standard error
POVI 0.72 0.045
CASME 0.80 0.050
FA 0.63 0.040
CASME Il 4.46 0.52

Table 5: Productivity of our proposed method (Combining PDE and Cubic-ULBP) using other metrics

Dataset recall prec. F1
FA 0.82 0.86 0.84
CASME 0.79 0.82 0.81
POVI 0.84 0.81 0.82
CASME Il 0.59 0.61 0.60

Table 6: Spotting accuracy (%) on CASME, CASME I, POVI, and FA with 5, 10, and 15 training samples

# training samples

Method Dataset
5 10 15
CASME 76.4 80.3 81.2
Combining PDE CASME I 54.3 59.4 61.0
and Cubic-ULBP
(ours) POVI 77.8 82.1 83.3
FA 79.1 83.9 85.1
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Conclusion

In our planet and even in cosmos, there are plenty of
micro-changes. They contain significant information
which should not be underestimated. Thus, spotting such
tiny movements could be a bottleneck in wide range of
applications from recognizing a liar to the health care
system. Nevertheless, micro-change characteristics,
namely low-intensity and brief appearance, make them
almost invisible. In order to cope with this challenge, we
proposed the novel approach which takes advantage of
both Cubic-ULBP and PDE. Cubic-ULBP is robust against
noise and illumination variation and at the same time
could spot micro-changes in any direction. PDE is then
applied to extract most effective features. According to
our results, micro-change within the apex frame is located
with a satisfying accuracy. In the future, the proposed PDE
on the Cubic-ULBP could be used in similar scenarios,
where the micro-changes need to be spotted. The
limitation of the current work is the scarce number of 3D
public datasets.
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Background and Objectives: Traction system and adhesion between wheel and
rail are fundamental aspects in rail transportation. Depending on the vehicle's
running conditions, different levels of adhesion are needed. Low adhesion
between wheel and rail can be caused by leaves on the line or other
contaminants, such as rust or grease. Low adhesion can occur at any time of year
especially in autumn, resulting in disruptions to passenger journeys. Increased
wheel-rail adhesion for transit rail services results in better operating
performance and system cost savings. Deceleration caused by low adhesion, will
extend the braking distance, which is a safety issue. Because of many uncertain
or even unknown factors, adhesion modelling is a time taking task. Furthermore,
as direct measurement of adhesion force poses inherent challenges, state
observers emerge as the most viable choice for employing indirect estimation
techniques. Certain level of adhesion between wheel and rail leads to reliable,
efficient, and economical operation.

Methods: This study introduces an advantageous approach that leverages the
behavior of traction motors to provide support in achieving control over wheel
slip and adhesion in railway applications. The proposed method aims to enhance
the utilization of existing adhesion, minimize wheel deterioration, and mitigate
high creep levels. In this regard, estimation of wheel-rail adhesion force is done
indirectly by concentrating on induction motor parameters as railway traction
system and dynamic relationships. Meanwhile, in this study, we focus on
developing and applying the sixth-order Extended Kalman Filter (EKF) to create a
highly efficient sensorless re-adhesion control system for railway vehicles.
Results: EKF based design is compared with Unscented Kalman Filter (UKF) based
and actual conditions and implemented in Matlab to check the accuracy and
performance ability for state and parameter estimation. Experimental results
showed fast convergence, high precision and low error value for EKF.
Conclusion: The proposed technique has the capability to identify and assess the
current state of local adhesion, while also providing real-time predictions of wear.
Besides, in combination with control methods, this approach can be very useful
in achieving high wheel-rail adhesion performance under variable complex road

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

conditions.
LD

Introduction

The contact force at wheel and rail interface governs the
dynamic behavior of entire vehicle, which is complex and
highly non-linear. Measurement of this force is one of the
most important issues for condition monitoring and

Doi: 10.22061/jecei.2023.9935.664

safety evaluation of railway vehicles. In [1] an estimator
framework is presented for online identification of
contact force at wheel- rail interface. Sliding and slipping
are two challenging situations in railway industry that
arise from the low friction between wheel and rail,
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especially when wheel and rail are contaminated by
different factors such as mud, grease, humidity, etc [2]-
[5]. Also, weather conditions [6], deliberately applied
friction modifiers [7], or contact surface temperatures [8]-
[10], can affect the amount of adhesion. In order to avoid
wheel slide/slip and uncomfortable riding and decrease in
traction effort, wheel wear, and noise, it is imperative to
minimize the excessive slippage that occurs between the
surfaces of the wheel and the rail. In [11], the proposed
method to reveal the slip is to compare speed difference
between the wheel and the vehicle body. Then the
estimated slip is used for torque compensation signal
generation. Since the induction motor is one of the most
important parts of the train's motion system,
investigation of the induction motor was proposed which
uses the estimated adhesion force to suppress the slip
and adjust the torque command [12].

Many researchers tried to resolve adhesion problem
and different solutions such as mathematical control
theory, statistical and genetic have been proposed and
applied [13], [14]. The adhesion characteristic has two
stable and unstable areas. Between these two areas,
maximum value of the adhesion is located. The adhesion
coefficient depends upon the slip velocity, which
influences on adhesion coefficient level. Train velocity
and temperature of contact area are two important
factors affecting the railway surfaces. Higher values of the
adhesion coefficient and the slip velocity lead to
maximum adhesion coefficient. Therefore, adhesion level
identification is an important task for proper operation of
a railway vehicle. A novel approach was introduced in a
recent study [15] to determine the adhesion coefficient
between the wheel and rail. Additionally, another
research paper [16] presents a distinct adhesion control
technique that relies on observing the adhesion state
between the wheel and rail. Obtaining optimal adhesion
control can lead to effective utilization of train traction
power [17], [18]. It is important to mention that based on
the changes observed in the characteristic curve of the
adhesion coefficient, it is necessary to limit the creep
velocity of the train within the stable region to prevent
wheel slide or slip. To bring the trains back to the stable
region, readhesion control is implemented by finely
tuning the torque and promptly detecting instances of
wheel slide or slip. However, a limitation of this approach
is that it is unable to completely eliminate the occurrence
of slide or slip [19]. To explore the phenomenon of slide
and slip in railway traction, a novel approach utilizing the
second-order Luenberger observer is introduced. This
method indirectly determines the frictional force
associated with this phenomenon [20]. A bank of Kalman
Filter (KF) is applied for the adhesion estimation.

Identification of the contact conditions is then done by
examining the residuals from the Kalman filters [21].

In [22] a Kalman Filter based technique is proposed for
estimation of low adhesion between wheel and rail. The
EKF is the nonlinear form of Kalman Filter, which has been
used extensively for estimation of nonlinear states in
navigation systems [23]. Extended Kalman filter based
estimation for estimating the creepage, creep force, and
friction coefficient between the wheel and rail surfaces by
utilizing the AC motor parameters such as stator voltage,
current, and speed was proposed in [24]. An alternative
approach to detect slip velocity is through the utilization
of multi-rate Extended Kalman Filter state identification.
This method combines both the multi-rate technique and
the EKF method to accurately determine the traction
motor load torque. The advantages of this method are
faster slip detection and improved reliability and traction
performance [25]. To predict the wheel and rail wear,
regions of adhesion variations or low adhesion, and the
development of rolling contact fatigue, a novel approach
utilizing the Kalman-Bucy filter technique is suggested to
estimate the wheel and the rail states [26]. In [27], a
model-based technique is proposed for condition
monitoring, in which an unscented Kalman filter is applied
to estimate rolling radius by considering the angular
velocity and the traction effort of the motor
measurements. In [28]-[30] UKF was used for sensorless
speed control of induction motor, in which it was
emphasized that UKF has more robust estimation
performance.

This study investigates the utilization of EKF approach
to accurately determine the adhesion force between the
contact surfaces of a wheel and rail. The estimation is
achieved through analyzing the measured values of the
stator currents of an induction motor. To evaluate the
observer's performance, a dynamic model is constructed,
comprising a gear box, wheelset, and induction motor.
The behavior of the wheel-rail contact is described using
the Polach model. The design of the induction motor is
based on a first-order decomposition of the sixth-order
nonlinear model. The proposed EKF technique is capable
of estimating various parameters, including motor
current, rotor flux components, motor speed, and load
torque.Then, dynamic reletion is used for adhesion force
estimation. For further investigation, we compared our
method with UKF. The obtained results show good
convergence and high precision. The rest of this research
is organized into four parts. First, the details of traction
system and mathematical model of induction motor are
explained. Then, the estimator framework is presented.
Following this, the details of experimental results are
highlighted. Finally, the conclusion is given.

System Modelling and Discretization

The traction system information employed in this
research is shown in Fig. 1. The model consists of three
parts, wheel and rail, gear wheel, and traction motor. The
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continuous dynamic model of the induction motor used
in this research is described by sixth-order nonlinear
differential equations with three series of variables
consisting of two mechanical variables (motor speed and
load torque), four electrical variables (currents and
fluxes), and two control variables (stator voltages) and the
stationary reference frameis (@, §).  The action of the
axle load causes the wheels rotation, which leads to micro
deformation region occurring in the wheel-rail contact
region. Then, the interaction between wheel and rail
produces the adhesion force F,. The schematic of wheel-
rail adhesion mechanismis shown in Fig. 2. The states, the
measurements, the stator voltages, and the state and
measurement noises are given in (1) to (5) respectively.

5
I&g

I

Traction Motor

qu

Gear Wheel

Wheel

Rail

Contact region M

Creep zone

Adhesion zone

Fig. 2: Wheel-rail adhesion mechanism.

u® =[usa uspl” (3)
w®)=W1 w2 W3 w, ws wg]T (4)
v=[v; v]" (5)

where Iy, is stator current in a frame, I is stator current
in § frame, 1,4 is rotor flux in & frame, 1, is rotor flux
in B frame, w,, is the motor angular velocity, and T}, is
load torque.

The equations are listed as follows [31]:

LmRr

dlsq - _ (& LmRr) l,b

dt oLg ULSLZ o‘L zrra

m

oLsLy npwmlprﬁ + oLs Usq (6)
dlgp (RS L%nRT) Lm

dat olLg + oLsL2 Isg = oLsLy ety T @mPra +

LmRy 1

oLsL2 lprﬁ + oLs usﬁ (7)
dYrq _ Rrlm

at Ly 1 lpra - npwmlprﬁ (8)
dwTB Rer Ry

dt IB + npwmlnbra - _rlprﬁ (9)
dwm _ ‘3"1me 3"1me _L

dr 2Jequlr wr[j’ sa lpra sp wm Jeav TL (10)
daTyp,
E =1 (11)

where R is the stator resistance, R, is the rotor
resistance, L, is the stator self-inductance, L, the is rotor
self-inductance, Ly, is the mutual inductance, n, is the
number of the pole pairs, J.q, is the equivalent moment
of inertia, C, is the viscous friction, and ¢ is the leakage
coefficient and defined as (12).

x(t)=[*1 X2 X3 x, x5 x]T = _ 1)
Use Isp Yra Yrp wm T,]7 (1 °7 LeLy
z=[ I, IS,;]T (2) Induction motor extended model is shown in (13).
Rs , LRy LRy Lim 1
- (G_LS + aL;Lzr) 0 cLsl? oL.L, 'pWm 0 0
_(Rs | LRRY Ln LRy
0 (a’Ls + aLsL;’:) alsly p®m algl? 0
RyLp Ry
_ ™ 0 » Ty Wy, 0
Rrlm _ﬁ
0 L Wy, Z, 0
3npl;, 5 3nply, 0 0 o Cy
2JrquLl zjequr ]eqv
) 0 0 0 0 0
Xe L Y
Ae
I Ignoring the damping coefficient, the dynamic
lg equation of traction motor is as follows [13]:
Lyl 1 0 0 0 01| ¥ra
L=l 1 0 o ol vy +v(t) (14) dom _ Tm=Ti (15)
Wy, dt ]eqv
H, 7
' = om (16)
Wy, = o
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NypLm
Tn = ir (Isﬁwra - Isa¢r6) (17)
T, = % (18)
JgtixtJwrt]w
]eqv = Jm +gn—2RL (19)

i

where w,,represents the angular velocity of the wheel,
while Fa denotes the adhesion force exerted by a single
wheel. Additionally, [, Jg, Jx, Jwr, @and J,,, refer to the
moments of inertia associated with the motor, gearbox,
wheelset axle, right wheel, and left wheel, respectively.
The adhesion force at the contact point between the
wheel and rail, denoted as F, is determined using Polach's
method [33] and can be calculated using (20).

F = ZFNuf( ka€
a T 1+(kg€)?

+ arctan(kge)), ks <k, <1 (20)

where Fy is the normal force between the wheel and
rail, pif is the traction coefficient, and quantities k, and kg
are Polach reduction factors in the areas of adhesion and
slip, respectively.

tp = po((1 = D)e P + D) (21)
_ GmabCqy
€= st (22)

where D and B represent reduction factors associated
with distinct friction coefficients, IV is the longitudinal
velocity of the train, £ is the creepage between the wheel
and rail, G is shear module, a and b are the semi-axis
length of the contact patch and C;; is the Kalker
coefficient.

The creepage contains longitudinal and lateral
components but in this research, the lateral dynamics are
neglected, so calculated by the following equation [34]:

&=

Estimation of Wheel-Rail Adhesion

The details of the EKF and UKF used for estiomation of
Wheel-Rail adhesion can be found in the following
subsections.

A. Extended Kalman Filter

wy =V

. (23)

The EKF is an enhanced variant of the traditional
Kalman filter that takes into account nonlinear systems.
In this study, our goal is to determine the optimal linear
estimation for the state vector of the induction motor.
The discrete-time nonlinear model is expressed as below:

X1 = [ (X0 Ui, Wi) (24)
Zx = h(Xp, k) (25)
where f(.) represents the dynamics of machine, h(.) is
the relationship between the observation z;, and the state

vector x, ugrefers to the input provided to the motor,
while wy, and v;, represent the vectors of noise that affect

the process and measurement respectively. Equations
(24) and (25) exhibit nonlinearity, necessitating their
linearization. This process involves employing the first-
order Taylor approximation in the vicinity of a chosen
reference point. Linearizing these nonlinear equations
will result in the following description of the dynamics:

X1 = f(Xp, U, 0) + Fie(xge — X)) + Wiew (26)
zx = h(%,0) + Hg O — %) + Vie(v — 0) (27)

where Fy, Wy, Hy and V,, are Jacobean matrices defined
as below:

_9or
T ox

_u| oo
sk =

e =
2 awly, ax

_on

= —
2 v

Fy

(28)

Xk
The EKF algorithm using induction motor model in (13)
and (14) can be given by the following equations:

Pyyak = FxP(K)F™ + W, QW™ (29)
Ky = Pk+1|kaT(HkPk+1|kaT + VRV (30)
Rtk = f(jc\klk-ukio) (31)
Ris1pirtr = Trrae + K@ — M(Zys1000)) (32)
Prijisr = U — K Hi) Progaie (33)

where Py qx is the priori prediction error covariance
matrix, Pyiqx+1 is the posteriori prediction error
covariance matrix, Ky is the Kalman gain, £y, is the
priori state prediction vector, Xy, q|x+1is the posteriori
state prediction vector and Q and R are the covariance
matrixes of process and measurement noise and | is the
unit matrix symbol. In general, the extended Kalman filter
is not an optimal estimator. If the process is modeled
incorrectly, or if the initial estimate of the state is wrong,
linearization may lead to rapid divergence of the filter.
Furthermore, the estimated covariance matrix in EKF has
a tendency to inaccurately assess the true covariance
matrix. Consequently, it runs the risk of losing consistency
in the statistical context unless stabilizing noise is
introduced. Finally, because of the Q and R uncertainty,
their values are obtained by trial-and-error methods
which is tedious and time-consuming procedure.

B. Unscented Kalman Filter

The UKF is created by incorporating the unscented
transformation (UT) method.It is assumed that the
studied system is nonlinear and in discrete form:

wi~(0,Qk) (34)
Ve~ (0,Ry) (35)

X = (R wie) + wye
Zk = h(fk, uk) + Uk

In the first step of estimate of state vector of the
induction motor using UKF, a set of 2n, + 1 weighted
samples or sigma points are determined as:

Xiee1 = Bt B + /0 A+ DPic))i Rams — (0 + D (P
(36)
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0 _ _4

Wm T Ay (37)
o _ 4 2

W' =+ 1—a*+p (38)
0 _,0__4

We = Wm™ = 3 0my (39)

where the dimension of the state variable is represented
as n, .The estimate of x;at time k-1 is denoted as Xj,_4,
and its covariance is represented as P,_;. The weight
Wp,is is utilized for determining the mean, while w, is
employed for calculating the covariance. The parameter
a, which lies within the range of [0,1], is employed to
regulate the distribution of the sigma points. Additionally,
B non-negative term, is utilized to incorporate
information from higher order moments of the

distribution and A =a’ (ny +p)—n, . It should be noted
that in this study, these three parameters are set as
follows: =1, g=0and p=1

The column i of the matrix P,_;is denoted as (Py_1);.
Sigma points y;_; are substituted into the nonlinear state
equation, and the transformed sigma points are

evaluated for each of the the 0 - 2n, points as described
below:

1 = FO2 ) (40)

To obtain the mean and covariance of the modified set
of sigma points, the following procedure is employed:

%o =T wex (41)
P- =y @, @ _ o- (i) a-\T
v =L We (e — 206 — )"+ Qx (42)

where @y, is the process noise covariance. The sigma
points that have been transformed are subsequently
utilized to predict the measurements by employing the
measurement model:

£O = h(x Uy (43)

The expected measurement Zis as:

2 =X wE® (44)
Using the predicted sigma points, Py?and P#* also

determines as follows:

P =32 0l () — 2D — 207 (45)

P =¥ 0@ GO =)D - 2)T + R (46)

The mean and square root of covariance for the state
are recalculated based on the actual measurement.

X = X + Ki(zi — Zi) (47)
P, = Py — K P¥Ky" (48)
Ky = P (P (49)

Results

This section begins by simulating the presented model
to verify the accuracy of the EKF in estimating variables.
Subsequently, the performance of the EKF is assessed by
comparing it with the UKF to determine its accuracy as an
estimator. All of our codes have been developed and
implemented using the Matlab, with a sampling period of
1073s seconds. To ensure more realistic testing
conditions, the induction motor is powered through an AC
drive with a sinusoidal input voltage.

A. EKF-Based Model Simulation

In the first step of our simulation, we try to simulate
contact conditions. Our goal in this step is to show the
created changes in adhesion force versus creepage for all
track conditions such as dry, wet, low, and very low
relationship between adhesion force and creepage. The
designed friction coefficients are as follows:

055  t<10
_Jo3 10<t<20
Fo= Y006 20<t<30
003 30<t<35

The values of ky, kg, D and B under different friction
conditions are listed in Table 1 and the other parameter
values used in equations (20) to (23) are as the following:
Fv=60KN, G = 8.4x10'° % a=0.0015 m, b =0.0075 m,

C11=4.12, V= 15%

Fig. 3 shows the curves of the adhesion force versus
creepage in different wheel-rail contact conditions. As the
creepage increases, the slip region increases versus the
stick region. As we see, the adhesion force changeswith
respect to creepage for all track conditions nonlinearly. In
the second step, the results of the simulation in MATLAB
and the estimation of the variables mentioned in the
previous section are shown and discussed.

Table 1: Polach model parameters under different friction
conditions [24]

Wheel-rail conditions

Model parameter

Dry Wet Low Very Low
ka 1 1 1 1
kg 0.4 0.4 0.4 0.4
D 0.6 0.2 0.2 0.1
0.4 0.4 0.4 0.4

The parameter values for the traction system
employed in this research can be found in Table 2.
Matrices Q and R are given in the following, which are
obtained by trial and error.
Q =diag ([3.88e-7 1.00e-12 1.39e-16 1.42e-16 1.85e-10
1.85e-3]) x 0.099, R =diag ([3.39e-4 3.39e-4]) x 2.
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Table 2: Parameters and values used in the simulation

C, (md s) 0.015 Jequ (kg.m?) 0.07
Ls(H) 0.1004 Rs (Q) 1.54
Lm(H) 0.0915 R (Q) 1.294
L(H) 0.0969 r(m) 0.34

n; 7.5 f(Hz) 50
np 3
os x10%
2 very low friction

o

adhesion force

05

0
o 005 01 015 02 025 03 035 04 045 05
creepage

Fig. 3: Adhesion force curves creepage.

Estimated and actual trajectories of stator currents in
a and B frames (I,,155) are shown in Fig. 4 (a) and (b),
respectively. The trajectories of the current errors in a
and f frames (e,m,e,sﬁ) are represented in Fig. 5 (a) and
(b), respectively.

——ExF
- ——isb

j 1

o 05 1 15 2 25 3 35 4 45 8
times)
®)

Fig. 4: EKF based estimated and actual motor current
trajectories (a) a axis (b) B axis.

Error isa

!
0 0.5 1 15 2 25 3 35 4 45 5
time[s]

(a)

Emorish

time [s]
(b)
Fig. 5: The trajectories of the motor current error (a) a axis (b)
B axis.

Estimated and actual trajectories of rotor fluxes in a
and B frames (.4, f[)rﬁ) are represented in Fig. 6 (a) and
(b), respectively. The trajectories of the rotor flux errors
in a and B frames (ell,sa,e,l,sﬁ) are represented in Fig. 7 (a)
and (b), respectively.

As seen in Fig. 4 (a) and (b) and Fig. 6 (a) and (b), the
estimated trajectories of the stator current and rotor flux
in aand 8 frames follow the real trajectories of these four
motor variables with minimal error bound.

Estimated and actual trajectories of motor speed (wy,
®p) and speed error (e, ) are shown in Figs. 8 and 9
respectively. In Fig. 8, fast convergence with a very low
bound of error in following the real trajectory by the EKF
estimator is clearly evident. The trajectories of the
estimated and actual load torque (T;, T;) and load torque
error (er,) are given in Figs. 10 and 11 respectively.

1

0§

<

o o5 1 15 2 25 3 a5 4 45 6 0 05 1 15 2 25 3 a5 4 45 5
time [s] time [s]
(@ (o)

Fig. 6: EKF based estimated and actual rotor flux trajectories (a)
a axis (b) B axis.

Error psiaest

B I | I | ! i i I i
0 05 1 15 2 25 3 35 4 45 5
time[s]

(a)

Error psibest

i : j
0 0.5 1 15 2 25 3 35 4 45 5
time [s]

]

Fig. 7: The trajectories of the rotor fluxes error (a) a axis (b) 8
axis.

70

estimated omega (EKF, inertia known)
omega

B0

50

Wog [rad/s]

o 0.5 1 15 2 2.5 3 3.5 4 4.5 5
time [s]

Fig. 8: EKF based estimated and actual trajectories of motor
speed.
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Error omega(rad/s]
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A
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ey [ tuai [‘v bl

N
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Fig. 9: The trajectory of the motor speed error.
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Fig. 10: EKF based estimated and actual trajectories of load
torque.
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Fig. 11: The trajectory of the load torque error.
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Fig. 12. The trajectory of the estimated adhesion force.
Referring to Fig. 10, it is evident that the error

undergoes a narrow variation when there is a sudden
change in the torque command. By analyzing Figs. 4 to 12,

it becomes apparent that the EKF estimator accurately
follows the real state trajectories with great precision and
rapid convergence. Equation (18) allows us to obtain the
trajectory of the estimated adhesion force,
demonstrating a linear correlation between the load
torque and the adhesion force. Fig. 12 shows the
estimated adhesion force trajectory. By estimating the
longitudinal creep force, it becomes feasible to ascertain
the degree of adhesion between the wheel and the rail.

B. Low Speed Performance

To further investigate the proposed method at low
speeds, the findings of the estimated stator current, rotor
flux, motor speed, and load torque compared to the
actual conditions are illustrated in Figs. 13-16. Upon
analyzing Figs. 15 and 16, it is evident that the proposed
method showcased in this study offers prompt response
and precise estimation of speed and torque across the
entire low-speed range. In Fig. 15, the reference speed is
initially set to 6 rad/s, then altered to -6 rad/s at 4s, and
finally adjusted back to 6 rad/s at 14s. Fig. 16 indicates
minor estimation errors of similar magnitude. The
estimated load torque demonstrates the successful
operation of the proposed scheme.

EKF isa
—&a 5L

timeds ] time[s]
@ (5)
Fig. 13: EKF based estimated and actual motor current
trajectories (a) a axis (b) § axis at low speed operation.

T
|| —— EKF msib
H—mic

0.8 T 08
—— EKF msis
06 1 1 psis oall-h -

044} H HHH Y- - B-- - el
0.2H{]- L H
! 0.2
i ° = UHUEH N 1
= g O
B ozl
02 FHHE -1+
04fftt{4H
0.4 ff--HHHRA - - HHHHE - - 4---
08 1
08f------ e [ — Rel-13 EEE BN L EREE B § EEETEEE
A H H s i H
0 2 4 8 0 2 4 E
time]s] time [s]

(a) )
Fig. 14: EKF based estimated and actual rotor flux trajectories
(a) a axis (b) S axis at low speed operation.

Fig. 17 displays the trajectory of the adhesion force in
low-speed scenarios, which was plotted based on the
linear relationship between load torque and adhesion
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force. These results confirm the robustness and represented. Both EKF and UKF estimator are used for
exceptional tracking capabilities of the estimation estimating variables and their outputs compared with the
approach, even when operating at lower velocities. actual situation. As it can be seen, the obtained results

present a high degree of convergence, acceptable
jem——— \:werliak:lown)L accuracy, and go.od estimation cff variables in estimating
with the EKF estimator. The trajectory of the estimated

12 T T

T
Estimated
omega

10

’ \ adhesion in two estimation modes i.e. EKF and UKF is
6
\ / given in Fig. 22. Based on the analysis of the estimation
z, \ / \ results, it can be deduced that the UKF algorithm, known
E 0 \ / for its effectiveness in highly-nonlinear systems as per
2 \ / previous research, does not exhibit any advantage over
4 \ f \\ the EKF algorithm when it comes to estimating induction
o = motor parameters and statistics.
% o5 1 15 2 25 3 35 4 45 5 25 .
time [s] EKF
Fig. 15: EKF based estimated and actual trajectories of motor 2 o ’
speed at low speed operation. 1
10 ;
. | 1 A A
* i Es!tlmale(;torquel(EKF, \:1emak!nown) g 0 | } H \ H
" Torque 5 } ‘l ‘ H l
My vy / [ T
101 i
10
-15
E -20
-250 0.5 1 15 2 25 3 35 4 4.5 5
210 time[s]
2 Fig. 18: EKF and UKF based estimated and actual motor current
trajectories.
-30
0 0.5 1 15 2 25 3 35 4 4.5 5
time[s] 6 T T
Fig. 16: EKF based estimated and actual trajectories of load . 7EEE
torque at low speed operation. True

100 3
EKF Adhesion

50

L. N H \ lq'ﬂ,',',',',',,',',',',',',',hhh" WAUWM

-50 3 £ 3 3 t
0 0.5 1 15 2 25 3 3.5 4 4.5 5
time[s]

psiaest

Adhesion

100 Fig. 19: EKF and UKF based estimated and actual rotor flux
trajectories.
-1500 0.5 1 15 2 25 3 35 4 4.5 5 70 . r
time[s] EKF
Fig 17: EKF based estimated trajectory of adhesion force at low & Jnk e
speed operation. ol L
C. Performance Comparison w0 Jk (
As mentioned and considered in subsection 4-1, the % 30} |
estimation of variables with EKF results in good £ 20(
information. For a more detailed investigation and to
check the amount of estimation error, and according to 0 \(‘“‘” \J(
subsection 3-2, the performance of the proposed EKF is 0
compared with UKF, validated with Matlab simulation, W T s 3 25 5 35 4 s s
and comparative analysis is discussed. me el
In Figs. 18-21 the estimation results of motor current, Fig. 20: EKF and UKF based estimated and actual motor speed

stator flux, motor speed, and load torque are trajectories.
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Fig. 21: EKF and UKF based estimated and actual load torque
trajectories.
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Fig. 22: EKF and UKF based estimated adhesion trajectories.

In the following, the trajectories of the estimation
error for all mentioned state variables with the UKF and
EKF estimation modes are shown in Figs. 23-26. By
comparing the obtained results, it is obvious that EKF can
estimate variables with high accuracy and partial error in
the presence of UKF.

Fig. 26 shows the load torque error in estimating with
both EKF and UKF estimators. According to the (18), there
is a linear relation between load torque and adhesion
force.

Hence, it can be deduced that the EKF exhibits swift
responsiveness and provides estimations with minimal
margin of error, given the fluctuating adhesion
circumstances between the wheel and rail surfaces.

Eroor 53

i 5 i
0 05 1 15 2 25 3 35 4 45 5 005 1 15 2 25 3 35 4 45
timels] time (5]

(@) (©)

Fig. 23: The trajectories of the motor current error (a) a axis (b)
B axis.

— || ot e
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Emr psiaest
s

o 05 1 15 2 =25 3 85 &4 45 & 5 1 15 25
timeis] lime [s]
(&) il

Fig. 24: The trajectories of the rotor flux error (a) a axis (b) 8
axis.

To further evaluate the estimation accuracy of the
approach, the root mean square error (RMSE) of state
variables is shown in Figs. 27-30. By analyzing the Figs, it
can be concluded that the RMSE of EKF is smaller than the
RMSE of UKF, as a result, the speed estimated by EKF is

closer to its actual values.
5

EKF

4 UKF

3

2

Error omega(rad/s]
- =)
—
—
3

o 0.5 1 15 2 25 3 35 4 45 5
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Fig. 25: The trajectory of the motor speed error.

60

EKF
UKF

40

20

Error T‘oad
o
o

-20

-40

-60
0 0.5 1 15 2 25 3 35 4 4.5 5

time[s]

Fig. 26: The trajectory of the load torque error.
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Fig. 27: The RMSE of motor current over time (a) in a axis (b) in

B axis.
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Fig. 28: The RMSE of stator flux over time (a) a axis (b) 8 axis.
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Fig. 30: The RMSE of load torque over time.

Table 3. Running times of EKF and UKF algorithms

Estimator Execution Time (sec)
EKF 2.6
UKE 9.2

It can be seen in Fig. 30 that the RMSE of load torque
with EKF is equal to that of UKF. Therefore, it is the same
for adhesion force due to the linear relationship between
the load torque and adhesion force. In order to show the
difference clearly and better understand the two
algorithm performances, the computational cost of
methodes is given in Table 3. The results show that the
running time of EKF is lower than UKF, which confirm the

superiority of EKF relative to UKF in estimating adhesion
force and induction motor parameters.
Conclusion

In this research, an EKF-based condition monitoring is
proposed to estimate adhesion force. To assess the
efficiency of the estimator, an evaluation was conducted
by comparing the estimated motor parameters such as
load torque, speed, rotor flux, and stator current in three
modes i.e. actual, EKF-based, and UKF-based. Meanwhile,
the linear relationship between motor torque and
adhesion force was used to determine the adhesion level
between the wheel and the rail. The results indicated that
the EKF estimator demonstrates prompt responsiveness
and accurately estimates the variables, despite the
varying adhesion conditions of the wheel-rail contact. The
estimator consistently maintains a minimal margin of
error. The remarkable thing is that EKF shows its
superiority in state and parameter estimation of
induction motor and adhesion force since UKF is not able
to exhibit its effectiveness for this type of application.
Therefore, utilizing such estimator can help to achieve
maximum traction, reduce the creepage, and improve the
performance of the re-adhesion controller. One major
issue with the EKF and UKF lies in the significant impact of
the covariance matrices Q and R on the estimation
outcomes. If these matrices are chosen badly, the
estimation result will be divergent or large estimate
errors will be inevitable.

Tuning of Q and R is necessary to yield the best
estimations. Changing these two matrices affects both
the steady-state and transient duration operation of the
estimator. When the value of Q increases, it indicates the
presence of significant disturbances or uncertainties in
the machine model. Consequently, the Kalman gain is
augmented, resulting in a faster performance of the
estimator during the transitional phase. On the other
hand, increasing R means that noise measurements are
strong and the noise will be weighted less by estimator,
which leads to Kalman gain decrease and gives us a slower
transient performance. To enhance the performance,
accuracy, and stability of the estimator, it is imperative to
employ various tuning algorithms. In our upcoming
endeavors, we will focus on implementing these
algorithms and give particular attention to developing a
real-time system.
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Abbreviations

a and b: Semi-axis length of the contact patch
B and D: Reduction factors

Ci1: Kalker coefficient

Cv: Viscous friction

F,: Adhesion force

Fy: Normal force between the wheel and rail
G: Shear module

Isq and Isp: a—p axis stator currents

¢; and c,: Self-recognition and social component
coefficients

Jeqv: Equivalent moment of inertia

|4: Gearbox moment of inertia

[: Wheelset axle moment of inertia

Jwr and J,,.: Right and left wheel moment of inertia

k4 and kg: Reduction factors in the adhesion and slip
area

Lm: Mutual inductance
Lrand Ls: Rotor and stator self-inductance
ni: Gear reduction ratio

np: Number of the pole pairs

Estimation of Wheel-Rail Adhesion Force Using Traction System Behavior

uy: Traction coefficient

the

o: Leakage coefficient
€: Gradient of tangential stress
&: Creepage between the wheel and rail

Wp,: Motor angular velocity

wy,: Wheel angular velocity
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Background and Objectives: From the multiview recorded video, free viewpoint
Article History: video provides flexible viewpoint navigation. Thus, a lot of views need to be sent
Received 24 August 2023 to the receivers in an encoded format. The scalable nature of the coded bitstream
Reviewed 02 October 2023 is one method of lowering the volume of data. However, adhering to the
Revised 06 November 2023 limitations of the free viewpoint application heavily relies on the kind of scalable
Accepted 12 December 2023 modality chosen. The perceptual quality of the received sequences and the

efficiency of the compression technique are significantly impacted by the scalable
modality that was chosen.
Keywords: Methods: In order to address the primary issues with free-viewpoint video, such
as high bandwidth requirements and computational complexity, this paper
suggests a scalable framework. The two components of the suggested framework
are as follows: 1) introducing appropriate scalable modality and data assignment
to the base and enhancement layers; and 2) bit budget allocation to the base and
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algorithm . . .
enhancement layers using a rate control algorithm. In our novel scalable modality,
MV-HEVC termed Tile-based scalability, the idea of Region of Interest (ROI) is employed, and
Parallel processing the region of interest is extracted using the tile coding concept first presented in
the MV-HEVC.
Results: When compared to the state-of-the-art techniques, our approach's
*Corresponding Author’s Email computational complexity can be reduced by an average of 44% thanks to the
Address: hroodaki@kntu.ac.ir concept of tile-coding with parallel processing capabilities. Furthermore, in

comparison to standard MV-HEVC, our suggested rate control achieves an average
17.7 reduction in bandwidth and 1.2 improvement in video quality in the
Bjpntegaard-Bitrate and Bjgntegaard-PSNR scales.

Conclusion: Using new tile-based scalability, a novel scalable framework for free-
viewpoint video applications is proposed. It assigns appropriate regions to the
base and enhancement layers based on the unique features of free viewpoint
scalability. Next, a rate control strategy is put forth to allocate a suitable bitrate to
both the base and enhancement layers. According to experimental results, the
suggested method can achieve a good coding efficiency with significantly less
computational complexity than state-of-the-art techniques that used the A-
domain rate control method.
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observe the scene from various view point and freely
change the views. It can be used in multiple applications
Free viewpoint video is a system allowing the users to such as immersive teleconference, 3DTV, and sporting
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events, enabling the viewers to move freely around the

scene. But, to provide this capability, some main

challenges must be overcome.

e High Bandwidth: To provide high quality and rich
interactive experience, the resolution of the free
viewpoint video should be 4K or even higher. However,
streaming numerous views at such resolution requires
extraordinary bandwidth, which is not reachable in low
bit rate communication channels such as the wireless
mobile networks. Even with the compression offered
by Multiview Video Coding (MVC), which uses Intra and
Inter-view  prediction to  extract statistical
dependencies between views, free viewpoint video is
currently beyond the capabilities of most wireless
networks. Intra-view prediction uses temporally
adjacent frames, and inter-view prediction uses
corresponding frames in adjacent views as reference
views in the prediction process.

o Computational Complexity: As mentioned before, an
essential characteristic of free viewpoint video is
increasing the control over view angle and direction,
according to the perceptual preferences of users. A
secondary effect of increasing the viewing
controllability is higher computational complexity.
Since, there are numerous numbers of views that
should be encoded and send to the viewers, while the
human eye can only focus on a particular area of the
scene and small numbers of view at any time. Hence,
the main challenge in this application is controlling the
high computational complexity of encoder side [1].
Scalable Multiview Video Coding (SMVC) is one of the

main techniques to address the high bandwidth
requirement and reduce computational complexity by
scaling down the video. Usually, a scalable bitstream
consists of a “Base” layer that carries the minimum
amount of video data necessary for all receivers. Then,
one or more “Enhancement” layers can be built on top of
the base layer to improve the overall video perceptual
quality.

In this paper, we propose an efficient scalable
framework for free viewpoint video applications to
overcome the mentioned challenges. Our proposed
framework has two distinct parts:

1) Selecting proper scalable modality and data
assignment to base and enhancement layers: Selecting
the proper scalable modality can help satisfying the main
requirements of free-viewpoint application such as the
required bandwidth. In particular, the selected scalable
modality can affect the perceived quality and the
compression efficiency.

To clarify the meaning of scalable modality, suppose
that, a mobile client has an available bandwidth that is
less than the bitrate of the original free viewpoint video.
Avideo adaption should be performed to extract base and

enhancement layers to match the bitrate of the adapted
video to the bandwidth of the mobile client. This type of
video adaptation is named scalable modality. It is more
efficient that the scalable modality is extracted according
to the specific characteristics of the application at hand,
such as free viewpoint application. After selecting a
proper scalable modality, the available data should be
assigned to various layers according to this particular
scalable modality. In the free viewpoint application,
usually, the receivers are more interested in specific
regions of the scene, and the perceptual quality of those
regions is more important to them. This concept is
typically referred to as Region of Interest (ROI). Our
proposed framework in this paper proposes to use the
concept of ROl to define the appropriate scalable
modality for free viewpoint application. The user's
favorite regions, ROIs, are located in the base layer and
the other areas are located in enhancement layers.

But, extracting the ROl is not so trivial. Several
methods are presented in the literature to extract ROI
based on some specific features such as texture
perceptual map and the motion perceptual map [2], visual
attention model, and gaze tracking data [3] and so on.

In this paper, we suggest using the idea of tile coding
in the MV-HEVC standard to extract the ROl and data
assignment to the base and enhancement layers.

In MV-HEVC standard, the pictures can be divided into
independently decodable rectangular regions with
approximately equal numbers of CTUs that are entitled as
tiles. The main goal of partitioning the frames into tiles is
to increase the capability for parallel processing and
provide error resilience [4].

Using this concept, we can code the tiles
corresponding to ROI as the base layer and the remaining
ones as the enhancement layers. The tiles can be coded
and decoded in parallel to improve the computational
complexity of the encoder and decodes side.

2) Rate control algorithm for bit budget allocation to
base and enhancement layers: For the second part of the
proposed framework, we propose a rate control
algorithm for scalable coding in free viewpoint
application. We have used the A-domain rate-distortion
model [5] in the HEVC video coding standard as our
reference rate-distortion model. Then we will use specific
features of the Tile-based scalable modality to extract
coding parameters for free viewpoint video application
efficiently.

The main innovations of the paper are as follows:

1. Introduce a proper scalable modality for free-
viewpoint video application based on Region of
Interest, named Tile-Based scalability.
¢ In tile-based scalability, the concept of tile coding in

the MV-HEVC video coding standard is used to
extract the interested and non-interested regions
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and allocate them to the base and enhancement
layers, respectively.

e In addition, using the concept of tile coding in the
MV-HEVC video coding standard, we can benefit
from parallel processing to reduce the complexity of
the encoder and improve efficiency.

2. Propose a rate control algorithm for rate assignment to
base and enhancement layers for Tile-Based scalability
in free-viewpoint video application.

e The concept of inter-view disparity is used to find
the appropriate relationship between the
guantization parameters of various tiles

Related Work

In this section, the scalable coding for multiview video
and free viewpoint application and the rate control

algorithms for scalable coding are reviewed.

A. Scalable Coding in Multiview Video and Free
Viewpoint Application

Several scalable modalities have been mentioned in
the literature for single view and multiview video. For
instance, temporal, spatial, and quality scalability and
various combinations of them [6] and Region-Of-Interest
(ROI) and object-based scalability [7] are introduced for
single view video coding. Besides, view scalability [8] and
free viewpoint scalability [9] are presented for multiview
video. In [10] an efficient scalable multiview video coding
method is proposed in which high-quality depth maps are
coded as a piece of scene information. Then, the view-
dependent depth map is generated from this information
at the decoder side. So the free viewpoint scalability and
coarse granular SNR scalability are achieved using these
synthesized depth maps. In [11], a scalable approach is
presented for immersive video streaming to support
different receivers. This method limits the number of
views in the base layer and uses view scalability and free
viewpoint scalability in the enhancement layers to
synthesize more views at the receiver side to improve the
quality of free viewpoint views for the user. In [12] an
encoding configuration for scalable multiview video
coding is proposed that realizes higher compression
efficiency and provides view switching for the users. In
the proposed approach, the base layer uses inter-view
prediction and produces a video sequence with the
acceptable quality. Then, the enhancement layers use the
corresponding base layer without interview prediction.

As we mentioned before, complying the constraint of
free viewpoint application is strongly dependent on the
type of selected scalable modality that has a significant
effect on the effectiveness of the compression method
and perceptual quality of received sequences. The above
mentioned scalable modalities are not fitted precisely to
the particular characteristics of free viewpoint
application. Hence, in this paper, we propose a new

scalable modality according to the specific features of this
application.

B. Rate Control Algorithms in Multiview Scalable Video
Coding

In this section, the most recent rate control algorithms
for multiview scalable video coding are presented. In [13]
a p-domain rate control algorithm for multiview high
efficiency video coding is proposed. First, the prediction
structure of MV-HEVC is optimized. Then, the p domain
rate control model based on multi-objective optimization
is used. In this study, the image similarity is considered to
analyze the correlation between viewpoints. Then, this
correlation and the frame complexity are used for the rate
allocation process. The method proposed in [14] uses the
analysis of the characteristics of multi-view video coding
and the requirements of its bit rate control to improve the
traditional quadratic rate-distortion model. In [15], a bit
allocation and rate control approach for multiview video
coding is proposed that uses the frame complexity and
human visual characteristics. These characteristics are
used to improve the quadratic rate-distortion (R-D)
model. Then, the proposed algorithm reasonably
allocates bit-rate among views based on frame
complexity and human visual characteristics. The bit
allocation process among various views is done by solving
a multi-objective optimization problem. In [16], a rate
control algorithm for MV-HEVC based on scene detection
is proposed. A p-domain rate control model based on
multi-objective optimization that uses the image
similarity is used. This image similarity is suggested to
make a reasonable bit allocation among viewpoints. So,
by switching the video scene, the image similarity is
recalculated. In this paper, the frame layer rate control
considers the layer B-frame and other factors in allocating
the code rate. Then, the basic unit layer rate is done
according to the content complexity of the CTU. In [17],
a three levels quadratic rate-distortion model for
multiview video coding is proposed. A A-domain rate
control algorithm for the scalable extension of HEVC
video codec is presented in [18] that includes temporal,
spatial, and quality scalability. The proposed algorithm
introduces an initial target bits and encoding parameters
determination algorithm for the first frame of each layer.
Then, considering the inter frames, a bit allocation
method is suggested using intra and inter layer
dependencies. In [19] a rate control method is proposed
that takes the human visual system into account to
allocate the bit budget to various vision perceptual
regions. The proposed model in [20] takes the QP values
of B frames into account since some views in the
multiview video are consisted of B frames only. In [21] a
rate-distortion model is introduced that considers the
dependency between frames made by motion
compensation and depth image-based rendering. Finally,
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[22] proposes a method for key frames that encouraged
R-A model using the depth map characteristics.

A novel method for rate assignment of free-viewpoint
video is presented in [23] that uses the distance between
view directions to allocate the appropriate rate for each
view and provide a broader field of view.

In [24] rate control algorithm for MV-HEVC based on
scene detection is presented. The motivation is that the
rate control algorithm for multiview in (MV-HEVC) does
not have the capability of bit allocation efficiently at the
CTU level. So, the video quality varies greatly for
sequences with sudden scene changes or large motions.

As we can see, most of the above mentioned methods
are suggested for multiview video and cannot be
extended to scalable multiview video easily. Also, besides
considering the main features of scalable modality in the
rate allocation process may lead to much better
performance in the compression process. To the best of
our knowledge, none of the presented rate allocation
methods addresses this issue.

Proposed Method

In this section, we introduce our proposed scalable
framework for free viewpoint application. Our proposed
framework has two distinct steps, 1) introducing a new
scalable modality for free viewpoint application and 2)
presenting a rate allocation method to assign reasonable
rate to base and enhancement layers.

A. Introduce A New Scalable Modality for Free Viewpoint
Application

Free viewpoint video often uses in situations that want
to give the viewers the higher coverage of Field of View.
Hence, the number of cameras and the corresponding
setup should provide the most coverage from the scene.
But, it is usually more important to the viewers to see the
most interesting parts of the scene than the events
around the boundaries. For instance, a football game
often relies on the movement of participants within a
specific playing area. Where the interesting events will
take place, are more important to the viewers. Missing
these areas will impose a harmful effect on the user’s
quality of experience [25].

Our proposed scalable modality for free viewpoint
application suggests using this criterion to assign data to
the base and enhancement layers. The most interesting
parts of the scene that are more important to the users
are located in the base and the other parts are located in
one or more enhancement layers. But, the main challenge
is how to extract the interesting parts of the scene.

The proposed ROl selection methods are either
feature-based or object-based. Feature-based methods
find pixels that share significant optical features with the
target and aggregate them to form ROIs [26], [27]. These
methods can capture most of the target pixels based on

the optical feature similarity. However, not all target
pixels have strong optical features, so the detected ROI
usually fails to encompass the entire target. In addition,
feature-based methods cannot distinguish between
targets, which can cause confusion in subsequent stages
of processing.

Object-based methods, on the other hand, detect ROIs
at a higher level than the pixel-by-pixel approach of
feature-based systems using information such as target
shape and structure [28], [29]. Typical approaches include
template matching and matched filters. Although these
methods can assign a single ROl to one target, they are
limited because they require many calculations, have
difficulty detecting multiple target types, and are not
reliable when applied to low-quality images.

According to the above discussion, finding the ROI
using feature-based and object-based methods is
computationally complex. In these approaches, various
parts of the scene should be traversed pixel-by-pixel or
some other information such as shape and structures
should be considered.

The concept of tile in MV-HEVC offers an alternative
partitioning of a picture into rectangular parts that are
encoded and decoded independently of another tile [26]-
[30]. The main goal of using tiles coding is to enable the
use of parallel processing for the encoding and decoding
process [4]. In addition, tile coding facilitates video coding
based on ROL. For instance, the tile containing the ROl can
be extracted quickly and processed more efficiently [30].

We have used this concept in our proposed framework
to introduce a new scalable modality for free viewpoint
video, named “Tile-based Scalability”. In the proposed
scalable modality, in various views, the tiles
corresponding to the ROI will be coded independently as
the base layer and the other tiles of views corresponding
to non-interesting parts are encoded as one or more
enhancement layers. This way, selecting the tiles related
to the region of interest is simple, since it is not required
to detect specific objects or areas. Just finding the
approximate coordinates of the desired area is enough.
So, this method is much less complex than the feature-
based and object-based ROl detection methods. As
discussed, this new scalable modality is precisely matched
to the free viewpoint application and its requirements.

As discussed before, in free view-point application,
numerous numbers of views should be encoded and send
to the viewers that increase the computational
complexity of the encoder side. In addition, MV-HEVC has
developed from previous standards adding some
advanced features to increase compression ratios. This
higher coding efficiency is obtained at the expense of
substantial growth in computational complexity [31].
Besides, the motion compensation and loop filtering
functions are the most complex functions at the decoder
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side [32].

The suggested method to overcome the high
complexity is supporting parallelism at the encoders and
the decoders using tile coding [33]. Motion vector
prediction, intra prediction, entropy coding, and
reconstruction dependencies are not allowed across a tile
boundary [33].

So the tiles can be coded end decoded independently
from each other and the encoder or the decoder can
process a tile in parallel with the other ones.

In tile-based scalability, we generalize this concept to
scalable video coding and the tiles of each layer should be
encoded and decoded independently and without using
the tiles of the other layers. For instance, suppose that
our free viewpoint video has three views, each of them
has three tiles as shown in Fig. 2.

Assume that, considering the region of interest in this
video, we decided to allocate three middle tiles to the
base and the other six tiles to enhancement layers1 and
2, respectively.

Hence, the tiles of the base layer, Tile #12, Tile #22, and
Tile #32 should be coded from each other using inter-view
coding. Tile #11, Tile #21, and Tile #31 form enhancement
layer 1 also can use inter-view prediction for much
efficient compression. The tiles of different layers, for
instance, the Tile #12 from the base layer and Tile #11 of
the enhancement layer 1, cannot use for inter-view
prediction. Coding the tiles of each layer independently
from the other layer can lead to parallel processing of the
tiles of each layer that can improve the computational
complexity of the encoder and decoder side.
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Fig. 2: Tiles allocation to base and enhancement layers in Tile-
based scalability in free viewpoint video.

B. Rate Control Algorithms for Tile-Based Scalability in
Free Viewpoint Application

Efficient rate allocation to the tile-based scalable video
should consist of two steps as shown in Fig. 2. First,
assigning the required bitrate to base and enhancement
layers according to its importance and then, giving
efficient rate to the corresponding tiles of each layer. Our
proposed approach uses the main features of tile-based
scalability to allocate the proper bitrate to various layers
and the corresponding tiles efficiently, as explain in the
following sub-sections.

2. Base layer

T

1. Rate allocation

The minimum
available bandwidth of
the receivers

process for each

layer

The remaining bitrate
will be assign to
enhancement layers

5. The first tile of each

4. Rate allocation layer

to each tiles of the

The QP of this tileis

selected using the A-

domain rate control
algorithm for MV-HEVC

The total bitrate of each
layer divided by number
of tile in that layer

base and
enhancement
layers

6. Extraction the QP
value of the other tiles
of each layer

l 3. Enhancement layer b‘

The inter-view disparity is used to find the
appropriate relationship between the
quantization parameters of various tiles

Fig. 1: The block diagram of the proposed method for rate control algorithms.
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1) Rate Allocation for Each Layer

For the first step, rate assignment is performed
considering the main characteristic of tile-based
scalability and free viewpoint application.

In tile-based scalability, the base layer contains the
minimum number of required tiles according to the
minimum bandwidth of all receivers. Then each specific
receiver can request one or more enhancement layers to
increase the number of received tiles and to cover the
required viewing angle according to its additional
bandwidth. Hence, the total bitrate of the base layer
should be selected according to the minimum available
bandwidth of the receivers. Since, all the receivers should
be able to receive this layer. For instance, when a scene is
being captured by multiple cameras and should be sent to
a mobile phone with limited bandwidth and also a
portable tablet with more resources, then, the total
bitrate of the base layer should be selected according to
the available bandwidth of the mobile phone. Then, the
remaining bitrate will be assigned to enhancement layers.

1) Rate Allocation to Each Tiles of the Base and
Enhancement Layers

In order to find the bitrate of tiles in each layer, we will
use the following steps.

First, an initial bitrate is chosen for the first tile of each
layer. This initial bitrate can be considered as the total
bitrate of each layer divided by the number of tiles in that
layer. Then, the quantization parameter (QP) of this tile is
selected using the A-domain rate control algorithm for
MV-HEVC [34].

In A-domain, the A parameter is defined as the slope of
the R-D curve, which can be expressed as [5]:

— _9D , B
A= 3R = aR (1)
Hence,
R= ()F (2)

where a and B are parameters related to the video
content and using some pre-encoded video, these
parameters values can be extracted via the fitted R —A
curve.

According to (2), the rate-distortion analysis can be
carried out in the A domain and the A can be determined
according to the target bitrate. We have used the initial
bitrate for the first tile to extract the A parameter. Then,
the other coding parameters such as QP can be
determined using the following equation as suggested in

[5].
Qp =cl1 xIn(A) +c2 (3)

where ¢l and c2 are set to 4.2005 and 13.7122,
respectively [34]. The extracted QP value from (3) should
be rounded to the nearest integer value [5].

The benefit of using the A-domain model is that, A is
the slope of the operational convex rate-distortion curve.
So, there is a one-to-one correspondence between rate
value and A. Consequently, the A parameter can be
determined in a specific range according to the target
bitrate, without interference from the rest of the coding
parameters. In addition, adjusting A parameter can be
precise enough since it can take any continuous positive
value. Finally, since A is a parameter that is not needed by
the decoder, it shouldn’t be sent to the receiver side.
Therefore, the higher precision of A will not raise the
bitrate [5].

After specifying the QP value using initial bitrate and
(2) and (3), the QP value of the other tiles of each layer
should be extracted. Since the various tiles of each layer
are captured from a common scene from various
viewpoints, they may be similar to each other. Our
proposed approach uses this similarity in order to select
the QP value of the other tiles of each layer. For this
purpose, we generalize the approach suggested for view
scalability in [35] to tile-based scalability as follows. As we
explained in the features of tile-base scalability, the tiles
inside each layer can be predicted from each other using
inter-view prediction.

Hence, if the disparity between the first and second
tiles of each view, i.e., Tile #12, and Tile #22 in Fig. 2, is
low, the Tile #22 can be predicted better from Tile #21
and consequently can be compressed more efficiently. So
the bitrate of this tile can be much lower without affecting
the overall quality. Hence, the inter-view disparities
among various tiles of each layer have a direct impact on
prediction efficiency and the total rate of tiles inside the
layer.

As such, we generalize the method proposed in [35]
and use the concept of inter-view disparity to find the
appropriate relationship between the quantization
parameters of various tiles using the following equation:

1
inter—view disparity between Tile#0 and Tile#n

(4)

where QPrq is the QP value of the first tile in each layer
that is extracted from the previous step and QPy, is the
QP value of tile #n in that layer.

QPrp = QPpy +

Results and Discussion

In this section, several experiments were performed to
show the efficiency of our proposed scalable framework.
The results show the effectiveness of the proposed tile-
based scalability in terms of computational complexity
and the effectiveness of our method in allocating
reasonable rate to each base and enhancement layer and
their corresponding tiles. Results have been obtained
using the MV-HEVC reference software [36]. Table 1
summarizes the properties of our test sequences [37]-
[39].
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Table 1: Properties of the sequences

Sequence Rgsrcl;?lijrjc?cln Number of Views
Lincoln 2048 x 2048 107
Pantomime 1280 x 960 80
Tower 1280 x 960 80
Vassar 640 x 480 7

For each sequence, we have used three views for our
experiments. Each view is partitioned into two or three
different tiles. Then, we have considered one base layer
and one or two corresponding enhancement layers. Table
2 shows the detail of layers and tiles selection for our test
sequences. For instance, for the Lincoln sequence, we
have used three views for our experiments, view#00,
view#40, and view#60. Each view partitioned to three
different tiles, the left tile, the middle tile, and the right
tile. Then, we have considered one base layer and two
corresponding enhancement layers. The middle tiles are
placed in the base layer, and the other ones are placed in
enhancement layers, respectively.

It should be noted that, we tried to have selected the
views as far away as possible in each video sequence to
cover the wide-ranging field of view at the receiver side.
Then, the base and enhancement layers are selected
based on the ROI parts of the video. The more attractive
parts are considered as the base layer.

For instance, if the important objects of the scene are
located in the right part of the scene, the tiles of this part
are selected as the base layer. Fig. 3 shows the base and
enhancement layers of the Tower sequence for more
clarification. As we can see, the most important part of
the scene is assigned to the base layer and the other parts
are assigned to the enhancement layer.

Table 2: Base and enhancement layers and tiles selection for our
test sequences

Base

Seq. View# Number layer Enh: layer
of layers . tiles
tiles
ViewH00 -\ idle Left tiles
Lincoln 3 View#40 I € . .
. tiles Right tiles
View#60
View#00
. . Left . .
Pantomime 3 View#30 tiles Right tiles
View#50
View#30 Right
Tower 3 View#35 t:lges Left tiles
View#55
View#00 Right
Vassar 3 View#04 t:lges Left tiles
View#07

We also have used the Bjgntegaard-Delta bitrate (BD-
bitrate) and Bjgntegaard-PSNR (BD-PSNR) as the measure
for Rate-Distortion (RD) performance [40]. BD-bitrate
indicates the average difference in bitrate for the same
the quality evaluation in PSNR, and BD-PSNR shows the
average PSNR difference in dB over the whole range of
bitrates.

Fig. 3: The enhancement (left) and base (right) layers of Tower
sequence in Tile-based scalability.

In the reported results, negative BD-bitrate means
bitrate savings, and positive BD-PSNR means the bitrate
increase compared to the anchor case and positive BD-
PSNR means the quality improvement over the anchor
case.

For the anchor case, we have used the “current”
methods that use the A-domain rate control [5] to find the
QP values for all layers and corresponding tiles.

The anchor method extracts the proper QP values of
each tile of base and enhancement layers using A-domain
rate control method as follows. The proper QP value for
each tile should be extracted using (3). Hence, first, the A
parameter for each tile should be exploited using (2) and
the total bitrate of each tile. As discussed before, the total
bitrate of the base layer should be assigned according to
the minimum bandwidth requirements of all receivers.
Since the base layer is the most important part of the
scene, the highest portion of the total bitrate should be
assigned to this layer. Without loss of generality, we
assume that the 2/3 and 1/3 of the total bitrate are
assigned to the base and the enhancement layers,
respectively.

We have considered four initial QP values, 30, 25, 20,
and 15 and encode all of our test sequences using these
QP values. Then, 2/3 and 1/3 of the total extracted bitrate
are assigned to base and enhancement layers, as
suggested.

Since, we have encoded three views of each video
sequence, each base and enhancement layer has three
tiles. So, the bitrate of each tile is the total bitrate of each
layer divided by 3.

In addition, in order to use (2), the a and  parameters
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should be exploited. As we have discussed before, these
parameters are related to the content of the video. We
pre-encoded our test sequences with four different initial
QP values, 30, 25, 20, and 15. Then we have used these
initial QP values and the total extracted bitrate in (2) to
find o and B parameters.

Finally, using the extracted aand 3 parameters and the
bitrate of each tile, the A value of each tile can be
extracted and this A value can be used in (3) to find the
proper QP of each layer.

For our proposed approach, we have used the A-
domain rate control method to find the proper QP value
just for the first tile of each layer. The QP values of the
other tiles are extracted using the concept of inter-view
disparity as explained before. To calculate the inter-view
disparity between two tiles, a step which is needed for QP
value extraction in (4), we have used the full search
approach to estimate disparity between the tiles,
accurately.

Table 3 shows the inter-view disparity values for our
test sequences measured by this method. As mentioned
before, we have considered two enhancement layers for
Lincoln sequence and just one enhancement layer for the
other ones.

Table 3: The inter-view disparity between TileO and the other
tiles of each layer for our test sequences

Seq. Base layer Enh. layerl Enh. Layer2

Lincoln 161 1.022 060 055 055 3.06

Pantomime 18.05 18.10 0.09 0.04

Tower 0.61 522 048 21.29

Vassar 0.26 0.52 1 0.65

We have calculated the QP values of each tile in base
and enhancement layers according to (4) and using the
mentioned inter-view disparity estimation. The
corresponding extracted QP values for the anchor and the
proposed method for initial QP=15 is illustrated in Table
4. As the same way, the QP are exploited for anchor and
proposed method for initial QP, 20, 25 and 30.

At the next step, each tile of the base and
enhancement layers has been coded by the extracted QP
values for the anchor and the proposed method using
MV-HEVC.

Table 5 provides the coding performance analysis of
the proposed approach against the anchor method,
where the negative BD-bitrate means bitrate savings
compared to the anchor method. As we can see, our
method can achieve mush better performance compared
to the anchor method in terms of bitrate saving and
quality.

Table 4: The extracted QP values for anchor and proposed
method for our test sequences for initial QP=15

Seq. Lincoln Pantomime Tower Vassar
QP
Tile 0 14 15 15 15
Base i1 15 15 15 15
Layer
- Tile 2 15 15 15 15
]
F= Tile 0 16 15 15 16
2 Enh
= " Tilel 16 15 15 16
o Llayerl
§ Tile2 16 15 15 16
< Tileo 16
Enh. .
Layer2 Tile 1 16
Tile 2 16
Tile O 14 15 15 15
Base a1 15 15 17 20
Layer
3 Tile 2 15 15 15 17
<
@ Tile 0 16 15 15 16
€  Enh. .
- Tile 1 18 26 17 51
@ Layerl
2 Tile2 18 44 15 18
o
o Tile O 16
Enh.
Tile 1 1
Layer2 ne 8
Tile 2 16

Table 5: Coding performance comparison of the proposed
Method against anchor method

Base + Enh.

Seq. Base |
eq ase layer Layers

Enh. Layers

BD- BD- BD- BD- BD- BD-

rate.  PSNR rate PSNR rate PSNR

Lincoln -0.1 0.1 -0.3 0.1 0.2 -0.1
Pantomime 0 0 -30.2 3.7 -26.4 2.3
Tower -22.7 103 -2.7 0.2 -22.6 1.3
Vassar -1.2 03 -243 1.83 -21.8 13
Avg. -6 03 -144 15 -17.7 1.2

The corresponding RD curves for the total base and
enhancement layers bitrate and PSNR for the Vassar
sequence and for the anchor and the proposed method
are illustrated in Fig. 4 for visual clarification. As seen, the
bitrate is reduced significantly using our proposed
method.

We have compared the results of the proposed
method with papers as follows.

In [1] a regional bit allocation and rate-distortion
optimization method for multiview with depth video
coding is proposed that allocate more bits color texture
area corresponding depth region and fewer bits to the
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color smooth area corresponding depth region. The
results of Table 6 compare the coding performance of our
proposed method and the method proposed in [41] over
the same anchor method where negative BD-bitrate
means bitrate savings with respect to the anchor method.
As we can see, our method can achieve much better
performance compared to the anchor method in terms of
bitrate saving and quality.

Base layer

@=@== Anchor Method
7000

6000
5000
4000
3000
2000
1000

@=@==Proposed Method

Bitrate

43.48 40.79

PSNR

40.77

Enhancement layer

@=@== Anchor Method

4500
4000
3500
3000
2500
2000
1500
1000

500

@=@== Proposed Method

Bitrate

42.57 40.88

PSNR

40.93

Fig. 4: Rate-Distortion curves for base and enhancement layers
for anchor and proposed method of Vassar sequence.

Table 6: The comparison of coding performance of our proposed
method against the method proposed in [41]

Our proposed Method The method proposed

in [41]
BD-rate BD-PSNR  BD-rate  BD-PSNR
Tower -22.58% 135dB  -19.78%  0.82dB
Pantomime -26.40%  2.29dB  -21.98% 0.19dB

In [42] a bit allocation optimization method for
Multiview Video Coding (MVC) based on stereoscopic
visual attention that exploits the visual redundancies
from human perceptions. The results of Table 7 compare
the coding performance of our proposed method and the
method proposed in [2] over the same anchor method
where negative BD-bitrate means bitrate savings and

negative BD-PSNR shows the performance degradation
with respect to the anchor method. The results show that
our method can achieve much better performance
compared to the anchor method in terms of bitrate saving
and quality.

Table 7: The comparison of coding performance of our proposed
method against the method proposed in [42]

Th h
Our proposed Method e method proposed

in [42]
BD-rate BD-PSNR  BD-rate BD-PSNR
Tower -8.58% -0.40dB  -19.78% 0.82dB
Pantomime -8.19%  -0.14dB  -21.98% 0.19dB

The main advantage of our proposed scalable modality
over the previous ones is the low computational
complexity of our method. In tile-based scalability, the
tiles of base and enhancement layers can be coded
independently from each other in parallel. It can improve
the total computational time of our method over the
previous scalable modalities such as view scalability [35].

We have implemented view scalability for our test
sequences and coded the data of base end enhancement
layers in both tile-based scalability and view scalability.
Table 8 shows the processing time of our proposed
algorithm compared to the method proposed in [35]
which uses view scalability that cannot benefit from
parallel processing. Both methods are run on an Intel i7-
4790 CPU @ 3.6 GHz. As we can see, the processing time
of our proposed that can uses parallel processing is much
better.

Table 8: Comparison between the computational complexity of
tile-based scalability and view scalability [35]

Processing time of Processing time

Sequences tile-base scalability of view scalability
(sec) (sec)
Lincoln 3240.267 6007
Pantomime 156.6 256.99
Tower 199.93 242.14
Vassar 50.3 103
Average 911.77 1652.28
Conclusion

In this paper, we presented a novel scalable framework
for free-viewpoint video application. This framework
proposes new tile-based scalability to assign proper
regions to base and enhancement layers according to the
features of free viewpoint scalability.

Then, a rate control approach is proposed to assign an
appropriate bitrate to base and enhancement layers.
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Besides, using tile coding may lead to reduce
computational complexity. Experimental results showed
that the proposed method could achieve a good coding
efficiency over the anchor method that used the A-
domain rate control method with much less
computational complexity.
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