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Background and Objectives: Person re-identification is an important application 
in computer vision, enabling the recognition of individuals across non-overlapping 
camera views. However, the large number of pedestrians with varying 
appearances, poses, and environmental conditions makes this task particularly 
challenging. To address these challenges, various learning approaches have been 
employed. Achieving a balance between speed and accuracy is a key focus of this 
research. Recently introduced transformer-based models have made significant 
strides in machine vision, though they have limitations in terms of time and input 
data. This research aims to balance these models by reducing the input 
information, focusing attention solely on features extracted from a convolutional 
neural network model.                                                        
Methods: This research integrates convolutional neural network (CNN) and 
Transformer architectures. A CNN extracts important features of a person in an 
image, and these features are then processed by the attention mechanism in a 
Transformer model. The primary objective of this work is to enhance 
computational speed and accuracy in Transformer architectures.                   
Results: The results obtained demonstrate an improvement in the performance of 
the architectures under consistent conditions. In summary, for the Market-1501 
dataset, the mAP metric increased from approximately 30% in the downsized 
Transformer model to around 74% after applying the desired modifications. 
Similarly, the Rank-1 metric improved from 48% to approximately 89%. 
Conclusion: Indeed, although it still has limitations compared to larger 
Transformer models, the downsized Transformer architecture has proven to be 
much more computationally efficient. Applying similar modifications to larger 
models could also yield positive effects. Balancing computational costs while 
improving detection accuracy remains a relative goal, dependent on specific 
domains and priorities. Choosing the appropriate method may emphasize one 
aspect over another. 
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Introduction 

Recent advancements in deep learning techniques, 

coupled with increased computational power, have 

significantly improve the challenges associated with 

object identification and recognition in images. Object 

and person detection remain critical issues within the 

field of computer vision. 

While object recognition is intuitive for humans (even 

a few-month-old child can recognize common objects), 

teaching computers to achieve the same level of 

proficiency has been a formidable challenge until the past 

decade [1]. The resurgence of Convolutional Neural 

Networks (CNNs) and deep learning for image 

classification has revolutionized visual perception. The 
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adoption of CNNs in the large-scale ImageNet Visual 

Recognition Challenge (ILSVRC) in 2012 by AlexNet [2] 

inspired further research on its applications in computer 

vision. Today, object detection finds applications in self-

driving cars, identity verification, security, and medical 

contexts. In recent years, exponential growth in this field 

has occurred due to rapid advancements in tools and 

techniques. 

 

 
 

Fig.  1: Sample images of datasets used 
(a) Market-1501 dataset (b) DukeMTMC dataset (c) 

MSMT17 dataset. 

 

As the subsequent challenge following general object 

and person detection in a scene, the problem of person 

re-identification (ReID) emerges. Due to its diverse 

applications across various domains, ReID has garnered 

significant attention. It serves as a fundamental and 

essential function in intelligent surveillance systems. The 

task of connecting individuals across different cameras in 

various locations and time frames is crucial for network-

based surveillance systems. ReID is recognized as the 

problem of identifying individuals and forms the basis for 

many other important applications [3]. 

Current research efforts to address the ReID challenge 

primarily focus on two aspects: feature learning and 

metric learning. 

Feature Learning: Developing feature representations 

that remain discriminative for identity while being 

invariant to viewpoint and lighting conditions [4]. 

Metric Learning: Optimizing the discriminative 

parameters of a ReID model using machine learning 

techniques [5]. 

In some real-world situations or images with certain 

limitations, the human eye may not be able to identify 

and distinguish the subject. In such cases, it is possible to 

proceed by relying on some minor features or states. In 

these instances, there is no need to focus on the entire 

image; rather, relying on specific features can be effective 

in achieving the desired goal more quickly and reliably. 

In this work, the goal is to utilize Transformer models. 

These models have demonstrated significant results 

across various domains. However, they require large 

amounts of input data and powerful hardware for 

training. To address these challenges, we employ a 

convolutional neural network (CNN) as a feature 

extractor, using pre-trained models. Subsequently, the 

extracted features are fed into a smaller Transformer 

model, enabling attention at the feature level. This 

approach allows us to increase the input data to the 

Transformer model and reduce the data volume by 

leveraging features extracted from an image. Therefore, 

the combination of CNNs and Transformer-based models 

forms the foundation of our research in computer vision. 

Related Works 

Research in this field primarily focuses on person re-

identification and object recognition, with most methods 

based on Convolutional Neural Networks (CNNs). A 

desirable and suitable approach for person re-

identification involves designing an appropriate loss 

function for training a backbone CNN (such as ResNet [6]) 

used for feature extraction from images. Cross-entropy 

loss [7] and triplet loss [8] are commonly employed in 

person re-identification. 

The IDE model specified in [9] is a global descriptor. For 

example in [10], the IDE network fine-tuned on the R-CNN 

model [11] is proved to be more effective than the one 

fine-tuned directly on an ImageNet pre-trained model. In 

many cases the IDE model is a commonly used baseline in 

deep re-ID systems. 

Researchers like Luo et al. [12] proposed BNNeck to 

better combine cross-entropy and triplet loss functions. 

The main focus of the study by Sun et al. [13] was to 

obtain superior features using a Part-based Convolutional 

Neural Network (PCB). In this approach, a convolutional 

descriptor of the input image captures features related to 

different parts of the image. An improved method for part 

extraction (RPP) is introduced [14]. Additionally, another 

work presents an integrated perspective on cross-entropy 

and triplet loss functions [15]. 

Methods such as PCB [13], MGN [16], AlignedReID 

[17], SAN [18], and others divide the image into multiple 

parts and extract local features for each part. These fine-

grained features are then used for information 

aggregation. 

The Transformer model [19], originally proposed for 

sequential data in natural language processing (NLP), has 
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also shown effectiveness in computer vision tasks. Han et 

al. [20] and Salman et al. [21] have explored the 

application of Transformers in computer vision. The 

Vision Transformer (ViT) [22] directly utilizes pure 

Transformers on image patches. However, ViT requires 

large-scale pre-training data. To address this limitation, 

the DeiT framework introduces a teacher-student 

strategy specifically for Transformers to accelerate ViT 

training without the need for large-scale pre-training data 

[23]. 

He et al. [24] proposed a pure transformer-based 

framework for person ReID named TransReID. 

Specifically, they first encode an image as a sequence of 

patches and build a transformer-based strong baseline 

with a few critical improvements, which achieves 

competitive results on several ReID benchmarks with 

CNN-based methods. 

Methods 

Feature extraction and attention to the extracted 

features are fundamental to this research. To evaluate 

the implemented models, we must first examine the 

commonly used datasets in this field. Research in deep 

learning technology heavily relies on substantial amounts 

of data for model training. Subsequently, we will 

investigate the prevalent backbone architectures. 

 Datasets 

To develop robust person re-identification models, it is 

essential to have datasets with diverse backgrounds, 

occlusions, and overlapping bodies [25]. While numerous 

datasets are available for research, some, such as VIPeR 

[26], GRID [27], and CUHK01 [28], are limited by the 

number of individuals and the small number of images per 

person. These datasets often rely on manual labeling 

methods for person identification. With the advancement 

of deep learning, smaller datasets are no longer sufficient 

for training needs. Consequently, large-scale datasets 

such as CUHK03 [29], Market1501 [30], DukeMTMC [31], 

and MSMT17 [32] have been proposed and accepted. 

The Market-1501 dataset is one of the most well-

known datasets for person detection and identification in 

images. It comprises 1501 different individuals captured 

in an outdoor environment, with approximately 32,217 

images collected from 6 surveillance cameras equipped 

with various sensors. Each individual has around 6 to 20 

full-body images. The dataset is divided into training and 

evaluation (query and gallery) sets. The training set 

includes images of the first 751 individuals, with 

approximately 12 images per person. The test set 

contains another 750 individuals, each having only one 

query image and around 4 to 18 gallery images. 

The MSMT17 dataset consists of images from a 15-

camera network deployed on a university campus. The 

camera network includes 12 outdoor cameras and 3 

indoor cameras. Video collection was conducted over 

four days with varying weather conditions. For each day, 

3 hours of footage were captured, focusing on pedestrian 

detection and annotation during morning, noon, and 

afternoon. The final raw video dataset comprises 180 

hours of footage, 12 outdoor cameras, 3 indoor cameras, 

and 12 temporal gaps. Faster RCNN [33] was used for 

pedestrian bounding box detection, resulting in 126,441 

annotated bounding boxes from 4,101 identities. Sample 

images from all three datasets are shown in Fig. 1. 

The DukeMTMC dataset consists of over 2 million 

frames and more than 2,700 individuals. It includes eight 

videos, each lasting 85 minutes, recorded at 1080p quality 

with a frame rate of 60 frames per second. The videos 

were captured by eight fixed cameras placed around the 

Duke University campus during periods of heavy 

pedestrian foot traffic. Calibration data was used to 

determine homography between images and ground 

level. 

Table 1: Specifications of the datasets used provides 

information about the datasets used, including the 

number of training images, the count of individuals in the 

training set, and the number of evaluation images, which 

includes query and gallery images. 
 

Table 1: Specifications of the datasets used 
 

Dataset Train 
image 

Quary 
image 

Gallery 
image 

Num 
train 

ID 

Num 
Cam 

Market-
1501 

12936 3368 15913 751 6 

DukeMTMC 16522 2228 17661 702 8 

MSMT17 32621 11659 82161 1041 15 

 

Backbone Networks 

Backbone networks function as initial feature 

extractors for object recognition and person re-

identification tasks. These networks process images as 

input and generate corresponding feature maps as 

output. Most of these architectures, originally designed 

for object detection, typically exclude fully connected 

layers. Additionally, advanced versions of classification 

networks are available. 

Considering the diverse requirements for accuracy and 

efficiency, individuals can opt for deeper and more 

compact architectures such as ResNet [34], ResNeXt [35], 

or lightweight networks like MobileNet [36], ShuffleNet 

[37], SqueezeNet [38], Xception [39], MobileNetV2 [40],  

and MobileNetV3 [41]. When targeting mobile devices, 

lightweight networks effectively meet the necessary 

criteria. 

MobileNetV1 [36] introduced depthwise separable 

convolutions as an efficient replacement for traditional 
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convolution layers.Depthwise separable convolutions are 

defined by two separate layers: light weight depthwise 

convolution for spatial filtering and heavier 1x1 pointwise 

convolutions for feature generation. This method 

effectively factorize traditional convolution by separating 

spatial filtering from the feature generation mechanism.  

MobileNetV2 [40] introduced the linear bottleneck 

and inverted residual structure in order to make even 

more efficient layer structures by leveraging the low rank 

nature of the problem. MobileNetV3 [41] use a 

combination of these layers as building blocks in order to 

build the most effective models. Layers are also upgraded 

with modified swish nonlinearities. Both squeeze and 

excitation as well as the swish nonlinearity use the 

sigmoid which can be inefficient to compute as well 

challenging to maintain accuracy in fixed point arithmetic 

so it is replaced by the hard sigmoid. 

The nonlinearity is defined as 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: illustrates the output heatmap of the backbone 

network, serving as an example of feature extraction in 

the backbone architecture. 

 

 
 

Fig.  3: MobileNetV3 extracted heatmap from the Market-1501 
dataset. 

       (1)   𝑠𝑤𝑖𝑠ℎ 𝑥 = 𝑥 . 𝜎(𝑥) 

A nonlinearity called swish was introduced that when 

used as a drop-in replacement for ReLU, that significantly 

improves the accuracy of neural networks [42]-[44]. 

 

In MobileNetV3 the sigmoid function has been 

replaced with its piece-wise linear hard analog. The 

difference is in use ReLU6 rather than a custom clipping 

constant. Similarly, the hard version of swish becomes 

        (2) ℎ − 𝑠𝑤𝑖𝑠ℎ [𝑥] = 𝑥 
𝑅𝑒𝐿𝑈6(𝑥 + 3)

6
 

MobileNetV3 is defined as two models: MobileNetV3- 

Large and MobileNetV3-Small. These models are targeted 

at high and low resource use cases respectively. In this 

work, according to Fig. 2, in backbone section we use both 

MobileNetV3 versions for feature extraction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Proposed Methode  

In this section, the focus is on exploring efforts in 

person re-identification (ReID) using transformer-based 

methods. One of the challenges faced by this approach is 

its high computational cost. Therefore, achieving a 

balance between computational overhead and task 

accuracy is the primary goal. In transformer-based 

architectures, input images are divided into smaller 

patches, each treated as a patch and fed into the main 

network. For instance, in person re-identification, if we 

consider an input image with dimensions of 128x384 and 

a patch extraction window of 16x16, a total of 8x24 

patches will be separated for input to the main network. 

Subsequently, 192 patches are formed, each with 

dimensions of 3x16x16, resulting in an array of 768x192. 

The objective in this approach is to reduce the input 

information to the main network. Many details within an 

image, such as backgrounds, do not require attention 

mechanisms and are essentially unused information. 

Since networks like ViT attend to all input information, 

this increases computational costs. Pure transformer-

based models (e.g. ViT, DeiT) split the images into non-

overlapping patches, losing local neighboring structures 

Fig.  2:  Attention to the features extracted from the image in the proposed method. 
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around the patches. 

In this job, the extracted features are used instead of 

the non-Overlapping patches [24]. As depicted in Fig. 2, 

the input image is first fed into a column-based network. 

Depending on the functionality and complexity, various 

architectures can be used. For the initial step and for 

speed enhancement, a downsized MobileNetV3 model is 

employed. The output of this model, after the main 

layers, is a tensor of size 4x12x576. Thus, ultimately, an 

array of 48x576 is transferred to the main Transformer 

network. 

In the self-attention layer, the input vector is first 

transformed into three different vectors: the query vector 

q, the key vector k. Vectors derived from different inputs 

are then packed together into three different matrices, 

namely, Q, K and V [20].  

Subsequently, the attention function between 

different input vectors is computed by calculating scores 

between them using the formula 𝑆𝑛 = 𝑄. 𝐾𝑇. These 

scores are then normalized to ensure gradient stability. 

Finally, the softmax function is applied to translate the 

scores into probabilities, resulting in the weighted value 

matrix.  

 

 

 

 

 

 

 

 

 

 

 

 

 

After implementing the specified modifications, the 

experimental results are summarized in Table 2, reporting 

the findings related to the Market-1501, DukeMTMC, and 

MSMT17 datasets. The IDE and PCB-U methods are based 

on convolutional neural networks. The ViT method is a 

transformer architecture previously explained, with a 

patch size and a stride of 16. It has an embedding 

dimension of 768, a depth and number of heads of 12, and 

four MLP layers. The reported values for these methods 

are from reference articles. However, the ViT-Small and 

DiT-Small methods are smaller transformer models. ViT-

Small has an embedding dimension of 768, a depth and 

number of heads of 8, and three MLP layers. DiT-Small has 

an embedding dimension of 384, a depth of 12, and a 

number of heads of 8, with four MLP layers. Additionally, 

the proposed M-ViT-S model uses a reduced 

MobileNetV3, and the M-ViT-L model uses a larger 

version of MobileNetV3 for feature extraction before the 

reduced transformer model. 

The process can be unified into a single function: 

       (3)    𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 ( 
𝑄. 𝐾𝑇

√𝑑𝑘

) . 𝑉 

Multi-head attention is a mechanism that used to 

boost the performance of the self-attention layer. 

There is a residual connection to each sub -layer in the 

encoder and decoded. A layer-normalization [45] is 

followed after the residual connection. The output of 

these operations can be described as: 

      (4)  𝑁𝑜𝑟𝑚𝐿𝑎𝑦𝑒𝑟(𝑋 + 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑋)) 

Here, X is used as the input of Multi Head Attention layer 

[20]. The output is passed through several MLP layers to 

get the final answer in the form of a feature vector. 

During training, cross-entropy loss and the Adam 

optimizer are used. The execution time for each batch is 

also reported in the table. For comparison, Fig. 4 presents 

the visual output. A single query image is selected from 

the query set, and other images from the same class or 

similar images are chosen. Finally, it is determined which 

image belongs to the original image class. This distinction 

is indicated by green and red colors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The training process included a batch size of 32, and all 

four mentioned methods were trained under the same 

conditions for 100 epochs. Results for other methods are 

also reported, but these models were not trained under 

the previous fixed conditions, and their results are 

reported. 

The reported values for the IDE, PCB-U, and ViT 

methods are sourced from relevant references in the 

table. However, other methods have also been evaluated 

under identical conditions. Notably, execution time for 

each image category is a critical consideration, 

particularly for real-time system performance in 

hardware-constrained environments. Among the 

methods, ViT-Small and DiT-Small exhibit the shortest 

execution time. However, their mAP and subsequent 

Rank-1 performance significantly decrease. In contrast, 

CNN-based methods experience increased execution time 

due to their more complex backbone architectures. The 

ViT method maintains good accuracy but at the cost of 

Fig. 4: The example of the final output of the architecture that receives an image from the query set and confirms the match of 
the person from the set of similar people in the gallery set. 
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longer execution time. Remarkably, the M-ViT-Small and 

M-ViT-Large approaches achieve accuracy comparable to 

CNN networks while reducing computation time. 
 

Table 2: Comparison of methods for market1501 and cuhk03 

datasets 
 

Methods Dataset mAP Rank-1 
Time Pre 

Batch 

IDE [9] Market-1501 68.5 85.3 - 

 DukeMTMC 52.8 72.4  

 MSMT17 - -  

PCB-U [14] Market-1501 77.4 92.3 0.420 

 DukeMTMC 68.8 82.6  

 MSMT17 - -  

ViT [24] Market-1501 89.5 95.2 0.434 

 DukeMTMC 82.6 90.7  

 MSMT17 69.4 86.2  

ViT-Small Market-1501 25.6 42.2 0.218 

 DukeMTMC 21.4 30.9  

 MSMT17 17.3 24.8  

DiT-Small Market-1501 30.1 48.6 0.180 

 DukeMTMC 22.5 32.5  

 MSMT17 18.6 26.2  

M-ViT-
Small 

Market-1501 72.1 88.0 0.234 

 DukeMTMC 61.2 78.7  

 MSMT17 56.6 72.1  

M-ViT-
Large 

Market-1501 74.5 89.3 0.331 

 DukeMTMC 64.0 79.9  

 MSMT17 58.1 74.7  

 

 
Fig.  5:   mAP diagram of evaluation data. 

Fig. 5: and Fig. 6: illustrates the network training 

process, showing the mAP and Rank-1 evaluation data for 

each stage. 

 

Fig.  6:   Rank1 diagram of evaluation data. 

Conclusion 

The problem of person re-identification presents a 

multifaceted challenge with practical applications in our 

daily lives. Striking a balance between speed and accuracy 

is crucial when implementing a specific model for this 

purpose. The domain should be flexible enough to allow 

for the use of different methods based on specific needs. 

Among other concerns in this field, data limitations 

pose significant challenges compared to other computer 

vision domains. Given the importance of input data in 

deep learning, tasks such as classification and 

identification involve extensive datasets. However, the 

person re-identification (ReID) problem is relatively 

limited in terms of available data. Another significant 

challenge is data quality. Since these data are often 

collected by cameras that lack optimal quality, methods 

capable of establishing meaningful connections between 

image components are of special importance. 

By modifying existing models and leveraging essential 

features of each approach, the results indicate improved 

accuracy when using transformer models. Processing 

speed remains relatively unchanged due to the reduction 

in input information. The proposed method serves as an 

initial step in combining convolutional neural network 

(CNN) models with transformers, enhancing 

computational efficiency. Subsequent steps will focus on 

further improving models to achieve optimal results. 

The adoption of newer transformer models with better 

computational speed, alongside more precise feature 

extraction, paves the way for future advancements. Data 

augmentation and related techniques can also contribute 

to enhancing performance in upcoming research areas. 

Furthermore, changes in models and the use of 

techniques to achieve faster and more appropriate 

responses are among important aspects to consider. 

Given the hardware limitations in real-time applications, 

reaching an optimally accurate model is crucial. This can 
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be achieved by reducing computational complexity in 

architectures, provided it does not compromise accuracy. 

Additionally, considering that in larger datasets similar to 

MSMT17, the accuracy of all models is lower, one could 

argue the possibility of overfitting in the models. Models 

may perform well only on a specific dataset and not 

exhibit suitable performance elsewhere. Given the 

limited dataset availability, this approach can be used for 

evaluating models in other computer vision applications, 

such as semantic segmentation, identification, and more, 

to ensure the introduced model has more precise and 

efficient performance. 

In summary, this work aims to establish an interactive 

relationship between hardware constraints and sufficient 

accuracy. While many existing methods may achieve 

higher accuracy, the trade-off with increased 

computational demands is inevitable. This study seeks to 

explore specific adjustments and implementations to 

improve results while considering this balance between 

accuracy and computational cost. 
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Background and Objectives: This research addresses the performance drop of 
edge users in downlink non-orthogonal multiple access (NOMA) systems. The 
challenging issue is paring the users, which becomes more critical in the case of 
edge users due to poor signal quality as well as the similarity of users' channel 
gains. 
Methods: To study this issue, the capabilities of intelligent reflecting surface (IRS) 
technology are investigated to enhance system performance by modifying the 
propagation environment through intelligent adjusting of the IRS components. In 
doing so, an optimization problem is formulated to determine the optimal user 
powers and phase shifts of IRS elements. The objective is to maximize the system 
sum rate by considering the channel gain difference constraint. Additionally, the 
study addresses the effect of the IRS location in the cell on system performance. 
Results: The proposed approach is evaluated for various scenarios and compared 
with benchmarks in terms of average bit error rate (BER) and sum rate. The 
numerical results show that IRS-assisted NOMA improves the performance of edge 
users and distributes resources more fairly than conventional NOMA. 
Conclusion: Simulation results demonstrate that using IRS-assisted NOMA can 
effectively address the issue of edge users. By modifying the channel between the 
BS and the edge users using IRS, the channel gain difference of the users is 
increased, thereby enhancing the overall system performance. Particularly, the 
proposed IRS-NOMA system offers a gain of about 4 dB at a BER of 10−2 and 3 dB 
at the sum rate of 10−1 bps/Hz compared to conventional NOMA. In addition, it 
was observed that the location of the IRS in the cell affects the system's 
performance. 
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Introduction 

As a promising technology for 5G networks, non-

orthogonal multiple access (NOMA) enables different 

users to multiplex signals on a shared channel within a 

particular domain [1]-[3]. In power-domain downlink 

NOMA, the base station (BS) performs superposition 

coding (SC) by allocating more power to the far (weak) 

user and less power to the near (strong) user.  

 

Signal detection is then carried out on the user 

equipment (UE). In this process, the far user considers the 

signal of the near user as interference plus noise, while 

the near user uses successive interference cancellation 

(SIC) to decode its signal. The NOMA results in higher 

spectral efficiency, reduced latency, improved user 

fairness, and enhanced connectivity compared to the 

orthogonal multiple access (OMA) scheme [4], [5]. In the 

http://jecei.sru.ac.ir/
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NOMA system, user pairing is based on the difference 

between the users' channel gains.  The system 

performance is improved when there is a significant 

difference between the channel gains of paired users. 

Hence, it is preferred to pair the near users with far 

users [6]. A challenging issue is associated with the paring 

of the middle users which causes a degradation in the 

performance of the NOMA system [7], [8].  

The importance of this issue is heightened for edge 

users for two main reasons. The first reason is poor signal 

quality and high attenuation due to the long distance 

from the BS, and the second one is related to low 

performance due to the similarity of users' channel 

conditions. The approach presented in this work centers 

on leveraging an emerging technology for 6G known as 

intelligent reflecting surface (IRS) to overcome the 

challenge. IRS is a surface of numerous reflecting 

components that can be fine-tuned to steer 

electromagnetic waves in specific directions. This 

capability leads to improved coverage, higher data rates, 

and superior energy efficiency. As an enabler of the 6G 

wireless communication system, the seamless integration 

of IRS with other emerging technologies yields a more 

efficient, secure, and intelligent wireless 

network [9], [10]. In this way, IRS-NOMA is used in the 

present study to leverage the capabilities of IRS and 

NOMA simultaneously. In this study, we are using IRS-

NOMA to take advantage of the capabilities of IRS and 

NOMA simultaneously. The IRS-NOMA is expected to play 

an essential role in developing future wireless 

communication systems by improving spectral efficiency, 

enabling more connected devices, and reducing energy 

consumption [11]-[14]. 

Numerous research works have been conducted on 

the benefits of IRS in conjunction with NOMA, indicating 

an increasing focus on IRS-NOMA applications in wireless 

communication. Paper [15] introduces the phase shift 

estimation in IRS-assisted systems under correlated 

Rayleigh fading. The study covers two scenarios including 

fully-active-IRS and hybrid-IRS, considering the number of 

active IRS elements. The paper presents the derivation of 

the maximum likelihood estimator for the channel phases 

of IRS elements based on the observations of active IRS 

elements. In [16], a low-complexity resource allocation 

method is introduced to maximize sum throughput by 

jointly optimizing phase shifts and time allocation. It first 

derives the problem with phase shifts as variables, and 

then deduces the optimization problem for the downlink 

wireless energy transmission process. 

Authors in [17] examine the tradeoff between spectral 

efficiency (SE) and energy efficiency (EE) in the IRS-

assisted MISO cognitive radio networks (CRN)-NOMA 

system. It is conducted by formulating a multi-objective 

optimization problem under perfect and imperfect 

channel state information (CSI) scenarios. An iterative 

block coordinate descent (BCD) algorithm is utilized to 

optimize the beamforming design and IRS phase shifts. 

The paper [18] focuses on the IRS-assisted multi-carrier 

(MC)-NOMA system to accommodate users in each 

channel and allocate the available IRS units to the 

respective channels. The work formulates a power 

minimization problem to minimize the overall transmit 

power while meeting the quality of service (QoS) 

requirements. 

The IRS-NOMA network performance with two users at 

the border is examined in [19]. An analysis of the channel 

statistics of the BS-IRS-UE with Nakagami-m fading 

distribution is conducted and the closed-form expressions 

for the ergodic rate, outage probability, and approximate 

ratio of UEs' ergodic rate to the SINR are derived for both 

low and high values. Letter [20] presents an optimization 

algorithm in downlink IRS-assisted NOMA systems to 

design active and passive beamforming for the BS and IRS. 

The goal is to solve the interference issue among users 

and decrease power consumption, considering the user's 

QoS. The subproblems of power minimization and phase 

shift feasibility are defined and solved iteratively using 

alternating optimization. 

The work [21] derives analytical expressions to 

evaluate the Ergodic capacity of the IRS-NOMA over the 

Nakagami-m faded channel by considering inter-cell 

interference, imperfect-CSI, and SIC. Paper [22] addresses 

the issue of energy efficiency optimization in IRS-assisted 

NOMA systems by handling passive beamforming, user 

clustering, and power allocation problems. The passive 

beamforming is tackled using the univariate search 

technique, the user clustering is addressed using a 

matching algorithm, and the power allocation is 

optimized using the difference of convex (DC) 

programming. 

Most of the mentioned works focus on investigating 

the efficiency of IRS-NOMA with far and near users. The 

focus of this study is on edge users with close channel 

conditions. The study explores leveraging IRS capabilities 

to modify the transmission environment and improve 

system performance. In this regard, an optimization 

problem is presented to intelligently adjust the IRS 

elements' phase shifts considering the channel gain 

difference constraint. The system performance is 

evaluated under different channel conditions in terms of 

sum rate and average bit error rate (BER). The main 

contributions of the work are described as follows:  

 To improve the performance of edge users in NOMA 

systems, IRS technology is used to modify the 

propagation environment by adjusting the reflection 

elements, thereby enhancing overall system 

performance. 

 With considering the user channel gain conditions, a 
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new approach has been introduced to intelligently 

control IRS and allocate the power resources to edge 

users. 

 An optimization problem is formulated to determine 

the optimal phase shifts of IRS elements and NOMA 

user powers with the aim of maximizing the system 

sum rate.  

 The effect of the IRS location in the cell on system 

performance has been studied through simulation, 

taking into account the IRS distance from the BS and 

edge users.  

 The performance of the IRS-assisted NOMA 

approach is examined in various scenarios, 

considering BER and sum rate as evaluation metrics. 

The rest of this paper is organized as follows. Section 2 

introduces the concept of the IRS-NOMA system. Section 

3 presents the proposed approach for IRS control and 

formulates the IRS-NOMA optimization problem. Section 

4 includes the simulation system setup and evaluate the 

proposed approach through extensive simulation tests. 

Finally, Section 5 presents the conclusion. 

Notations: in respective order, non-boldface, boldfaced 

lowercase, and boldfaced uppercase letters represent the 

scalar, vector, and matrix.  

IRS-assisted NOMA Communication System 

The IRS-NOMA scheme combines IRS technology with 

NOMA to enhance wireless communication. The IRS 

involves deploying a planar array of passive reflecting 

elements to improve wireless communication systems' 

performance. It manipulates the reflection and scattering 

of radio signals, altering the signal's phase and controlling 

the propagation of electromagnetic waves. By placing the 

IRS between the transmitter and receiver, it can 

manipulate the signal to interfere with the direct signal 

constructively, resulting in a stronger and more reliable 

signal at the receiver. Additionally, the IRS can help 

mitigate fading effects and multipath propagation, which 

causes signal degradation in wireless communication 

systems [23]. On the other hand, NOMA is a type of 

multiple-access technique used in wireless 

communication systems, allowing multiple users to share 

the same radio frequency resources. Unlike traditional 

OMA techniques where users are assigned separate 

channels to avoid interference, NOMA assigns users the 

same frequency band and time slot but with different 

power and code assignments. NOMA utilizes 

superposition coding to encode multiple signals onto the 

same frequency band and time slot, thereby increasing 

spectral efficiency. At the receiver, the SIC technique 

separates individual signals from each user. This involves 

decoding the strongest signal first and subtracting it from 

the total received signal to cancel out interference. The 

process is repeated for each signal until all interference is 

removed and the original signals can be accurately 

decoded [24]. 

The IRS-NOMA offers significant benefits such as 

improved spectral efficiency, reduced interference, lower 

power consumption, reduced costs, and greater flexibility 

for wireless communication [25]. In IRS-NOMA, an IRS is 

positioned between the transmitter and the receiver to 

reflect the wireless signal, enhancing signal power for a 

specific user in the NOMA group. This enables the 

receiver to separate signals from different users more 

efficiently, resulting in higher data rates and better QoS. 

Additionally, IRS-NOMA allows for flexible resource 

allocation, which can be adjusted to meet the varying QoS 

requirements of different users [26].  

Fig. 1 illustrates the schematic of the IRS-NOMA 

system with two users. In this setup, a base station (BS) 

communicates with the users through an IRS with 

reflecting elements. The signal model involves the signal 

sent to the IRS by the BS, which is then reflected in a 

controlled manner. The reflected signal is received by the 

user and combined with the line of sight (LOS) signal to 

generate a stronger and more reliable signal [27]. The 

signal model considers the phase, which can be adjusted 

by controlling the position and orientation of the 

reflecting elements in the IRS. By optimizing the reflection 

of the signal, it is possible to constructively interfere with 

the direct signal, leading to an enhanced signal for the 

user. 

 
Fig. 1: IRS-NOMA system. 

We consider an IRS-NOMA system consisting of a BS, 

an IRS, and the number of 𝐾 users. It is assumed that the 

BS and users are equipped with one antenna for sending 

and receiving signals. The signal received by the 𝑘-th user 

could be expressed as follows [18]: 

(1) 𝑦𝑘 = ℎ̃𝑘𝑠 + 𝑛 = ℎ̃𝑘 ∑ √𝑝𝑘

𝐾

𝑘=1

𝑥𝑘 + 𝑛 

in which ℎ̃𝑘 is the effective channel between BS and 𝑘-th 

user [18]: 

(2) ℎ̃𝑘 = ℎ𝐵𝑆→𝑈𝐸𝑘 + 𝒉𝐼𝑅𝑆→𝑈𝐸𝑘
𝑇

𝚯𝒉𝐵𝑆→𝐼𝑅𝑆  



F. Rahdari et al. 

278  J. Electr. Comput. Eng. Innovations, 13(2): 275-282, 2025 

where ℎ𝐵𝑆→𝑈𝐸𝑘  represents the scalar quantity that 

models the channel between BS and 𝑘-th user. The 𝑁 × 1 

vector 𝒉𝐼𝑅𝑆→𝑈𝐸𝑘 = [ℎ(1)𝐼𝑅𝑆→𝑈𝐸𝑘 … ℎ(𝑁)𝐼𝑅𝑆→𝑈𝐸𝑘]𝑇model 

the channel between the IRS and 𝑘-th user, and 𝑁 × 1 

vector 𝒉𝐵𝑆→𝐼𝑅𝑆 = [ℎ(1)𝐵𝑆→𝐼𝑅𝑆 … ℎ(𝑁)𝐵𝑆→𝐼𝑅𝑆]𝑇 denotes 

the channel between BS and IRS. The  [. ]𝑇 operation 

represents the transpose of the vector. All ℎ𝐵𝑆→𝑈𝐸𝑘 , 

ℎ(𝑖)𝐼𝑅𝑆→𝑈𝐸𝑘  and ℎ(𝑖)𝐵𝑆→𝐼𝑅𝑆 are defined as 𝐶𝑁(0,1)/

√1 +  𝑑𝛼 [28], where 𝐶𝑁(0,1) stands for a zero mean, 

complex normal random of variance 1 which models the 

small scale fading. Also,  𝑑 and 𝛼 represent the distance 

between the transmitter to the receiver terminals of the 

relevant link and the path loss factor, respectively. In 

addition, 𝚯 = 𝑑𝑖𝑎𝑔[𝑒𝑗𝜃1 ⋯ 𝑒𝑗𝜃𝑁] stands for an 𝑁 ×

𝑁 diagonal matrix that models the IRS consisting of 𝑁 

reflecting elements. In this model, 𝜃𝑖 ∈ [0,2𝜋]  represents 

the phase shift of the 𝑖-th IRS element. 

Moreover, 𝑠 = ∑ √𝑝𝑘
𝐾
𝑘=1 𝑥𝑘  [1] denotes the signal 

transmitted by the BS to the users, where 𝑥𝑘  denotes the 

signal intended for the 𝑘-th user, normalized to unit 

power (E[|𝑥𝑘|2] = 1). The term 𝑝𝑘  represents the power 

allocated by the BS for transmission of this user. Typically, 

more power is assigned to users with poorer channel 

conditions, resulting in earlier decoding during signal 

detection. Assuming that |ℎ̃1|
2

< |ℎ̃2|
2

< ⋯ < |ℎ̃𝐾|
2

, the 

BS distributes power among users, ensuring that 𝑝1 >

𝑝2 > ⋯ > 𝑝𝐾. It is important to note that the power 

allocation must satisfy the constraint  ∑ 𝑝𝑘 = 𝑃𝑀𝐴𝑋𝐾
𝑘=1 ; 

where 𝑃𝑀𝐴𝑋  is the available power at the BS for each 

group. This approach empowers the users to recover their 

data symbols successfully. The last term, 𝑛, is additive 

white Gaussian noise (AWGN) with zero mean and 

variance 𝜎2. The data rate of the 𝑘-th user is calculated 

as [16]:  

(3) 𝑅𝑘 = log2(1 + 𝛾𝑘)  

where 𝛾𝑘 is the signal-to-interference plus noise ratio 

(SINR) of the 𝑘-th user equal to [16]: 

    (4)  𝛾𝑘 =
|ℎ̃𝑘|

2
𝑝𝑘

|ℎ̃𝑘|
2

∑ 𝑝𝑖 + 𝜎2𝐾
𝑖=𝑘+1

 

IRS-NOMA Optimization Problem 

In the NOMA system, the difference in channel gains is 

a key factor in assigning users to common channels. 

However, pairing users with close channel conditions 

causes decoding difficulties, leading to degraded 

performance, especially in terms of BER. This issue is 

further exacerbated when edge users are accommodated 

in the same group in the NOMA scenario [29]. The signal 

decoding process encounters a high error rate, leading to 

a decrease in the overall performance of the NOMA 

system. This challenge becomes more significant as the 

number of users increases. 

To tackle this problem, one approach involves 

manipulating the reflection of radio signals. This entails 

altering the signal phase to control the propagation of 

electromagnetic waves, thereby improving the 

performance of the users with close channel conditions. 

To achieve this, the capabilities of the IRS are exploited to 

control the propagation of electromagnetic waves by 

manipulating the reflection of radio signals. In this regard, 

the difference in user channel gains is used to evaluate 

the pairing quality. The aim is to manipulate the users' 

channel conditions by adjusting the phase shifts of IRS 

elements so that the channel gain difference of two users 

exceeds the threshold value. This section presents an 

optimization problem for the IRS-NOMA system that 

involves maximizing the system sum rate while adhering 

to specific constraints. The goal is to allocate available 

power to different users and adjust phase shifts of the IRS 

elements to maximize overall system performance. The 

optimization problem is formulated while the threshold 

condition for channel gains is established as a constraint: 

(5-a) max
𝒑,𝜽

∑ log2(1 + 𝛾𝑘)

𝐾

𝑘=1

 

(5-b) 𝑠. 𝑡. ∑ 𝑝𝑘 = 𝑃𝑀𝐴𝑋

𝐾

𝑘=1

 

(5-c) 𝑝1 > 𝑝2 > ⋯ > 𝑝𝐾  

(5-d) 
|ℎ̃𝑚|

2
− |ℎ̃𝑛|

2
> 𝑔𝑡ℎ,  

𝑚, 𝑛 ∈  {1, … , 𝐾}, 𝑚 ≠ 𝑛 

(5-e) 𝜃𝑖 ∈ [0,2𝜋] , ∀𝑖 ∈ {1, … , 𝑁}  

where  𝒑 = [𝑝1 … 𝑝𝑘] denotes the power of the users and 

𝜽 = [𝜃1 … 𝜃𝑁] represents the IRS phases.  𝛾𝑘 is the SINR 

of the 𝑘-th user and 𝑃𝑀𝐴𝑋  is the available power at the BS 

for each group. The terms (5-b) and (5-c) are power 

constraints that allocate the available power at the BS 

terminal among multiple users, based on the power 

allocation pattern of the downlink NOMA systems. 

Constraint (5-d) guarantees that the difference in channel 

gain of the users meets a minimum threshold value. 

Finally, the constraint (5-e) sets the permissible range for 

the IRS phase shifts.  

To fully take advantage of IRS-NOMA, an optimization 

problem must be tackled to determine the optimal 

powers and phase shifts to maximize the sum rate of the 

system. The problem can be expressed as a non-convex 

optimization problem. Undoubtedly, inverting the 

problem to a convex one would provide more accurate 

results. However, by adding some restrictions, our 

attempts for this matter reached a high-order fractional 

problem which is again non-convex. Consequently, we 

decided to utilize the YALMIP toolbox within 

MATLAB [30]. It is a powerful toolbox supporting a wide 
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range of optimization problems. The advantage of this 

toolbox is that it allows us to work with the non-convex 

problem directly, without imposing any restrictions. It 

utilizes an appropriate nonlinear solver to address the 

problem. 

Results and Discussion 

In this section, we conducted a series of simulations to 

evaluate the performance of the proposed approach 

under various scenarios, focusing on the system's average 

BER and sum data rate. It is necessary to clarify that the 

proposed method, referred to as IRS-NOMA in the figures, 

is compared with conventional NOMA as a benchmark. 

The simulation setup involves a single-cell IRS-NOMA 

system with a radius 𝑅, where the BS is located at the 

center, and users are randomly distributed along the cell's 

edge. The simulations were carried out using MATLAB and 

employed the Monte Carlo method. In these simulations, 

the path loss exponent (𝛼) and the number of the IRS 

elements (N) are set to 2 and 5, respectively. The signal-

to-noise ratio per bit (𝐸𝑏/𝑁0) ranged from 0 to 50 (dB) 

and data transmission was performed using binary phase-

shift keying (BPSK) modulation. Simulation parameters 

are detailed in Table 1. 

Table 1: Details of simulation setting and parameters 

𝑹 10m 

𝜶 2 

N 5 

𝑬𝒃/𝑵𝟎 0 to 50 (dB) 

Number of users 2 

Number of symbols 1e6 

Modulation BPSK 

Channel realizations 1e6 

Fig. 2 compares the performance of IRS-NOMA with 

conventional NOMA for each user in terms of BER and the 

data rate. As depicted, IRS-assisted NOMA enhances the 

system's performance for the corresponding users. Also, 

comparing the difference in BER and rate indicates that 

IRS-NOMA distributes resources (i.e., power) more fairly 

than NOMA. To gain more insight into the impact of the 

IRS on the NOMA system, the proposed IRS-NOMA 

method is compared with NOMA in terms of average BER 

and sum rate in the next set of simulations. Fig. 3 confirms 

that IRS-NOMA outperforms NOMA, resulting in a lower 

average BER and higher sum rate. 

In the continuation, we will examine how the 

placement of an IRS affects system performance based on 

different scenarios shown Fig. 4. In these scenarios, the 

BS, edge users, and IRS are located at the three vertices 

of a triangle. The BS is fixed in the cell center, and the 

users are fixed on the circle's perimeter. The aim is to 

investigate the effect of the IRS position on system 

performance from various aspects. Given that 𝑎, 𝑏, and 𝑐 

are the distances from the BS to the users, BS to the IRS, 

and IRS to the users respectively. In the first scenario, the 

IRS is positioned at an equal distance from the edge users 

(𝑏 = 𝑐). The IRS is considered to be close to the BS (𝑏 <

𝑐) in the second scenario. Finally, in scenario 3, the IRS is 

located near the cell edge users (𝑏 > 𝑐). It's important to 

note that in all cases, 𝑎 > 𝑏, 𝑐. 

 
(a) 

 
(b) 

Fig. 2: Comparison of user performance in the NOMA and IRS-
NOMA systems in terms of (a) BER and (b) data rate. 

 
(a) 
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(b) 

Fig. 3: NOMA vs. IRS-NOMA in terms of (a) average BER and (b) 
sum rate. 

 

 

Fig. 4: Position of system components on the vertices of a given 
triangle. 

Fig. 5 displays the simulation results for these three 

scenarios. Upon comparing the results, it is obvious that 

the second scenario demonstrates superior performance 

in terms of average BER and sum rate when compared to 

the other two scenarios. It confirms that the system 

performs better when the IRS position is closer to the BS. 

 
(a) 

 

 
(b) 

Fig. 5: Effect of the IRS location on system performance in 
terms of (a) average BER and (b) sum rate. 

Conclusion 

This study investigates the performance challenges of 

edge users in the NOMA system due to poor signal quality 

and similar channel conditions. The aim is to utilize IRS 

capabilities to modify the time-varying transmission 

environment and improve overall system performance. 

To achieve this, an optimization problem is introduced to 

intelligently adjust the phase shifts of the IRS elements 

and allocate the power resources to edge users 

considering the channel gains constraint. The proposed 

IRS-assisted NOMA improves overall system performance 

and distributes resources more fairly than conventional 

NOMA. Compared to NOMA, the proposed IRS-NOMA 

system demonstrates a gain of about 4 dB at a BER of 

10−2 and 3 dB at the sum rate of 10−1 bps/Hz. 

Furthermore, it has been observed that the placement of 

the IRS within the cell impacts system performance, 

suggesting that the system operates better when the IRS 

is positioned closer to the BS. In future work, we aim to 

find classical solutions for the sum rate optimization 

problem, particularly for groups with more than 2 users. 

Additionally, we plan to integrate machine learning (ML) 

models with IRS-NOMA systems to bring intelligence to 

the IRS controller. 
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Background and Objectives: A network on Chip (NoC) is a scalable communication 
framework that supports several cores. In some cases, while designing a 
customized Network-on-Chip, the communication needs across IP cores are often 
uneven, resulting in imbalanced loads on the input ports of a router. The 
arbitration unit plays a crucial role in the design of the NoC micro-router 
architecture as it substantially influences the performance, chip occupancy, and 
power consumption of the NoC.  
Methods: This article presents a router arbitration architecture that utilizes a mix 
of variable priority arbitration and round-robin methods. The arbitration process 
evaluates other channels' requests using the Round Robin index within this 
architectural framework. A novel approach was suggested to integrate a network 
router unit onto a single chip, offering several benefits compared to earlier 
methods. The most significant advantage is its variable priority feature, which 
allows inputs to be assigned different priority levels regardless of the design 
circuit. The system is meant to prioritize fairness across all requests by sequentially 
executing them. The second and primary benefit of the developed circuit is its 
ability to retain the previously assigned virtual channel ID. This feature preserves 
the provided virtual channel ID and reduces the time required to verify the 
requested virtual channels in the subsequent cycle. 
 Results: The evaluation process occurs after the flit has been requested to quit 
the virtual channel and the availability of the corresponding virtual channel has 
been verified. The simulation findings demonstrate that the RR-SFVP arbitration 
unit's design is 12.1% more compact in space than the standard RR approach, 
offering a promising solution for space-constrained designs. It exhibits 4.3% lower 
power consumption, a significant improvement in energy efficiency, and 55.1% 
reduced critical path time, enhancing the system's overall performance.  
Conclusion: The RR-SFVP technique incorporates all favorable elements in the 
design of the arbitration unit circuit, such as variable priority and equitable 
arbitration. Its clear benefits make a strong case for its superiority in the field.  
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Introduction 

Network on Chip (NoC) is a suggested architecture 

designed  to  address  the  issues  of  using  a  shared  bus.  

 

This network employs a modular and scalable 

architecture rather than a conventional bus, mapping IP 

blocks onto the network as tiles [1]-[4]. Data is 
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transported across connections using a built-in router in a 

packed format. Unlike bass-based systems, NoC 

(Network-on-Chip) is an important innovation that 

enables increased bandwidth and improved scalability 

inside each tile [5], [6]. The importance of this technology 

lies in its capacity to surpass the constraints of shared bus 

systems. As a result, it has become a crucial focus of study 

and development in computer engineering. This field 

deserves our attention and active involvement due to its 

potential to revolutionize the future of computing. The 

NoC architecture typically comprises processing cores, 

routers, and connections. Each router is composed of a 

switch and many buffers [7]. NoC is a state-of-the-art on-

chip interconnect network designed for packet-based 

communications. Network-on-Chips (NoCs) provide the 

advantages of reduced packet latency, increased 

bandwidth, improved throughput, fewer space 

requirements, enhanced energy efficiency, and increased 

fault tolerance. Network-on-chip (NoC) systems rely 

heavily on routers, the primary building pieces [8]. 

Typically, data in the network system on the NoC chip is 

transferred in packets, which are then subdivided into 

flits. The whole packet is stored in the input buffer before 

being sent to the wormhole switching in the store and 

forward architecture. The flits are then exchanged 

between each router. The message comprises an initial 

head flit, one or more data chunks, and a concluding tail 

flit. According to Fig. 1, the flits are 16 bits in this article. 

Network on Chip (NoC) is a suggested architectural 

solution to address the issues of using a shared bus. This 

network employs a modular and scalable architecture 

instead of a conventional bus, where IP blocks are 

assigned to the network as tiles [1]-[4]. Data is 

transported across connections using a built-in router in a 

packed format. Unlike bass-based systems, NoC 

(Network-on-Chip) is an important innovation that 

enables increased bandwidth and improved scalability 

inside each tile [5], [6]. The importance of this technology 

resides in its capacity to surpass the constraints of shared 

bus systems. As a result, it has become a crucial area of 

study and advancement in computer engineering. This 

topic requires our attention and involvement due to its 

potential to revolutionize the future of computing. The 

NoC architecture typically comprises processing cores, 

routers, and connections. Each router is composed of a 

switch and many buffers [7]. NoC is a state-of-the-art on-

chip interconnect network designed for packet-based 

communications. Network-on-Chips (NoCs) provide the 

advantages of reduced packet latency, increased 

bandwidth, improved throughput, fewer space 

requirements, enhanced energy efficiency, and increased 

fault tolerance. Routers serve as the primary components 

of Network-on-Chips (NoCs) [8]. Typically, in the network 

system of the NoC chip, data is sent in packets, which are 

then fragmented into flits. In the store and forward 

paradigm, the whole packet is stored in the input buffer 

before being sent to the wormhole switching. The packet 

is divided into smaller units called flits and passed 

between each router. The message comprises an initial 

head flit, one or more data chunks, and a concluding tail 

flit. According to Fig. 1, the flits have a size of 16 bits in 

this article.  
 

Fig. 1: Packet and flit structure [9]. 
 

A router's data pipeline comprises an input port buffer, 

a crossbar switch structure, and an essential component 

known as the arbitration unit. The arbitration unit 

manages traffic by identifying the virtual channel with the 

greatest priority for sending data under competitive 

settings [10]-[12]. The configuration of the arbitration 

unit might be intricate depending on the arbitration 

priority and the kind of control. The critical path delay in 

a Network-on-Chip (NoC) router architecture often occurs 

in the input ports, switches, and arbitrations. This delay is 

rather considerable compared to other units, primarily 

because of the intricate construction of the arbitration 

unit. Therefore, the arbitration unit circuit calculates the 

highest possible system speed. Hence, the choice of 

arbitration unit design has a crucial role in determining 

the performance, characteristics, speed, and power 

consumption of the NoC system [13]-[16]. Fig. 2 depicts 

two arbitration units, including four input ports.  

 
(a) Fixed priority                        (b) Variable priority 

Fig. 2: Arbitration architecture with four input ports [3]. 
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These units can resolve conflicts between n requests 

(r0, r1... rn) using available resources criteria and 

indications. The winning request on each line is granted 

(gi). Regarding priority, the arbitration architecture may 

be categorized into fixed and variable architecture. In the 

case of an arbiter with fixed priority, the priority of 

requests is decided linearly. Fig. 2(b) depicts an arbiter 

with a predetermined priority, where r0 is assigned the 

most significant priority and r3 is assigned the lowest 

priority [17], [18]. Variable priority arbitration differs from 

fixed priority arbitration in that it considers additional 

indications while determining the allocation of resources 

and following sequential criteria. Arbitration may be 

categorized into three classes (weak, firm, or FIFO) [19] 

based on the fairness requirements and the form of 

arbitration. In weak, fair arbitration, requests are 

approved without considering particular criteria and 

priorities. In a significant and equitable arbitration 

process, responses to requests are determined according 

to priorities and criteria contingent upon the unique 

circumstances. Equitable demands are allocated using the 

initial-in-first-out (FIFO) method, which prioritizes the 

earliest arrival of the initial service. Furthermore, a 

variable priority arbitration unit may ensure equitable 

arbitration, as seen in Fig. 2(a). When the priority is 

shifted from one cell to another in a time cycle, this kind 

of arbitration is called round-robin arbitration, as seen in 

Fig. 3.  
 

 
Fig. 3: Round-robin arbiter architecture with variable 

priority [16]. 

In this arbitration scenario, when the priority of g1 is 

high in the present cycle, P1 is assigned a high priority in 

the subsequent clock cycle. Consequently, r2 attains the 

most significant priority in the following clock cycle, while 

r1 is assigned the lowest priority. The round-robin 

arbitration model [20] is a straightforward and efficient 

method that does not suffer from starvation. As the 

number of input requests increases, the round-robin 

arbitration structure expands, resulting in more space, 

greater power consumption, and longer critical route 

delays for big processors. This research has considered 

additional crucial aspects contributing to a fairer 

arbitration process based on the RR technique. This 

approach handles exit request cycles and addresses cycles 

when no request is generated from any channel 

(significant arbitration). In addition to this benefit, a 

circuit with a much reduced critical path latency has been 

created compared to earlier techniques, such as RR. The 

notable contributions of this study were as follows: This 

study effectively decreases the critical route time and 

power use of Network-on-Chip (NoC) by using variable 

and equitable priority in Round-Robin (RR) arbitration. 

The decrease in size allows for improved and 

environmentally friendly network operations, showcasing 

the tangible advantages of the suggested RR-SFVP 

arbitration architecture. 

- Utilizing significant determinants to choose a robust 

arbitration mechanism and providing a grant to the 

appropriate channel in the presence of competitive 

situations among many virtual channels for picking an 

output port. The suggested design provides a cost-

effective solution compared to existing arbitration 

systems due to its reduced hardware demand, alleviating 

the audience's concerns. The subsequent parts of the 

paper are structured in the following manner: Section 2 

provides a concise overview of the relevant literature. 

Section 4 presents an elaborate analysis of the simulation 

of the RR-SFVP arbitration architecture and its 

corresponding outcomes. This part provides tangible 

proof of the architecture's efficacy, further confirming its 

potential. Section 5 ultimately wraps up and suggests 

avenues for further study, urging the audience to consider 

investigating the potential of this groundbreaking design.  

Related Work 

Dally and Towles introduced the Matrix round-robin 

arbitration unit design. This architecture sequentially 

evaluates the input requests and is considered one of the 

arbitration approaches that ensure essential fairness 

while preserving the prior award. This kind of arbitration 

is beneficial for a limited number of inputs. Nevertheless, 

the intricate hardware design and the extensive resource 

use have compelled researchers to choose a more 

efficient arbitration unit [21]. The arbitration unit is used 

in a router with an input port known as a link-list DAMQ 

(LLD), specifically called an LLD-Matrix router. This 

approach utilizes lists and table linkages in the input port 

to facilitate the reading and writing of flits in the buffer. 

The router equipped with the LLD input port is an option 

that offers a reasonably affordable hardware cost but 

exhibits limited performance. This method facilitates 

concurrent communication, which may be particularly 

advantageous for NoC routers—a link-list method to 

update five tables after each write and read operation 

results in significant delays. Several modifications made 

to the specified tables often result in substantial time 

delays. The latency also escalates as the input rate 

rises [22]. 
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The matrix round-robin arbitration mechanism is used 

when a router's input port is ViChaR. In contrast to the 

LINK-LIST DAMQ paradigm, this technique does not use 

the LINK-LIST. The ViChar controller circuit is expensive in 

terms of hardware. This technique can accommodate 

virtual channels with the maximum buffer slot size, 

necessitating arbitration for allocating slot buffers to 

virtual channels and switches. Large buffer slots may 

create a bottleneck on critical pathways, limiting NoC. 

This approach has many drawbacks, including complexity, 

restrictions in adjustment, and lengthier pipelines in the 

entrance and departure of flits [23]. Fu and Ling 

compared two methods, RoR [19] and Matrix [21], on an 

FPGA platform [24], focusing on resource consumption, 

performance, and power consumption. They concluded 

that Matrix arbitration utilizes a more significant amount 

of resources. Both methods have equivalent power 

consumption; however, the Matrix method exhibits 

superior data processing speed compared to the RoR 

method. Zheng and Yang introduced a round-robin 

arbiter technique in which inputs are arbitrated 

simultaneously. The PRRA algorithm is derived from a 

straightforward binary search method that utilizes four 

inputs to enhance latency. A proposed IPRRA design aims 

to decrease the critical path delay in PRRA 

architecture [25]. The IPRRA method significantly reduces 

the time taken for the PRRA critical route. Lee et al. [26] 

suggested the Round Robin Arbiter (HDRA) method. This 

method employs individual filter circuits for each input, 

which utilize indicators within the circuit to determine the 

order of requests and assign grants to specific inputs. 

PRRA lacks fairness compared to other methods, 

including the discussed method. IIR arbitration is an 

arbitration method that outperforms similar approaches 

regarding power consumption and delay due to its 

superior architecture. This architectural design transmits 

requests r0, r1,… rn to the arbitration unit. This unit 

evaluates the requests systematically, and if they meet 

the criteria, a grant will be allocated to the approved 

request. The IRR_WF method, akin to the IRR method, 

does not retain the previous grant clock value. This 

technique is referred to as arbitration with weak fairness. 

The distinction between IRR and IRR_WF lies in the fact 

that IRR, in the absence of an exit request, retains the 

previous request based on the presence of REG, which is 

deemed equitable arbitration for the subsequent cycle. 

Nevertheless, in the IRR-WF approach, the absence of a 

register results in the loss of the previous request if all 

requests are zero [27]. To ensure that a high-performance 

network of chip switches is provided [28], an efficient 

arbiter is needed, especially in terms of fairness. The 

architecture was proposed based on a tree structure, 

which divided and distributed the arbitration task to 

separate nodes, providing high-performance arbitration 

with excellent scalability. The FSA (Fairness Switch 

Arbiter) uses a feedback-based parallel priority update 

mechanism to complete arbitration. The FSA method uses 

four inputs to achieve a critical path with only an O 

(𝑙𝑜𝑔4𝑁) delay. This method is similar to IPRRA in structure 

and performance but fairer than IPRRA. 

The Weighted Round Robin Arbiter (WRRA) [29] builds 

on the Round Robin Arbiter's principles by focusing on fair 

resource allocation. Each requester receives resources 

proportional to their assigned weight, distinguishing it 

from traditional methods. For example, if two requesters 

have weights of 3 and 7, they would receive 30% and 70% 

of grants over time, respectively. The arbiter uses a credit-

based mechanism to determine allocations, maintaining 

credit counters for each requester to indicate eligibility. A 

replenishment process restores credits when no requests 

are active. Operating on clock signals, it updates counters 

during grant allocation and replenishment, ensuring 

effective resource management. Overall, this module 

enhances fairness and efficiency in resource distribution. 

Group decision (GD) [30] method discusses a bus 

arbiter designed using a group decision algorithm that 

integrates fixed priority, round-robin, and mixed priority 

systems to create a new priority sequence. This approach 

addresses the starvation problem in multi-master 

systems on a chip (SoC) by swiftly responding to masters 

requiring bus access, halving their waiting time. Unlike 

traditional methods that may prioritize specific requests, 

this algorithm ensures that multiple masters can receive 

timely responses, albeit with increased area and power 

requirements. The group decision algorithm offers 

several advantages over conventional bus arbitration 

methods, including fairness and improved bus usage 

while leveraging the benefits of various priority types. 

Table 1 summarizes the methods employed and their 

respective benefits and drawbacks, which can be found in 

this section.  

 
Table 1: Advantages and disadvantages of different types of 
arbitration units 

 

disadvantages advantages 
how the method 

works 
Method 

name 

 
Arbitration 
with fixed 

priority 
 

 
-Delay and 

lower cross-
section 

compared to 
other 

methods 
Simplicity 

- Less 
overhead, 

All the requests 
enter the general 

multiplexer, which, 
by choosing a 

request, is 
registered and 

leads to a 
substantial 

arbitration (no 
request), and the 

counter goes to the 
subsequent 

request (if there is 
a request) 

IRR [23] 
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The processing 
speed is lower 
than the other 

methods 

The 
possibility of 

saving the 
current 

priority in 
the cycle 
without a 
request 

Works as a variable 
priority, and the 

request chain 
enters the 

arbitration process 
along with the i0 

and p0 priority and 
proceeds in order. 

ROR [10] 

Higher 
resource 

consumption 
 

- Faster data 
processing 

speed 
-Matrix fair 

arbiter 

Resets the bits of 
row i and sets the 
bits of column i. 

Matrix 

Matrix [7] 

Poor 
adjudication 

(failure to save 
current grant) 
in the absence 

of request 

-faster 
adjudication 
request than 

the IRR 
-The 

consumption 
area is less 

compared to 
IRR 

 
As the IRR method 
minus the presence 

of SF multiplexer 
IRR_WF 

 

IRR_WF 
[23] 

Poor 
adjudication 

(failure to save 
the current 
grant) in the 

absence of an 
application 

 

Less delay in 
critical paths 

Requests are of 
fixed priority type, 

where each 
request consists of 

a flip-flop and 
multiplexer, where 
r0 has the highest 

priority at the 
beginning, and 

chainwise if r0 is 
not requested, the 

priority reaches 
other r. HDRA 

HDRA 
[20] 

The most 
extended 

delay among 
all arbitration 

methods 
Poor 

arbitration (no 
current grant 

record) 
-High 

consumption 
power 

Reduction of 
critical path 

delay 

RR method, round 
trip method based 
on binary (parallel) 
search algorithm 
PRRA (Zheng & 

Yang, 2007) 

PRRA 
[18] 

High latency 
The largest 

cross-sectional 
area 

compared to 
other 

methods. 

Reducing the 
execution 

time of the 
PRRA 

method 

The improved 
model of the PRRA 

IPRRA method 

IPRRA 
[18] 

Combination 
loop 

Faster than 
the base rra 

 

Connecting each 
cell to the next (s) 

Cell 

Timing 
speculativ
e arbiter 

[11] 
Has a long 

critical path 
due to 

transport 
propagation 

through fixed 
and variable 
priority cells. 

However, it 
avoids the 
compound 

loop. 
 

A fixed-priority cell 
chain replaces the 

connection 
between the last 

and first cells. 

Acyclic 
arbiter 

[12] 

Big area 
circuit 

Shorter critical 
path, fairness 

Tree 
structure 

search 
algorithm 

FSA 
[28] 

MORE POWER 
CONSUMED 

Superior 
fairness in 
resource 

allocation 
compared to 

the RR. 

Based on RRA  with 
resources 

proportional to 
their assigned 

weight 

WRRA 
[29] 

High power 
consumed 
More area 

Fairness 

combines the 
advantages of fixed 

priority, round-
robin, 

GA 
[30] 

 

The Proposed Method 

There are N arbiters in an N × N fabric switch, each 

responsible for arbitrating requests from all input ports 

directed to an output port. Due to the uniform 

construction of an arbiter compared to others, we will 

investigate just one arbiter. 

A. VC Arbitration 

VC arbitration is a crucial organizational component of 

a router that significantly affects the effectiveness of a 

NoC system. The Arbiter conducts arbitration among the 

competing VCs over a singular resource, such as an output 

port.  

This dissertation presents innovative methods for 

dynamic virtual channel flow control techniques and 

virtual channel arbitration. The first two methods rely on 

the adaptability of virtual channels at the router input 

port, enhancing the effectiveness of the network-on-chip 

system. In both systems, the input port consists of a 

centralized buffer with slots dynamically assigned to 

virtual channels based on real-time traffic conditions. The 

use of several virtual channels with low buffering 

resources achieves performance enhancement. The VC 

arbitration method relies on an efficient and rapid arbiter 

that operates depending on the index of its input ports (or 

VC requests). 

In the preceding part, input-port VC arbitrations were 

often executed with input-arbiter modules during the 

switch allocator phase. Nonetheless, the NoC arbiter 

architecture in this approach employs VC-Selector 

modules at the input port for two primary reasons: a 

central buffer retains all VC flits from an input port, and 

arbitration occurs within a single clock cycle. Upon 

transmitting a grant signal to an input port, the read 

pointer is either already aligned with the victorious VC flit, 

or the winning flit is positioned at the output port of the 

buffer. The design indicates that the VC-Selector selects a 

VC for the arbiter while concurrently loading the flit at the 

buffer output. The VC_req signals in the local link data 

(LLD), and the request data queue (RDQ) input ports 

provide the read pointer and facilitate the blocking 

mechanism, respectively. Although one may contemplate 

integrating VC-Selector modules inside the switch 

allocator, this would establish a reliance between the 

input port and arbiter, sharing segments of their critical 

routes. To prevent this, the architecture incorporates the 
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input-port VC arbitration inside the input-port, obviating 

the need for input-arbiter modules in the switch allocator, 

as seen in Fig. 4.  

 

 

Fig. 4: n×m S.A. architectures, n= # of inputs, m= # of outputs, 
v=# of V.C.s per input-port. 

 
The description of SA Micro-Architecture corresponds 

to the n input ports, as seen in Fig. 5. 
 

 
Fig. 5: Separable SA Micro-Architecture. 

 

B. RR-SFVP Arbiter Micro-Architecture 

The proposed arbitration architecture combines 

arbitrations with variable priority based on round robin. 

In the RR-SFVP method, all positive aspects have been 

used in the design of the arbitration unit circuit, including 

variable priority and fair arbitration. A particular virtual 

channel does not always have the highest priority, which 

is part of the variable priority characteristics. Referring to 

the previous methods of the arbitration unit, the requests 

are dealt with in order of fixed priority. In the RR-SFVP 

method, a (requested) channel does not always have the 

highest or lowest priority. To arbitrate more fairly, the 

accepted (granted) applications of the previous cycle are 

saved and examined in the next arbitration cycle. In the 

proposed method, when there is competition between 

several virtual channels to choose an output port, several 

important factors are involved in arbitration and 

awarding a grant to a virtual channel. The request to leave 

the virtual channel, the value of the previous grant cycle 

of the virtual channel, and requests from other channels 

are essential parameters in the arbitration process among 

virtual channels. The RR-SFVP method employs a variable 

priority mechanism associated with each channel, which 

is dynamically adjusted based on the history of requests 

and the current state of the channels. This design choice 

leads to a just and equitable system, ensuring fairness in 

arbitration requests and reassuring users. The RR-SFVP 

method reserves the details about the requests granted 

in the previous cycle, ensuring no requestor is indefinitely 

blocked. This feature, coupled with the system's ability to 

grant access to the shared resource over successive 

cycles, instills a strong sense of reliability, making the 

audience feel secure and confident in its performance. 

The RR-SFVP method allows the arbitration unit, a 

component responsible for managing and resolving 

conflicts over resource access, to simultaneously assess 

and make decisions for multiple channels. This parallel 

processing capability leads to a faster selection process, 

enhancing the system's ability to evaluate and make 

decisions for various channels simultaneously and making 

the audience feel the speed of the method. In the 

following, if r is used in the figures or text of the article, it 

is the abbreviation of request. Fig. 6 shows the logic 

circuit of the router arbiter logic block diagram. 
 

 

Fig. 6: RR-SFVP method arbiter circuit. 

As the circuit in Fig. 6 shows, the parameters ri, Flip-

Flop (i), and Other-request (i) affect the result of Gi. The 

flip-flops related to the circuit are initially set to 0. After 

each arbitration series, the rst (i) signal of the Flip-Flop (i) 

is adjusted by the circuit in Fig. 7. 

This circuit is designed to reset a channel's flip-flop 

after it has been given access to avoid the indefinite 

blockage of other channels. 
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Fig. 7: Restart circuit of flip-flop. 

 

Based on Fig. 7, any request that receives approval will 

not cause the flip-flop of the corresponding channel to 

reset during a general restart. Implementing this scenario 

will elevate the precedence of other virtual channels 

(which have not been provided). The sys_rst signal is a 

system-wide reset signal triggered at each arbitration 

process's conclusion. If the current request, rn, is active 

(1) and the flip-flop, fn, from the previous cycle, has a 

value of 0, indicating that the last cycle's gn was zero, the 

grant will be sent to n. This ensures that rn is not starved, 

even if another request, request (n), is active (equal to 1). 

The value of the variable "other_request" is set to 1 when 

at least one of the other ports of the virtual channel has 

submitted an exit request. In other words, the result may 

be expressed as the logical OR operation of all the 

individual exit requests (r0 OR r1 OR r2 ... OR rn-1). 

If the current request, rn, is not active (0) and the flip-

flop, fn, has a value of zero, regardless of the value of the 

parameter, other_request(n), the value of gn will be zero.  

If the current request, rn, is active (1) and the flip-flop, 

fn, from the previous cycle, has a value of 0, indicating 

that the last cycle's gn was zero, then the grant will be 

given to n. This ensures that rn is not deprived, even if 

another _request (n) is active (equal to 1). The value of 

other_request is set to 1 when any other virtual channel 

ports have submitted an exit request. In other words, it 

may be expressed as the logical OR operation of all the 

exit requests (r0 or r1 or r2 ….. or rn-1). 

If the rn request is disabled (0) and the flip-flop fn is set 

to zero, regardless of the value of the parameter 

other_request(n), the value of gn will be zero. 

The procedure shown in Fig. 8 is used to find the 

appropriate factors for each channel. Upon receiving the 

request signal to exit channel i, the arbitration unit 

examines the contents of Flip-Flop (i) and the requests 

from other channels (i), respectively. 

The suggested technique offers a distinct benefit, as 

seen in the algorithm depicted in *. Up to the line 

indicated with *, all the channels are processed 

simultaneously and without interdependence. However, 

the value of the grants is still influenced by the values of 

many other grants, as seen in circuit diagram 4. However, 

it should be noted that the principal channels do not have 

a high priority because the two channels have different 

funding. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 8: The algorithm of RR-SFVP method. 

The conventional round-robin approach is not 

susceptible to hunger. However, this technique offers a 

benefit over the round-robin method since it does not 

need a sequential grant and allows for variable priority. 

Consequently, this method significantly improves 

arbitration time and throughput rate by checking all 

channels in every clock cycle. There is no need to verify 

their turn.  

The suggested technique has a benefit, as seen in the 

algorithm depicted in Up to the line indicated with *; all 

the channels run concurrently and autonomously, 

without dependence on each other. However, following 

the intended line and circuit diagram 4, the magnitude of 

the grants is influenced by the magnitudes of the prior 

awards. However, it should be noted that the principal 

channels do not have a high priority because the two 

channels have distinct grants. The conventional round-

Step 1: Set all Flip-Flop(N) =0 

Step 2: Start 
Step 3: Declare variables Flip-Flop[i], 
            r[i], Other-request [i] 
Step 4: Initialize variables 
Step 5: Repeat the steps until i=N 
     5.1: If i > N 
                i <=0 
            Else 
read the value of Flip-Flop[i]  
read the value of r [i] 
read value of Other-request [i]  
 
      ack_1 [i] = not(Flip-Flop[i]) nand  
               not(r [i] ) 
      ack_2 [i] = Flip-Flop[i] nand 
              Other-request [i])  
 
  ack_3 [i] = ack_1 [i] and  ack_2[i]  * 
 
            If  ack3[i]=1 
 
               If (ack3[i-1] and ack[i-2],…)=0 
               Gn=1 

           Else 

              Gn=0 

   i<= i+1 

step 6: Flip-flop(i) = Gi 
step 7: Restart Flip-Flip(N) 
step 8: Stop 
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robin approach does not suffer from famine. However, 

this technique offers a benefit over the round-robin 

method since it does not need a sequential grant and 

allows for variable priority. Consequently, this method 

significantly improves arbitration time and throughput 

rate by checking all channels in every clock cycle. There is 

no need to verify their turn. 

Based on the information provided in Fig. 9, two 

methods exist to get the virtual channel grant (Gi=1). In 

the first stage, Flip-Flop (i) has a value of 1, r(i) associated 

with exiting the virtual channel is likewise 1, and 

other_request(i) is 0.  

 
 

Fig. 9: Scenario of RR-SFVP method. 
 

The second criterion for establishing the virtual 

channel grant is when Flip-flop(i) is equal to zero, r(i) 

associated with leaving the virtual channel is equal to 1, 

and the value of the other request is irrelevant.  

Furthermore, based on the shown situation in Fig. 9, two 

situations exist in which no grant is allocated for virtual 

channel I (Gi=0). The initial state occurs when all three 

values of signals Flip-flop (i), r (i), and Other-request (i) are 

simultaneously set to one. Alternatively, when Flip-flop (i) 

has a value of 1, the signal r(i) corresponds to the act of 

exiting the virtual channel, while the other request (i) is 

set to 0.  

C. Functional and Fairness Analysis RR-SFVP 

The circuit design is fair from two points of view. We 

consider scenarios based on the circuit in Fig.8 to prove 

this issue. First, I think a scenario where we want to prove 

that if a request is repeated repeatedly, the circuit acts 

fairly and repeated grants to It does not make requests 

and does not starve other requests; for example, in the 

first clock, channel number 1 only made a request and 

other channels did not make a request, according to the 

designed circuit and the logical analysis of the parameters 

of the zeroth virtual channel, g0 is equal to zero, but in the 

circuit corresponding to the first virtual channel 

Considering that the previous value of the flip-flop is zero 

and r1=1, the value of the virtual channel grant becomes 

one. In the next cycle, we assume that the first and third 

virtual channels reissue a request simultaneously. In this 

case, according to the circuit of the virtual channel, I am 

zero. According to logical analysis and r0=0, the amount of 

grant g0 is equal to zero, but in the first virtual channel, 

even though the request is issued But according to the 

logic analysis (other requests = 1 and the flip-flop value of 

virtual channel 1 = 1), therefore the grant is not assigned 

to the first virtual channel and the second virtual channel 

is the owner of the grant. This performance shows that 

the circuit is pretty fair and performs logical analysis in 

parallel, but it also pays attention to the requests of other 

channels. 

According to the second point of view, which is a seal 

of approval on the fairness of the designed circuit, if no 

request is issued from any virtual channel with four inputs 

(0000), according to the circuit and digital analysis, the 

last flip-flop of the virtual channel, which is one, is used as 

ID grant. It is shown whether the virtual channel request 

is 1 or 0. This type of circuit operation reduces the circuit 

search delay and specifies the next clock from which the 

virtual channel ID of the arbitration operation should 

start. 

One key factor contributing to the fairness of this 

arbitration unit is the reserve from the previous award 

cycle. When the time reaches zero, all requests are stored 

to enhance the evaluation efficiency and provide a more 

equitable selection process for the final award cycle. To 

better comprehend this subject matter, Fig. 10 and its 

corresponding timing diagram visually show the 

suggested approach's performance and behavior. 

 Fig. 10: Timing diagram for input request scenarios of strong 
fairness proposed method [26]. 

 

 
Fig. 11: Timing diagram for some input request scenarios of 

weak fairness arbiters [26]. 
 

Fig. 10 shows that from times 1 to 5, a constant input 

request of "1111" is applied, and each bit is given in every 

clock cycle. However, at time 5, the request will be 

modified to "0000", indicating that no request will be 

submitted. In the absence of a request, the priority of the 

previous request is logged and stored until a new request 

is initiated. For instance, at time 5, the priority of the 
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second bit of the save request is implemented, and at 

time 7, it is used for verification. Therefore, the request 

assumes grant ownership at time 7 in the fourth iteration. 

This implies that, as with other unjust systems, there is no 

need to initiate arbitration from the first request.  

Fig. 11 indicates that approaches with inadequate 

fairness do not account for a scenario without requests. 

If, at time five, the system does not have any pending 
requests since the previous grant was not saved, and a 

request is submitted at time seven, the arbitration 

procedure restarts from the beginning of the relevant 

circuit. This condition presents a deficit in fairness. Non-

compliance with the final priority, when not explicitly 

asked for, significantly affects the overall fairness of this 
suggested arbitration unit, guaranteeing a dependable 

and just procedure.  

Fig. 10 illustrates the timing diagram for our round-

robin arbiter to demonstrate its functionality and 

performance. A constant input request, "1111," is 

implemented throughout time intervals 1-5 and is partly 

satisfied in each clock cycle. The request is altered to 
"0000" at time 5, indicating no request is sent. In the 

absence of a request, the most recently authorized 

request's priority is acknowledged and included in any 

subsequent request. The second-bit priority of the 

request is recorded at time 6 and implemented at time 7. 

Consequently, at time 7, the fourth request is executed. 
We assessed our arbiter alongside many others (RoR, 

Matrix, PRRA, IPRRA, and HDRA) under identical 

testbench and request conditions. The time findings are 

shown in Figs. 10 and 11. The RoR, Matrix, and our IRR 

arbiters document the current priority shown in Fig. 8 

when no request is submitted. However, the PRRA, IPRRA, 

and HDRA arbiters could neither exhibit the diverse 
waveforms seen in Fig. 11 nor document the priority. In 

the absence of a request, the least significant request bit 

for PRRA, IPRRA, and HDRA waveforms is assigned the 

greatest priority. The lack of a circuit to address the no-

request scenario is the reason for the arbitration 

conducted by PRRA, IPRRA, and HDRA. The impartiality of 
an adjudicator is directly influenced by upholding the 

lowest priority under the no-request condition. The key 

advantage of our RR-SFVP arbitrator is its capacity to 

provide a more rigorous fairness arbitration.  

The RR-SFVP technique utilizes parallel processing of 

all channels using the suggested algorithm. It also 

considers other requests and examines the request 
history of one channel. This approach ensures a fairer and 

more robust arbitration procedure. This form of 

arbitration has used the input port of the mechanism 

described in [34]. Upon entry, each flit is assigned to a 

specific virtual channel after verifying the availability of 

buffer slots and the emptiness of each section using the 
write pointer and header flit. The identifier associated 

with the header flit is allocated to the matching flit 

identifier.  

To accept a new flit, it is necessary to identify the 

vacant slots in the shared buffer during the second step 

after selecting one of the virtual channels.  

To assess the arbitration scheme discussed, the input 

port in the router must be used. As described in [31], this 

input port is responsible for reading and writing a portion 

of the input port to and from the buffer. One of the 

benefits of this approach is its utilization of a table and 

two straightforward read-and-write circuits. The input 

port of this approach has a hardware design that 

facilitates parallel processing. Simultaneously, the first 

vacant position in the buffer is located for writing, and 

straightforward and parallel hardware, as described 

in [28], is used to read from the address specified in the 

buffer.  

D. Throughput Analysis RR-SFVP 

Based on the circuit designed in Fig. 6, we check the 

throughput rate from 3 points. The first one is that since 

the throughput rate has an inverse relationship with the 

delay, the critical path delay of the circuit is less compared 

to other circuits, according to Table 3, which increases the 

throughput rate. The second case refers to the hardware 

structure that does not exist in the block operating circuit. 

As said in the fairness assessment section, every virtual 

channel with the highest priority in the current cycle has 

the lowest priority in the next cycle. This issue causes the 

operation Arbitration to be done faster, increasing the 

throughput rate. The third case goes back to the issue of 

the fairness of the circuit, that the ID of the last granted 

virtual channel is taken, considering that the 

corresponding flip-flop is also 1. To facilitate finding the 

following grant, it will be easier to find the following 

grant, and in a way, the time to see it will be faster, with 

less delay as a result. The permeability increases. 

Evaluation of the Proposed Method 

This part involves simulating the RR-SFVP router and 

comparing it with comparable scenarios based on its 

structure and architecture.  

The primary performance indicators for the designed 

circuit are its speed, power consumption, and area. These 

metrics often quantify an arbitration circuit's speed, 

latency, or maximum frequency (Fmax). The frequency of 

the arbitration circuit is determined by the most extended 

delay (critical route) between two registers at any given 

moment. The RR-SFVP approach is quite significant in this 

particular circumstance.  

A. RR-SFVP Hardware Requirements 

We have assessed the NoCs above based on primary 

hardware attributes, including power consumption, chip 

size, and speed, as determined by Verilog implementation 

using Synopsys Design Compiler. Evaluation results are 

obtained using ASIC technology libraries, such as 90 nm 

NanGate [32]. The configuration for the input-port ASIC's 
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power and area use the CMOS technology specifications 

from the Synopsys Generic 90nm Library, with a global 

operating voltage of 1.2V and a period of 400MHz. 

Table 2 shows that the electrical characteristics of the 

logic gates are derived from the standard Synopsys 90 nm 

Digital library. 
 

Table 2: Characteristics of gates 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We conduct a hardware overhead study to evaluate 

the anticipated speed and hardware overhead of the 

previously described round-robin arbiters compared to 

our suggested arbiter. We do not use any algorithms to 

optimize the circuits like Electronic Design Automation 

software does.  

The primary performance metrics of an arbiter circuit 

are speed, area, and power consumption. The standard 

metric for the speed of an arbiter circuit is the delay time 

or the maximum clock frequency (fmax). The clock 

frequency of an arbiter is determined by the maximum 

delay (critical path) between two concurrently timed 

registers. The circuits of 4-input arbiters are analyzed at 

the gate level. The electrical characteristics of the logic 

gates are obtained from the Synopsys 90nm Digital 

Standard Cell Library, as shown in Table 2.  

We computed the aggregate of the areas and powers 

of all the cells for each arbiter to assess their power and 

area, as shown in Table 3.  

The power encompasses both static and dynamic 

components. The critical route delay between two 

registers in each circuit is computed for speed estimate. 

The critical route for each circuit is shown by the numbers 

in parenthesis in the last column of Table 3. There is a 

consistent correlation between power consumption, 

critical route, and consumption area. These three 

variables are crucial in determining the most effective 

design of the arbitration unit. The typical metric to 

quantify an arbiter circuit's speed is the clock frequency's 

time or value (Fmax).  

Table 3: Characteristics of 4-Input Arbiters based on Table 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

B. Hardware Parameter Analysis 

We evaluate the parameters of the designed circuit 

from two dimensions: 1- hardware and 2- network on 

chip. From the hardware point of view, the parameters of 

the circuit area, power consumption, and critical path are 

comparable. The type and size of the desired gate affect 

the area and power consumption of the circuit.  

The critical path length should be shorter to reduce the 

delay and increase the throughput of the circuit. 

According to Fig. 6, gates have optimized the critical path 

delay. Table 3 pertains to circuit design. The first column 

displays the space taken up by the arbiter unit, depending 

on the gate used. The second column indicates the power 

spent, while the final column represents the delay on the 

critical route.  

Area 
(μm2) 

Power 
(nW/MHz) 

Power Dy. 
(nW) 

Propagation 
Delay (ps) 

Gate name 
St. 

6.5 12 88 38 INVX1 

7.4 19 298 85 AND2X1 

8.3 34 297 119 AND3X1 

5.5 15 336 51 NAND2X1 

7.4 23 226 85 OR2X1 

9.2 39 250 114 OR3X1 

10.1 56 261 137 OR4X1 

6.5 15 170 64 NOR2X1 

11.1 43 815 107 MUX21X1 

23.0 58 827 168 MUX41X1 

29.5 66 1238 119 DEC24X1 

13.8 26 454 133 XOR2X1 

32.2 100 620 217 DFFARX1 

 

Critical Path Delay (PS) 
Power 

(μW) 

Area 

(μm2) 

Type of 

4-input 
arbiters 

625 (217+133+168+107) 296 
(282d) 

294 IRR 

1242 (217+5*(85+85) +137+38) 298 
(289d) 

328 RoR 

747 (217 +2*38+3*85+114+85) 479 
(465d) 

556 Matrix 

518 (217+133+168) 274  

(262 d) 

280 IRR_WF 

609 (217 +64+51+85+85+107) 360 
(348d) 

431 HDRA 

861(217+2*38+3*85+85+2*114) 493 
(479d) 

510 PRRA 

747 (217+2*38 +3*85+85+114) 488 
(473d) 

528 IPRRA 

557 (217+38+3*51+85+64) 285 
(271d) 

288 RR-SFVP 

Faster Saving Saving Arbiters 

10.88%(better) 3.7% 

(better) 

2% 

(better) 

RR-SFVP 
/ IRR 

55.15%(better) 4.3% 

(better) 

12.1% 

( better ) 

RR-SFVP 
/ RoR 

25.5%(better) 40% 

(better) 

48% 

( better ) 

RR-SFVP 
/ Matrix 

7.5%(worse) 4% 

(worse) 

2.8% 

(worse) 

RR-SFVP 
/ IRR_WF 

8.2%(better) 20% 

(better) 

33% 

(better) 

RR-SFVP 
/ HDRA 

35%(better) 42% 

(better) 

44% 

(better) 

RR-SFVP 
/ PRRA 

25%(better) 41% 

(better) 

45% 

(better) 

RR-SFVP 
/ IPRRA 
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Table 3 demonstrates that the RR-SFVP technique has 

lower power consumption, area, and critical path than 

other ways, except the IRR_WF method, based on the 

hardware design. This technique, which incorporates 

weak fairness, exhibits a reduced footprint, leading to 

decreased power consumption and a shorter critical path 

than the RR-SFVP Three primary elements. This rigorous 

examination method guarantees the comprehensiveness 

of our study. 

C. Performance Evaluation of RR-SFVP NoC 

Latency and throughput are the primary performance 

metrics for assessing RR-SFVP NoC. The NoCs are built in 

System Verilog, and we use the ISE 14.4 simulation 

environment to get these performance metrics. A 8*8 

mesh topology with five input/output and wormhole 

switching is considered. There are four VCs in every input 

port. According to (1), throughput is measured by the rate 

of receiving packets to the maximum number of packets 

injected at a given time. Time, which is 20ns in this 

evaluation as (1). The packet communication utilizes 

wormhole switching, with the channel width 

corresponding to the flit size of 16 bits. A packet has 16 

flits; each input port contains a central 8-slot buffer. Each 

input port has four virtual channels, except for ViChaR, 

which includes four virtual channels corresponding to the 

number of buffer slots in the input port. Throughput and 

delay are assessed based on flit injection rates per time 

unit. Fig. 12 shows the Simulation waveform of the 

proposed arbiter architecture in the Xilinx ISE 14.4 

simulator for the delayed flit departure from a router. 

The suggested technique is assessed using synthetic 

benchmarks and actual application traffic, showcasing its 

potential advantages and performance enhancements. 

Table 4 displays the comprehensive attributes of the 

redesigned NoC architecture. 
 

  

Table 4: Structure of simulation parameters 
 

 

 

 

 

 

 

The different metrics, such as latency and throughput, 

have been measured and thoroughly evaluated using 

microarchitecture and Verilog simulation. We conducted 

measurements of both throughput and delay. 

Throughput is determined by calculating the rate at which 

packets are received compared to the maximum number 

of packets injected at a certain period. This may be 

represented as follows (1): 

Throughput=
number of received packets ×   size of one  packet

number of nodes × number of cycles  
          (1) 

Equation (2) measures the average delay resulting 

from the average latency associated with the entrance 

and departure of a certain number of packets in a 

Network-on-Chip (NoC) during each clock cycle. 

latency= |𝑑𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒 (𝑡𝑖𝑚𝑒) − 𝑎𝑟𝑟𝑖𝑣𝑎𝑙(𝑡𝑖𝑚𝑒)|          (2) 

 

 
 

Fig. 12: Simulation waveform of router architecture. 
 

The results of Fig. 12, which is done in the simulation 

environment of the ise 14.4 software, show the transfers 

of flits between the ports of different routers; for 

example, three flits have simultaneously requested in 

output virtual channel 3, which, according to the 

explanations about the priorities of the designed circuit, 

all the data enters the desired output channel with the 

least delay and without data loss. This circuit behavior 

plays a significant role in increasing the circuit's 

throughput. 

D. RR-SFVP NoC Analysis Parameters 

In this part, we will examine the circuit designed for its 

application in the network on the chip. The two 

parameters of delay and throughput are among the 

parameters that affect the performance of a good arbiter 

unit. Suppose we analyze the delay in the proposed 

method based on the designed circuit and the existing 

scenario. In that case, we will see that the delay between 

two flip-flops is optimal compared to the previous 

methods, even though the flip-flop in the circuit has a 

relatively high delay compared to other gates. But, 

considering that it increases the fairness of the arbitration 

unit and preserves the previous grant cycle, it is one of the 

advantages of this circuit.  

On the other hand, considering that the ID of the last 

cycle grant is preserved, it saves time when searching for 

the next cycle. It reduces the delay and somehow 

increases the throughput of the arbitration unit. On the 

other hand, as mentioned in the hardware review section, 

the lower the hardware overhead, the lower the critical 

path delay, and as a result, according to (1), increases the 

throughput.  

Network Size 8 x 8 

Packet/Flit/Data 16-bits 

VC and I/O ports  4 VCs for each of the five ports 

Switching mode Wormhole 

Topology Mesh 

Routing Algorithm XY routing 

Traffic Patterns Tornado, Complement, Random 

MPEG, AV. 
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E. Evaluation of the Performance of the New Arbitration 
Unit in Synthetic Benchmarks  

Packet communication relies on the use of wormhole 

switching. The channel width is equivalent to the flit size, 

which is 16 bits. A packet consists of 16 flits; each input 

port has a central buffer that can hold up to 8 slots. Each 

input port has four virtual channels, except for ViChaR, 

which has eight. The number of virtual channels in ViChaR 

equals the number of buffer slots in the input port. The 

flit injection rates per time unit are used to quantify the 

throughput and delay. For instance, a flit injection rate of 

8 indicates that each node, namely the source core, 

injects eight flits every unit of time. The maximum 

injection rate is determined by the capacity of the NoC 

routers to transmit the flits. As previously stated, the 

arrival and departure of flits using this approach with 

input port [28] routers takes one cycle, but it takes two 

cycles for LLD and ViChaR-based routers. 

Thus, considering a time unit equivalent to 16 clock 

cycles, the LLD and ViChaR-based sources may inject a 

maximum of eight flits. It is not feasible to inject more 

than eight flits. Nevertheless, the method-based source 

cores can only inject a maximum of 16 flits every time 

unit, making it impossible to inject more than 16 flits. Our 

simulation considers a maximum of 8 flit injection rates 

for RR-SFVP to provide a fair comparison. 

The performance metrics of each Network-on-Chip 

(NoC) are influenced by the functional behavior of the 

data flow mechanism and the temporal characteristics of 

the router. When analyzing the performance of a 

Network-on-Chip (NoC), it is essential to consider the 

delays associated with the router on the critical path. 

Consequently, we evaluate these Network-on-Chips 

(NoCs) at various clock frequencies based on the essential 

path delays linked to their routers. The experiment 

assesses the performance parameters of the NoCs 

mentioned above, and the findings are shown in Figures 

13, 14, and 15. There is a direct correlation between the 

clock rate and the performance measures. Let's consider 

that n packets transit through the NoC system during t, 

with a clock rate of f. During a period of t, the NoC system 

will transmit p×n packets at a clock rate of p×f. Figs. 13, 

14 and 15 demonstrate the superior performance of our 

strategy compared to others. When the injection rates are 

increased, more flits are injected into the NoCs, resulting 

in a higher population level and more disagreement. 

Regarding functionality, the LLD-RoR, LLD-Matrix, and 

LLD-HDRA operate similarly at the same frequency 

because the RoR arbiter is extremely similar to the HDRA 

arbiter covered in the function and fairness section. Thus, 

in terms of performance, the LLD-Matrix with a faster 

clock rate outperforms the LLD-RoR and LLD-HDRA NoCs. 

The ViChaR-Matrix NoC leads to the same conclusion. 

Consequently, four fast NoCs are chosen for assessment 

and comparison: LLD-Matrix, ViChaR-Matrix, EDVC-IRR, 

and router with input port [31] and RR-SFVP arbitration. 

With a 4-VC setup, the LLD-Matrix, ViChaR-Matrix, EDVC-

IRR, and RR-SFVP operate at 514, 451, 820, and 1000 MHz 

clock, respectively. The frequencies above are derived 

from the critical path of the delays listed in Table 3. 

The performance of a Network-on-Chip (NoC) is 

determined by the behavior of its data flow mechanism 

and its timing. Attributes of a router the evaluation of NoC 

performance must consider the critical path delays 

associated with the router. Consequently, we evaluate 

these Network-on-Chips (NoCs) at several clock 

frequencies based on the critical route. 

The test evaluates the delays of their routers and the 

performance characteristics of the NoCs. The findings are 

shown in Fig. 13, Fig. 14 and Fig. 15. The performance 

measurements are directly proportional to the clock rate 

and NoC frequency. 

 

 
 

Fig. 13: Latency and average throughput for random traffic. 

 

 
 

Fig. 14: Latency and average throughput for tornado traffic. 

 

 
 

Fig. 15: Latency and average throughput for complement 
traffic. 

 

Figs. 13, 14 and 15 show the mean delay and 

throughput requirements for the mesh topology (8×8) 

about the Complement and Random Tornado traffic 

patterns [33]-[35], respectively. Equations (3), (4) and (5) 

calculate the source address (Sx, Sy) and destination 

address (Dx, Dy) for Tornado, Complement, and random 

traffic patterns in a mesh topography of size m × m, where 

0 < x, y ≤ m-1. 
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For Tornado: 

 Dx = Sx + (m/2) -1, Dy = Sy + (m/2)-1          (3)  

For Complement:  

Dx = m-Sx-1, Dy = m-Sy-1                              (4)  

For Random:  

Dx = 1/m, Dy = 1/m                                       (5)  

In XY routing and tornado traffic, all routers experience 

uniform congestion. Conversely, in complement traffic, 

the congestion is higher in side routers compared to 

middle routers. In the case of a random type, the packet 

is equally likely to be sent to other nodes. The experiment 

is conducted on an 8×8 network, where each packet 

comprises 16 flits. Additionally, each input port has a 

central buffer containing eight slots. 

Arbitration systems that include diverse inputs exhibit 

superior efficiency compared to alternative arbiters. 

Typically, the chip area is smaller, the power consumption 

is decreased, and the critical path value is reduced. Due 

to fewer gates, this technique often has the lowest power 

consumption compared to other arbiters. Using fewer 

gates further streamlines the chip's architecture and 

arrangement. 

Based on the data shown in Figs. 13, 14 and 15, the RR-

SFVP's test results surpass those of other techniques, 

particularly at high rates. The number of flits rises with 

greater doses, intensifying rivalry among them.  

There is a consistent correlation between the level of 

delay and the level of throughput. However, it should be 

noted that the suggested technique of fake traffic 

mentions at the beginning of the assessment section that 

the flits acceptance capacity at the entrance port of the 

relevant arbitration unit is twice as much as other 

approaches, namely two cycles. Consequently, the 

latency may be increased due to this factor, but this leads 

to a high throughput rate, as shown by expression 2. 

Implementing ViChaR [23] for 4VC and 8-slots 

demonstrates significantly improved output NoC 

performance and reduced average latency compared to 

both Link-List and ViChaR NoC for various traffic 

scenarios. The acceleration is attributed to the input 

port's performance, directly reducing the number of 

executable cycles. Furthermore, the channels are 

simultaneously and concurrently verified by the 

arbitration unit in a specific section of the circuit, resulting 

in a better processing speed owing to the circuit's 

architecture. In contrast to other methods, the RR-SFVP 

selects the desired port in a parallel and simultaneous 

manner across multiple channels. This allows for efficient 

processing of requests and enables the system to make 

the best choice based on the criteria outlined in the RR-

SFVP section. 

F. Evaluation of the Performance of the Arbitration Unit in 
Real Benchmarks (Applications): 

To further examine the effectiveness of the suggested 

technique, we assessed the proposed method's impact on 

the performance of two Network-on-Chip (NoC) 

applications, namely MPEG-4 and AV [33]. 

We conducted measurements of throughput and 

latency. Throughput was determined by calculating the 

rate at which packets were received and the maximum 

number of packets injected during a specific time frame. 

The average latency is determined by calculating the 

average time delays per clock cycle when a certain 

amount of packets are sent and received in the NoC. We 

vary the packet injection rates to assess the performance 

of the application-specific traffic. The rate of packet 

injection is modified per unit of time. The maximum 

bandwidth of the source cores defines the time unit. For 

example, the MPEG4 decoder's Source Core#8 has a 

maximum bandwidth of 1580 flits. Hence, the time unit 

will be 1580 clock cycles, assuming that each source core 

injects one flit each clock cycle. The AV (Audio-Video) 

application requires precise measurement. Specifically, 

Core#14 has a maximum bandwidth of 192078 flits per 

192078 clock cycles. 

MPEG-4 AV programs consisting of audio and video are 

mapped onto 2D chips with a mesh topology. The 

programs are mapped to dimensions of 3x4 and 4x4, 

respectively. Fig. 16 and Fig. 17 show diagrams of MPEG-

4 and AV applications. 

Packet communication utilizes wormhole routing and 

adheres to a specific XY routing algorithm. The arrow lines 

indicate the packet's route from the source cores to the 

destinations. 

The assessment criteria in this experiment are identical 

to those in the previous one, with a total of 4 virtual 

channels and a 16-bit per flit. 

    
 

Fig. 16: Mapping of MPEG-4 core graphs to a 3×4 Mesh 
Topology NOC [36]. 
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Fig. 17: Mapping of AV core graphs to 4×4 Mesh Topology 
NOC [36]. 

 

The delay occurs throughout the transmission of 

packets to all destinations, such as MPEG-4 and AV 

targets, with corresponding packet sizes of 55,472 and 

380,128. The disparities among these three Network-on-

Chip (NoC) applications are insignificant, primarily due to 

two specific circumstances. Initially, we configured VC-4 

for every input port, surpassing the maximum number of 

required VCs in these applications. Fig. 16 and Fig. 17 

show the most requested VCs in MPEG-4, AV, and 3 and 

2. Furthermore, the packet traverses many ways.  

They are not experiencing congestion. For example, 

the input channel on the western side of MPEG-4 router 

#11 has the most significant packet flow. 

According to Fig. 18 and Fig. 19, the findings indicate 

that the delay caused by RR-SFVP is 72%, 92%, and 78% 

less than the average delay caused by LLD-Matrix for 

MPEG-4, AV, and applications. 
 

  
Fig. 18: Latency for MPEG-4, for 3×4 mesh NoCs. 

 

Fig. 19: Latency for AV, for 4×4 mesh NoCs. 

Results and Discussion 

In this article, a method for having a network router 

unit on a chip was proposed, which had several 

advantages over the previous techniques, the most 

important of which was its variable priority, which means 

that input does not always have the highest priority, even 

though the design circuit It is done sequentially, that is, 

the system is designed in such a way that fairness is 

considered among all requests. The second and most 

important advantage of the designed circuit is to save the 

last granted virtual channel ID, which, in addition to 

keeping the granted virtual channel ID, saves time in the 

next cycle to check the requested virtual channels. The 

third advantage of the designed circuit is shortening the 

critical path, saving area, and power consumption. 

Conclusion 

This study introduces the RR-SFVP microarchitecture, 

a modified version of the RR technique. The buffer 

employs an arbitration unit to pick a port from several 

ports based on essential priorities among various virtual 

channels (VCs).  

This ensures that no port is deprived of resources and 

that no port is given greater priority than others. 

Assessments indicate that the RR-SFVP approach exhibits 

lower area and power usage than other methods. 

Compared to the RR arbitration unit, one of the 

conventional techniques, it has achieved a 55.1% 

reduction in critical route latency and a 12.1% drop in 

power consumption, improving space efficiency by 4.3%. 

However, the simulation findings demonstrate that the 

RR-SFVP approach, compared to the IRR method, a 

relatively recent arbitration method, exhibits a 2% 

reduction in area, a 3.7% decrease in power consumption, 

and a 10.88% decrease in critical route latency. Future 

work might include suggesting changes to the arbitration 

unit design, such as using shared comparison gates to 

decrease vital path delays. 
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Abbreviations  

 NOC Network On Chip 

VC Virtual Channel 

DAMQ Dynamically Allocated Multi-Queue 

ViChaR Virtual Channel Regulator 

EDVC Efficient Dynamic Virtual Channel 

FIFO First-in First-out 

FPGA Field programmable gate array 

HoL Head Of Line blocking problem 

HDRA High-speed and Decentralized Round 
robin 

IPRRA Improved parallel round-robin arbiter 

IRR_WF Index round-robin weak fairness 

HDRA High-speed and decentralized round-
robin arbiter 

LLD Linked-List based DAMQ 

MPEG Moving Picture Experts Group 

AV Audio-Video Benchmark 
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Background and Objectives: The design of the circuit analog absorbers including 
resistive and conductive patterns on a dielectric substrate placed above the 
ground plane with a free spacer is interesting for researchers in the microwave 
regime. Broad absorption band can be achieved by appropriately designing the 
structure parameters that lead to matching the input impedance of the structure 
with the impedance of free space over a wide operating band. In this study, a 
wideband circuit analogue absorber including double-layer of resistive frequency 
selective surfaces (FSS) is proposed.  
Methods: The proposed structure is composed of two layers of periodic arrays of 
strips loaded with lumped resistors deposited on dielectric substrates and 
separated by an air spacer. Strips of each layer are orthogonal to each other. The 
structure is placed on a metallic back reflector with an air spacer. The bottom 
resistive FSS including resistor-loaded strips directed in the x-direction plays the 
effective role of producing the resonant frequencies with exciting TM polarization 
waves and leads to a wide high-frequency absorption band, while the top resistive 
FSS, including resistor-loaded strips directed in the y-direction plays the effective 
role in exciting the resonances for TE polarization that can produce a broad low 
frequency absorption band. Indeed, in each polarization, one of the resistive FSS 
acts as a resonator while the other resistive FSS acts as a transparent layer and 
transmits the wave. A circuit model for characterizing the proposed structure is 
presented for both TE and TM polarizations in the subwavelength regime, which 
shows good agreement with the full-wave simulations. 
Results: The results demonstrate that the reflectivity below −10 dB (absorption 
above 90%) obtains from 3.55 to 9.82 GHz (fractional bandwidth of 93%) under 
normal incidence for TE polarization while with TM incident wave excitation, the 
absorption above 90% from 9.44 to 20.85 GHz (fractional bandwidth of 75%) can 
be achieved.  
Conclusion: The proposed structure leads to a wideband absorber with various 
bandwidths corresponding to exciting TE and TM incident waves.  Most of the 
proposed structures in the literature produce similar bandwidths for both 
polarizations. Therefore, a polarization-controlled wideband absorber is designed 
in this task. 
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Introduction 
Electromagnetic absorbers have found many potential 

applications in different systems. The wide bandwidth 

over the operating band, and smaller thickness are the 

essential parameters, in the design of microwave 

absorbers. A resistive sheet placed a quarter-wavelength 

distance above the conducting plate [1]-[2] known as the 

Salisbury screen, was presented decades ago to reduce 

the reflection and result in absorbing the incident 

electromagnetic wave. Despite its structural simplicity, 
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due to the conforming of quarter-wavelength conditions 

at a single specified frequency, the absorption bandwidth 

of the Salisbury screen was relatively narrow. Jaumann 

absorber utilizing additional resistive layers and spacers 

was introduced [3]-[4] to improve  the bandwidth of the 

Salisbury screen. However, increasing the resistive layers 

and spacers enhances the total thickness and it limits its 

scope of application. The circuit analog (CA) absorbers 

were proposed for achieving electromagnetic absorbers 

with wide bandwidth and small thickness [5]-[30]. The 

circuit analog absorbers are made by depositing 

conductive/resistive patterns or resistor-loaded patterns 

on a dielectric layer placed above a metallic back reflector 

with a free spacer. By appropriately designing the 

structure parameters and choosing the chip resistors, the 

input impedance of the structure could be matched with 

free space impedance over a wide operating band, and 

the broad absorption band occurs. 

In [5]-[9], the structures based on the conductive 

patterns and dielectric layers have been proposed to 

achieve the narrow and wide absorption bands. For 

example, in [6], a single layer of copper FSS as swastika-

like patterns has been employed to design a narrow band 

absorber. The multilayered structures of metallic loops 

and closed ring resonators have been proposed in [7] 

and [8], respectively, for achieving broadband and dual-

band absorbers. In [9], a multilayered structure of crossed 

dipoles has been proposed to realize triple absorption 

bands. In [10]-[14], the frequency selective surfaces 

including resistive patterns are employed to realize the 

broad absorption bands. The resistive treble-square 

loops, resistive crisscross and fractal square patches and 

resistive quadruple hexagonal loops have been 

respectively utilized to realize broadband absorbers 

in [11], [12], and [13]. In [15]-[30], resistor-loaded 

patterns have been applied to achieve broadband 

absorbers. In [16] and [21]-[22], broadband absorbers 

based on square loops loaded by lumped-resistors have 

been presented. Lumped resistor loaded double 

octagonal rings have been employed to realize wideband 

absorber in [17]. In [23], a single layer of a modified 

circular ring and in [24], a single layer of double patterns 

of rectangular and ring split ring resonators loaded by 

lumped resistors have been applied to achieve wideband 

absorbers. In recent tasks, the researchers have designed 

absorbers consisting of multiple vertically stacked FSS 

layers to increase the bandwidth. In [28], a structure using 

a dual layer of resistor-loaded metallic strips has been 

proposed to achieve a wide absorption band for both TE 

and TM modes. The structure includes the lossy layer 

consisting of two orthogonal layers of dual-resistor-

loaded metallic strips printed on both sides of a dielectric 

substrate. In [29], a polarization-insensitive wideband 

absorber has been proposed based on a multi-layer of 

square loops loaded with lumped resistors printed on the 

dielectric layers separated by an air spacer. In this task, 

the bottom resistive surface in combination with the top 

resistive surface, enhances the bandwidth by creating 

another resonance.  A polarization-insensitive circuit 

analog absorber containing two lossy layers of a single 

square-loop and double-square-loop loaded with lumped 

resistors has been designed in [30] to obtain an ultra-wide 

absorption band. All of these aforementioned absorber 

designs are polarization-insensitive and capable of 

absorbing waves for both polarizations in the same 

absorption band. Therefore, the design of an absorber 

with selectivity bandwidth according to the polarization is 

interesting. In [31]-[34], the polarization-controlled 

structures that display the various absorption bands 

according to the selection of the polarization have been 

presented.  However, the proposed structures present 

narrow absorption bands with exciting TE and TM 

incident waves.  

In this paper, a wideband absorber is designed with 

various bandwidth range according to exciting each 

polarization. The proposed structure is composed of 

double layers of resistor-loaded metallic strips array 

printed on a dielectric substrate. The strips of one layer 

are orthogonal to the other layer. Two layers are 
separated by an air spacer, and then the bottom layer is 

placed above a metallic film with another air spacer. The 

various wide absorption bands can be achieved with the 

selection of polarization. The strips of the top resistive 

layer are arranged in y-direction while the strips of the 

bottom resistive layer are arranged in x-directions.  
Therefore, by properly designing the geometrical 

parameters and choosing the chip resistors of the 

structure, the structure can absorb the incident waves for 

TE polarization at low frequencies between ranges of 3.55 

to 9.82 GHz, while it can absorb the incident waves for TM 

polarization at higher frequency between ranges of 9.44 
to 20.85 GHz. An equivalent circuit model is introduced 

for both polarizations. Therefore, by changing the 

polarization, the absorption bandwidth would change.   

The following paper is organized as follow: the structure 

and analysis are presented in section 2. The proposed 

structure leads to various absorption bands with exciting 

TE and TM incident waves. The equivalent circuit model is 
presented for both polarizations. It’s demonstrated that 

the top resistive layer plays the resonator role modeled 

as two series R-L-C branches by exciting TE mode while 

the situation is vice versa for TM mode. For TM 

polarization, the bottom resistive layer is modeled as two 

series R-L-C branches. Finally, Section 3 presents the main 
conclusions. 

Structure and Design 

A single unit cell of the proposed structure, which 

comprises two resistive frequency selective surfaces 

printed on dielectric layers is displayed in Fig. 1. The 

thickness of dielectric spacers is defined as 
1dh  and 

2dh . 
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These layers are separated by an air spacer with a 

thickness of 
1sh  and 

2sh . The overall structure has been 

terminated by a metal film acting as a back reflector.  

 
(a) 

 

(b) 

 

(c) 

Fig. 1: (a) Perspective view of the structure including a double 
layer of the resistive frequency selective surfaces deposited on 

a dielectric substrate placed on a spacer and a metallic 
reflector at the bottom. (b)Top view of the top resistive FSS 

including three resistor-loaded strips directed in y-direction (c) 
Top view of the bottom resistive FSS including four cells of 

three resistor-loaded strips directed in x-direction. 

The unit cell of the top resistive frequency selective 
surface (TRFSS) is built of three resistor-loaded strips 
directed in the y-direction. The length and width of the 
central strip is 

1 1,d w  and two neighbor strips with the 

length and width of 
2 2,d w  are placed at the right and the 

left of the central strip with space of g1. Lumped resistors 
are placed at the center of each strip with values of 

aR  

and
bR .  The bottom resistive frequency selective surface 

(BRFSS) is composed of four sub unit cells of three 

resistor-loaded strips directed in x-direction. The length 

and width of the central strip is 
3 3,d w , and two neighbor 

strips with the length and width of 
4 4,d w  are placed at 

the right and the left of the central strip with space of g2. 
Lumped resistors are placed at the center of each strip 

with values of 
cR  and

dR . RT/Duroid5880 with a relative 

permittivity of 2.2 has been used as dielectric. Copper 
with conductivity σ = 5.8 × 107 S/m and a thickness of 0.02 
mm is considered for the metal strips and the bottom 
metallic film. The period of the structure is supposed to 
be P in x- and y-directions.  
 

The proposed structure leads to wideband absorption 

bands by exciting TE and TM incident waves. By exciting 

the TE incident wave where the electric field is in the y-

direction and the magnetic field is in the x-direction, the 

top resistive frequency selective surface plays an essential 

role in exciting the resonant frequencies. It leads to a low-

frequency wide absorption band. In this case, the bottom 

resistive FSS acts as a transparent layer and transmits the 

wave.  At the same time, a high-frequency absorption 

band can be achieved by exciting TM incident waves. In 

this case, the bottom frequency selective surface plays an 

essential role in exciting the resonant frequencies, and 

the top resistive FSS transmits the wave. In Table. 1, the 

Description of Parameter Symbol Value 

Period length P 26 mm 

Thickness of top dielectric layer hd1 0.45 mm 

Thickness of bottom dielectric layer hd2 0.2 mm 

Thickness of top free spacer hs1 5 mm 

Thickness of bottom free spacer hs2 5 mm 

Central strip length of the TRFSS d1 25mm 

Central strip width of the TRFSS w1 0.5 mm 

smaller strip length of the TRFSS  d2 15 mm 

smaller strip width of the TRFSS w2 0.5 mm 

Central strip length of the BRFSS d3 11 mm 

Central strip width of the  BRFSS w3 0.4 mm 

smaller strip length of the  BRFSS d4 5 mm 

smaller strip width of the  BRFSS w4 0.4 mm 

gap between strips of the TRFSS g1 3.5 mm 

gap between strips of the  BRFSS g2 1.5 mm 

Lumped resistor at the center of 
longer strips of the TRFSS 

Ra 125 Ω 

Lumped resistor at the center of 
smaller strips of the TRFSS 

Rb 100 Ω 

Lumped resistor at the center of 
longer strips of the  BRFSS 

Rc 75 Ω 

Lumped resistor at the center of 
smaller strips of the  BRFSS 

Rd 50 Ω 

 

Table 1: Detailed unit cell parameters of the proposed structure 
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parameters of a single unit cell of the proposed structure 

are presented. Fig. 2(a) and (b) show the simulated 

reflectivity and absorption of the proposed absorber 

under the normal incidence for TE polarization. The 

simulated results display the reflectivity below −10 dB 

(equal to absorption above 90%) from 3.55 to 9.82 GHz 

with a fractional bandwidth of 93%. Fig. 2(c) and (d) 

demonstrate the simulated reflectivity and absorption of 

the resistive absorber under the normal incidence for TM 

polarization. The simulated results show that the 

reflectivity below −10 dB (equal to absorption above 90%) 

occurs from 9.44 to 20.85 GHz with fractional bandwidth 

of 75%.  

 

(a) 

 

(b) 

 
(c) 

 

(d) 

Fig. 2: Simulated (a) reflectivity (b) absorption spectra of the 
structure of Fig.1 for TE polarization (c) reflectivity (d) 

absorption spectra for TM polarization. 

In Fig. 3, the variations of the lumped resistors loaded 

on strips are surveyed on the absorption spectra. Fig. 3(a) 

shows the absorption spectra of the proposed structure 
for TE polarization, when the lumped resistors of the top 

resistive layer are varied. As observed, with the selection 

of Ra= 100 Ω, Rb=75 Ω and values more than them, high 

absorption can be achieved. The variations of the lumped 

resistors of the bottom resistive layer on absorption 

spectra for TM polarization are demonstrated in Fig. 3(b). 

 

(a) 

 (b) 

Fig. 3: Simulated absorption spectra of the structure with 
various lumped resistors (a) for TE polarization (b) for TM 

polarization. 

Furthermore, to better understand the absorber 

behavior, the equivalent circuit models are presented for 

both TE and TM modes in the subwavelength regime. The 

circuit model corresponding to the proposed absorber is 
illustrated in Fig. 4(a) for the TE polarization wave and (b) 

for the TM polarization wave, respectively. In the TE case, 

the top frequency selective surface plays an essential role 

in exciting the resonant frequencies modeled as two 

branches of series resistor-inductor-capacitor (RLC) 

circuits connected in parallel. R1, L1, and C1 show the 
resistance, inductance, and capacitance corresponding to 

the central metallic strip, respectively, while R2, L2, and C2 

represent those of smaller metallic strips. The values of 

the lumped elements corresponding to the resistor-

loaded strips of top frequency selective surfaces for TE 

polarization are defined as: C1=0.06 pF, L1=19 nH, 

1 230R    , C2=0.027 pF, L2=16.5 nH and 
2 300R    . In 

this case, the bottom resistive FSS of the resistor-loaded 

strips acts as a transparent layer and transmits the wave. 

In TM case, the situation is vice versa. In this case, the 
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bottom frequency selective surface plays an essential role 

in exciting the resonant frequencies which are modeled 

as two branches of series resistor-inductor-capacitor 
(RLC) circuits connected in parallel. R3, L3, and C3 show the 

resistance, inductance, and capacitance equivalent to the 

central metallic strip, respectively, while R4, L4, and C4 

specify those of smaller metallic strips. The values of the 

lumped elements [21] corresponding to the resistor-

loaded strips of the bottom frequency selective surfaces 
for TM polarization are defined as: C3=0.02 pF, L3=10.5 nH, 

3 230R    , C4=0.008 pF, L4=9.7 nH and 
4 300R    . In 

this case, the top resistive FSS of the resistor-loaded strips 

acts as a transparent layer and transmits the wave. To 

demonstrate the role of the top resistive FSS as a 

transparent layer for TM polarization, the S-parameters 

of a single layer of top resistive FSS are plotted in Fig. 5 for 

TM polarization. Two ports are considered at the top and 

bottom of this layer for computing the S-parameters. The 
transmission and reflection coefficients are plotted in Fig. 

5.  As observed, this layer transmits the waves for TM 

polarization (S12 is 0 dB) and acts as a transparent layer. 

The dielectric layers are modelled by the transmission 

lines of the characteristic admittance of 
0d rY Y   and 

the propagation constant of 
0d r     with lengths of 

hd1 and hd2. The air spacers are modelled by the 

transmission lines of the characteristic admittance of 0Y  

and the propagation constant of 
0   with lengths hs1 and 

hs2. The bottom metallic film is modelled by the short 
circuit in the equivalent circuit model.  

In TE case, the input admittance of the structure is 

computed as: 

,1 ,2 ,in sur sur slabY Y Y Y                                                  (1)
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where ,sur iY  (i=1,2) is the admittance of the strips loaded 

with lumped resistors and  slabY  is the equivalent 

admittances of the conductor-backed dielectric slabs and 
air spacers. 

Finally, the values of the absorption can be computed 

as: 

 
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0

0

1
( ) 1 ( ) 1

1
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Z Z
A R

Z Z


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
                             (6) 

In which, 
1

in inZ Y   and 0Z  is the free-space 

impedance.  When the impedance matching conditions 

over a specified frequency range occur, the maximum 

absorption can be obtained on this frequency range.  

 

 

(a) 

 

(b) 
Fig. 4: The equivalent circuit model of the proposed structure 
for (a) TE and (b) TM polarizations in subwavelength regime. 

 

Fig. 5: The S-parameters of a single layer of top resistive FSS for 
TM polarization. 

 

The comparison between the result extracted by the 

circuit model analysis and the results obtained by HFSS 

simulations are displayed in Fig. 6(a) for the proposed 

structure with parameters presented in Fig. 2 for TE 

polarization. As demonstrated, the result obtained by the 

circuit model is in good agreement with the full-wave 

simulation results.  

In the TM case, the input admittance is computed as: 

 4 1

4 1

tan( )

tan( )

slab d d d
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d slab d d
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Y Y
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The result extracted by the circuit model is compared 

to the HFSS simulation result for TM polarization in Fig. 

6(b). 

 
(a) 

 
(b) 

Fig. 6: the results extracted by the circuit model are compared 
to the HFSS simulations for the proposed structure for (a) TE 

polarization (b) TM polarization. 

However, it is clear that without each of the resistive 

layers and its underlying dielectric, the absorption occurs 

for one of the polarizations. For example, if one puts up 

the top resistive layer and its underlying dielectric above 

the metallic film with an air spacer of thickness of hs1 + 

hs2= 10 mm, the new structure absorbs the incident waves 

for just TE polarization.  Suppose the bottom resistive 

layer and its underlying dielectric have been placed above 

the metallic film with an air spacer of thickness of hs2= 5 

mm. In that case, the structure absorbs the incident 

waves for just TM polarization. Fig. 7 shows the 

absorption spectra for structures without one of the 

resistive FSS for TE and TM polarizations. 

 
(a) 

 
(b) 

Fig.7:  Simulated absorption spectra of the structure without 
considering (a) the bottom resistive layer and its underlying 

dielectric (b) the top resistive layer and its underlying dielectric 
and top air spacer under the normal incidence. 

In the following, the performance of the structure with 
respect to the incident angle is investigated. As 
mentioned, the performance depends on polarization. 
For each polarization, the structure leads to a specified 
absorption spectra.  Here, the structure’s performance 
concerning the angle of incidence for each polarization is 
evaluated.  Fig. 8 illustrates the absorption spectra as a 
function of the frequency and the incident angle up to 50o 

for TE and TM polarizations, respectively. For both TE and 
TM polarizations, absorption above 80% can be achieved 
for the incident angles up to 30◦. For TE polarization, the 
bandwidth decrease with increasing the angle of 
incidence. For TM polarization, the absorption values are 
reduced in the middle of the bandwidth.  

 
(a) 

 
(b) 

Fig. 8 The Absorption spectra of the proposed structure as a 
function of different incident angles of (a) TE polarization, and 

(b) TM polarization. 
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Finally, comparisons between the designed absorber 

and the other absorbers are performed in the Table. 2. 

The comparisons are performed in terms of structure and 

performance. As observed, the structures proposed 

in [28]-[30] are symmetric and produce a wide absorption 

band for both TE and TM polarizations. In the present 

task, the proposed structure causes the absorption 

performance depending on the polarization. The 

proposed structure leads to various bandwidths with 

exciting polarization. Although, the structures proposed 

in [31]-[34] present the polarization-controlled absorbers. 

However, the proposed structures are narrowband 

absorbers, while this task presents a wideband absorber. 
 
Table 2: Performance comparison of proposed absorber to 
other task 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Conclusion 

In this paper, a wideband absorber with various 

bandwidths associated with exciting TE and TM incident 

waves has been designed. The proposed structure is 

composed of two stacked resistive layers printed on a 

dielectric substrate. A single unit cell of the top resistive 

layer includes three resistor-loaded strips directed in the 

y-direction that lead to excite the resonances for TE 

polarization. In contrast, the bottom resistive layer is 

composed of four unit cells of three resistor-loaded-strips 

in the x-direction that leads to excite the resonances for 

TM polarization. In each polarization, other resistive layer 

transmitted the wave. The structure led to absorption 

above 90% from 3.55 to 9.82 GHz for TE polarization, 

while with TM incident wave excitation, the absorption 

above 90% from 9.44 to 20.85 GHz has been achieved. 

Hence, in this task, a polarization-controlled wideband 

circuit analog absorber has been proposed.  
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Background and Objectives: The combination of multiple-input-multiple-output 
(MIMO) with a Visible light communication (VLC) system leads to a higher speed 
of data transmission named the MIMO-VLC system. In multi-user (MU) MIMO-VLC, 
an LED array transmits signals to users. These signals are categorized as signals of 
private information for each user and signals of public information for all users.  
Methods: In this research, we design an omnidirectional precoding to transmit the 
signals of public information in the MU-MIMO-VLC network. We aim to maximize 
the achievable rate which leads to maximizing the received mean power at the 
possible location of the users. Besides maximizing the achievable rate, we consider 
equal mean transmission power constraints in all LEDs to achieve higher power 
efficiency of the power amplifiers used in the LED array. Based on this, we 
formulate an optimization problem in which the constraint is in the form of a 
manifold, and utilize a gradient method projected on the manifold to solve the 
problem.  
Results: Simulation results indicate that the proposed omnidirectional precoding 
can achieve superior received mean power besides more than 10x bit error rate 
reduction compared to the classical form without precoding utilization.  
Conclusion: In this research, we proposed an omnidirectional precoding for 
transmitting the public signals in the MU-MIMO-VLC system. The proposed 
optimization problem maximizes the received mean power constrained with equal 
transmission mean power of LEDs in the array. 
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Introduction 

Visible light communication is one of the attractive 

optical communication systems that utilize the visible 

region of optical spectrum [1]. Due to the 

combination of communication with lighting, VLC is 

one of the emerging technologies in 6G and regarded 

as a promising technique to provide internet in indoor 

wireless access [2]. Generally speaking, VLC has many 

significant advantages, such as license-free spectrum, 

high security, high data rates, low cost, and freedom 

from hazardous electromagnetic radiation [3], [4].  

 

Furthermore, multiple-input-multiple-output 

(MIMO) techniques are used in communication 

systems to ensure a high data rate and reliability 

where transmitters and receivers use multiple 

antennas [5]. A special case of MIMO systems is multi-

user MIMO (MU-MIMO) where the 

transmitter/receiver is equipped with multiple 

antennas and the receiver/transmitter consists of 

multiple users with single or multiple antennas. In this 

case, a base station (BS) with an antenna array 

supports multiple mobile stations (MS) 

simultaneously [6]. 

http://jecei.sru.ac.ir/
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Recently, to jointly benefit from the advantages of 

VLC and MU-MIMO, MU-MIMO-VLC systems have 

been considered, in which a LED array is used to 

transmit the downlink signals to multiple users 

simultaneously [7], [8]. To prevent inter-user 

interference, the users’ associated signals are 

precoded before transmission [9]-[18]. This type of 

precoding is named directional precoding where the 

precode matrix is designed based on the channel 

matrix. The authors in [9] have formulated the 

precoding and power allocation problems and do 

energy efficiency optimizations for multi-cell rate-

splitting multiple access VLC systems.  

In [10], C. Wang et al. proposed a precoding based 

on successive interference cancellation (SIC) to 

optimize the electrical/optical power of each LED and 

achieve the maximum sum rate. Another research 

designed a precoding matrix by maximizing mutual 

information subject to both peak and average power 

constraints [12]. The performance of MU-MIMO-VLC 

block diagonalization precoding is discussed in [13]. 

The results show that inter-user interference is 

eliminated and the complexity of users’ terminals is 

reduced. Another research on precoding for MU-VLC 

is reported in [14] in which the confidentiality of 

users’ messages has been considered. 

In a MU communication system, each user has its 

private information. The above-mentioned and 

similar literature [10]-[14] employ precoding 

techniques to send private information to mitigate 

the other user’s signal by maximizing the received 

signal strength at the intended user. Applying 

precoding needs to know the channel state 

information (CSI) of each user. Furthermore, the 

transmitter unit broadcasts specific public or common 

information concurrently to all users connected to the 

network. This information includes data for 

synchronization, medium access control frames, link 

recovery request, or when an IP address is 

dynamically assigned to a device [19]. To transmit 

such information, it is assumed that the user location 

is not known, so the user location feedback is not 

needed. 

While the rate-splitting multiple access (RSMA) 

technique enables the concurrent transmission of 

specific common information and private data in a 

VLC network [20], [21].  

However, in the context of RSMA, the term 

"common information" is defined as a message that, 

while meant for a particular user, must be decoded by 

all users. This understanding contrasts sharply with 

the concept of a public message, which necessitates 

that all users have access to the information it 

conveys [22]. In addition, similar to directional 

precoding, in RSMA, CSI is needed in the precoding of 

both common and private information to prevent 

inter-user interference. 

On the other hand, the public message needs to be 

broadcast to all possible user locations, so inter-user 

interference is not a challenge here. In this case, we 

need an efficient precoding for the transmission 

signal to balance the received signal over the whole 

coverage area. This type of precoding is named 

omnidirectional precoding [23], [24]. The main 

differences between omnidirectional and directional 

precoding can be summarized as: 1) The transmit 

information in directional precoding is private 

information of that user while in omnidirectional 

precoding, the transmit information is the public 

information that all users wish to receive, 2) 

Directional precoding relies on the precise knowledge 

of the channel vector that exists between the user 

and the transmitter array. In contrast, 

omnidirectional approaches require only the channel 

model without the need for specific vector values, 3) 

in the directional precoding, the transmitted energy 

of LEDs is concentrated in the target point where the 

user is located there. In comparison, the idea in 

omnidirectional precoding (assuming an unknown 

user location) is to maximize the received energy in 

all potential user locations. To the best of our 

knowledge, there is not any study that addresses the 

design of omnidirectional precoding proportional to 

MU-MIMO-VLC systems. 

In this paper, we present an omnidirectional 

precoding algorithm for a transmitter LED array in a 

MU indoor MIMO-VLC system for the transmission of 

public information in the network.  

A comparison of the fundamental differences 

between introduced omnidirectional precoding for 

VLC and traditional directional precoding are outlined 

in Table 1. 

To this end, while the user location is not known, 

we propose to maximize the achievable rate in user 

potential locations which leads to maximizing the 

received mean power at the whole area. On the other 

hand, to achieve higher power efficiency of the power 

amplifiers used in the LED array, it is needed that the 

mean transmission powers of the signals associated 

with all LEDs be the same. Consequently, we consider 

this constraint besides maximizing the achievable rate 

in our problem. This leads to a constrained 

optimization problem in which the constraint is in the 

form of manifold. Accordingly, to solve this problem, 

we propose a gradient method projected on the 

manifold.  

The rest of this paper is organized as follows. The 

system model is described in the next section. After 
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that we propose our optimization problem. The 

simulation setup, results, and discussion are 

presented and finally, the paper is concluded. 

 
Table 1: Fundamental differences between directional and 

proposed omnidirectional precoding for VLC 

 

Symbol 
Directional 
Precoding 

Omnidirectional 
Precoding 

Scope 
Transmitting 
specific signal to 
each user 

Transmitting signal to 
all users 
simultaneously 

Data private public 

Design 
requirements 

CSI values for 
each transmitter-
user pair 

Channel model 

Scattered 
Power 
distribution 

Concentrated to 
the user location 

Distributed over 
possible locations of 
users  

Objective 
function 

Maximizing the 
signal to 
interference plus 
noise ratio 

Maximizing the 
received mean power 
of possible locations 
of users 

 

System Model 

Consider a VLC-MIMO system with a uniform 

rectangular LED array to broadcast public information 

to the single photo-diode (PD) equipped users in the 

coverage area shown in Fig. 1 assuming that the array 

of LEDs consists of  𝑀𝑡 LEDs in a rectangular structure 

as 𝑀𝑡 = 𝑀𝑥 × 𝑀𝑦 on the x-y plane and 𝑑𝑥  and 𝑑𝑦 are 

the distances of adjacent LEDs along the x-axis and y-

axis, respectively. Note that in our model, the LED 

panel is placed on the ceiling with height D from the 

room's floor. Furthermore, assume that the public 

information signal vector 𝒔 = [s1, s2, … s𝑞]
𝑇

 sent to 

users, where si, q, and ( . )𝑇  indicate the i-th 

transmitted symbol, number of symbols, and 

transpose, respectively. This signal vector is 

multiplied by the designed precoding matrix 𝑷 =

[𝒑1, 𝒑2, … 𝒑𝑀𝑡
]

𝑇
ϵ ℝ𝑀𝑡×𝑞 to generate LEDs’ 

transmission signal vector 𝒗 = 𝑷𝒔 + 𝑒, where 𝒗 =

[𝑣1, 𝑣2, … 𝑣𝑀𝑡
]

𝑇
 with vi presents the transmit signal of 

i-th LED located in (𝑥𝑖 , 𝑦𝑖 , 𝐷) 

𝑥𝑖 = ⌊
𝑖−1

𝑀𝑦
⌋ 𝑑𝑥 , 𝑦𝑖 = (𝑖 mod 𝑀𝑦 − 1)𝑑𝑦 ,   𝑖 = 1, 2, … 𝑀𝑡 , 

  (1) 

in which ⌊ . ⌋ denotes the floor operator sign and ‘mod’ 

indicates the reminder of deviation and e is the DC 

offset to confirm non-negative elements of v. 

In VLC systems, each user is equipped with a PD to 

receive the transmitted optical signal strength from 

LEDs array. Thus, the received signal at the j-th user 

in the coordinates (𝑥𝑗
𝑢 , 𝑦𝑗

𝑢 , ℎ) will be as follows [12]: 

𝑟𝑗 = 𝒉𝑗
𝑇(𝑷𝒔 + 𝑒) + 𝑛 ,                         (2) 

where P is the Mt × 𝑞 precoding matrix, n is white 

Gaussian noise and hj is the Mt × 1 channel vector. 

𝒉𝑗 = [h𝑗1, h𝑗2, … h𝑗𝑀𝑡
]

𝑇
 with hji is the VLC channel gain 

between the i-th LED and the j-th user.  

VLC channel models are currently investigated 

under two categories: deterministic and stochastic 

models. Deterministic models aim to predict channel 

characteristics at a specific location of the transmitter 

and receiver, as well as the surrounding environment, 

with ray tracing, recursive, and empirical algorithms. 

In stochastic approaches, the impulse responses of 

VLC channels are defined by the law of light 

propagation applied to a specific geometry of 

transmitter, receiver, and scattered [25]. In this 

research, we also use deterministic channel model as 

commonly used in other literature. 

As the line of sight (LOS) channel of the optical 

wireless channel contains most parts of the 

transmitted energy [10], we ignore the non-LOS part 

in this work. We use the well-known Lambertian 

model to estimate the path loss in VLC channel. 

Consequently, according to the geometry presented 

in Fig. 1, for the LOS path, hji is given as [26] 

ℎ𝑗𝑖 = 

{

𝐴𝑑(𝑚𝑙+1)

2𝜋𝑑𝑗𝑖
2 cos𝑚𝑙(𝜙𝑗𝑖) cos(𝜃𝑗𝑖)𝑇𝐺  𝑖𝑓  0 ≤ 𝜃𝑗𝑖 ≤ 𝜓𝑅

0                                                              𝑖𝑓  𝜃𝑗𝑖 < 𝜓𝑅         
 , 

(3) 

where 𝜙𝑗𝑖  denotes the emitting angle, 𝜃𝑗𝑖  denotes the 

incident angle from the i-th LED to j-th user, 𝐴𝑑 

denotes the area of the receiver PD, 𝑚𝑙 is Lambert’s 

mode number expressing the directivity of the source 

beam, the 𝑇 denotes the signal transmission 

coefficient of an optical filter, 𝜓𝑅  denotes the field of 

view of the receiver PD, 𝐺 denotes the concentrator 

gain, and dji is the distance between i-th LED to j-th 

user PD [26]. Given the significant attenuation observed 

in this model relative to distance, the impact of multipath 

reflections on the received signal is negligible and can 

therefore be disregarded. 

Proposed Optimization 

In this paper, the idea is to design an 

omnidirectional precoding matrix for efficient 

transmission of public information signals of all users 

distributed on the coverage area in the VLC network. 

To address this challenge appropriately, two 

limitations are considered. 1) Maximum achievable 

rate, 2) constant mean transmission power of array 

LEDs. 
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A.  Maximum Achievable Rate 

According to the channel model described in (2), 

the mutual information of MIMO-VLC downlink 

transmission after DC suppression will be as follows 

[27], [28] 

𝐼𝑗 = log (1 +
1

𝛿2 𝒉𝑗
𝐻𝐏𝐏𝐻𝒉𝑗) ,                                        (4) 

in which 𝛿2 indicate the variance of noise at the 

receiver and ( . )𝐻 indicates the Hermitian. Besides, it 

is supposed that the mean power of the elements of 

the vector s is equal to one. According to (4), 

maximizing term 𝒉𝑗
𝐻𝐏𝐏𝐻𝒉𝑗  leads to maximum 

achievable rate where it is in line with maximizing 

received mean power at the j-th user. Since the users 

can be located at any point of the covered area, so the 

precoding matrix should be designed in a way that 

term 𝒉𝑗
𝐻𝐏𝐏𝐻𝒉𝑗  achieves its maximum value for all 

possible hj values.  

To this aim, first, we do sampling from the 

coverage area uniformly, so that the work plane 

seems as a grid surface with step 𝑑𝑔. Given this 

premise, 𝒉𝑗  is defined as the channel vector between 

the LED array and the j-th point on the grid surface, 

and 𝑁𝑠 denotes the total number of grid points. Then 

we maximize the average of received mean power 

(ARMP) at the sampled location points as  

𝐴𝑅𝑀𝑃 =
1

𝑁𝑠𝑀𝑡
∑ 𝒉𝑗

𝐻𝐏𝐏𝐻𝒉𝑗
𝑁𝑠
𝑗=1

 .               (5) 

In this equation, the parameter Mt is utilized to 

normalize the total transmit power at the LED array. 

B.  Keeping Constant the Mean Transmission Power of 
Leds in the Array 

In a similar way to the radio frequency MIMO 

transmission system [28], to achieve a higher power 

efficiency of the amplifiers used to drive the LED 

array, it is needed that the mean transmission powers 

of the signals associated with all LEDs be the same. 

Supposing the elements of s are independent with 

zero-mean and unit variance, the mean transmission 

power of the i-th LED can be stated as 

𝐸(𝒗𝒊
𝟐) = 𝐸 ((𝒑𝑖

𝑻𝒔 + 𝑒)
𝟐

) 

= 𝒑𝑖
𝑻𝑬(𝒔𝒔𝑻)𝒑𝑖 + 𝑒2 = 𝒑𝑖

𝑻 𝒑𝑖 + 𝑒2 ,     (6) 

in which E(.) stands for expectation operator. In (6), 

the first term is the mean of AC power and the second 

one is DC power. To keep constant the mean transmit 

power of all LEDs, 𝒑𝑖
𝑻 𝒑𝑖  must be constant for 𝑖 =

1, 2, … 𝑀𝑡. Without loss of generality, we get 𝒑𝑖
𝑻 𝒑𝑖 =

1 as a constraint of problem where can be expressed 

in the matrix form as follows  

𝑑𝑖𝑎𝑔(𝑷𝑷𝑯) = 𝑰𝑀𝑡
 ,                        (7) 

in which, 𝑰𝑀𝑡
 is the 𝑀𝑡 × 𝑀𝑡 identity matrix and diag(.) 

represents a diagonal matrix whose major diagonal 

elements are equal to the major diagonal elements of 

the matrix. Accordingly, the proposed constrained 

optimization problem to design the precoding matrix 

P is 

max
𝑷

     ∑ 𝒉𝑗
𝐻𝐏𝐏𝐻𝒉𝑗

𝑁𝑠
𝑗=1      

𝑠. 𝑡.     𝑑𝑖𝑎𝑔(𝑷𝑷𝑯) = 𝑰𝑀𝑡 .
                      (8) 

As the term ∑ 𝒉𝑗
𝐻𝐏𝐏𝐻𝒉𝑗

𝑁𝑠
𝑗=1  is a concave function, by 

choosing (𝑷) ≜ − ∑ 𝒉𝑗
𝐻𝐏𝐏𝐻𝒉𝑗

𝑁𝑠
𝑗=1  , it transforms to a 

convex function. Accordingly, the optimization 

problem forms as 

min 
𝑷

  𝑓(𝑷)                        

𝑠. 𝑡.    𝑑𝑖𝑎𝑔(𝑷𝑷𝑯) = 𝑰𝑀𝑡
 .
                  (9) 

Recently, geometric solutions are used to solve 

various optimization problems. One kind of such 

solutions is manifold-based geometry which is used in 

constrained optimization problems [30], [31] because 

of its relative simplicity and optimality. The 

constraints in constrained optimization problems can 

be interpreted as isolated points in the space that are 

in the manifold forms such as Stiefel, Grassmann, 

Riemannian, etc. Consequently, the optimum points 

are searched in the space that is inside the manifold.  

In this work, we propose a manifold-based method 

to solve (9). As the constraint in (9) is in the form of 

Grassmann manifold [30] and 𝑓(𝑷) is in the form of a 

quadratic function (a convex function), we use the 

gradient method projected on the manifold, in which, 

matrix P is calculated iteratively as 

𝑷𝑘+1 = 𝑷𝑘 − 𝜇𝛁𝑓(𝑷𝑘) ,                                            (10) 

in which 𝑷𝑘  is the P values in k-th iteration, 𝜇 is step 

size, and 𝛁𝑓(𝑷)  is the 𝑀𝑡 × 𝑞  gradient matrix of 𝑓(𝑷). 

According to matrix relations on [32], we have 

𝛁𝑓(𝑷) = −2 ∑ 𝒉𝑗𝒉𝑗
𝐻𝑷

𝑁𝑠
𝑗=1  .                                        (11) 

 

Fig. 1:  Proposed system model. 
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In each iteration of the gradient algorithm, to 

ensure the constraint is established, the resulting 

matrix 𝑷𝒌+𝟏 is projected on the manifold. Since the 

constraint in (9) is in the form of the Grassmann 

manifold, the projection on the above manifold is as 

[30] 

𝑷𝑘+𝟏 ←  (𝑑𝑖𝑎𝑔(𝑷𝑘+1𝑷𝑘+1
𝐻 ))

−
1

2 𝑷𝑘+𝟏 .                       (12) 

 
The iteration is continued until the difference of 

𝑓(𝑷𝑘) goes below a determined small value 𝜀 for two 

successive iterations to satisfy the convergence 

condition, as |𝑓(𝑷𝑘+1) − 𝑓(𝑷𝑘)| < 𝜀. The steps of the 

proposed algorithm to solve the optimization 

problem (9) are determined by the projected gradient 

method on the manifolds presented in Algorithm 1. 

 

Algorithm 1: Solving the optimization problem 
presented in (9) 

1- Initialization of matrix 𝑷 

2- Calculate 𝛁𝑓(𝑷) using (11)  

3- Update 𝑷 as (10)  

4- Project 𝑷 on the manifold based on (12) 

5- Repeat steps 2-4 to achieve the convergence 
condition 

 

Results and Discussion 

In this section, we present the simulation setup 

and results to show how the proposed precoding 

algorithm for MIMO-VLC satisfies two limitations 

stated in section 2.  

To this end, we consider optimized ARMP as an 

evaluation criterion in which optimized ARMP is 

defined as the value of ARMP based on the designed 

precoding matrix P. To the best of our knowledge, 

there is not any similar study to design an 

omnidirectional precoding matrix for MIMO-VLC 

system, we choose the mean of ARMP parameters 

over all random precoding matrix P as a reference 

method to compare the results. We name this as 

‘classical method’. We utilize RSMA criterion to 

evaluate the performance of the proposed 

omnidirectional precoding. Since, RSMA is 

proportional to achievable rate parameter, we discuss 

the performance of the system with this criterion. 

In the simulation, we consider a scenario in which 

a LED panel with uniform rectangular array is 

supposed to be installed in the center of the room 

ceiling.  

Also, the users can be placed at all possible 

locations on the floor of the room and each of them 

receives the VLC signal emitted from all LEDs.  

As mentioned in section 3, to aim for maximum 

achievable rate, we need to do sampling from all 

possible locations of users, therefore, in our 

simulations, the floor of the room is sampled 

uniformly with a distance of 0.1 in both axes. The 

other simulation parameters are summarized in Table 

2. 

Table 2: Simulation parameters 

Symbol Description Value 

- 
room dimensions [width, 
length, height] 

[5, 6, 3] m 

𝝍𝑹 receiver field of view 75o 

𝑨𝒅 receiver area 110-4 m2 

𝒎𝒍 Lambert’s mode number 1 

𝑻𝒔(𝜽𝑻) 
signal transmission coefficient 
of an optical filter 

1 

𝒈(𝜽𝑻) concentrator gain 5 

𝜺 
stop parameter in iterative 
algorithm 

10-4 

𝒒 number of symbols 10 

𝒅𝒈 Work plane grid step 1 mm 

 

A.  Convergence of Optimization Problem 

In the first simulation, the convergence of the 

gradient method projected on the manifold in solving 

the proposed optimization problem is investigated. In 

this way, a 3×3 LED rectangular array with a distance 

of 0.02 m between adjacent elements is considered at 

the ceiling and the PD of users is located on a flat 

surface, named work plane, with height 1m from the 

floor. The f(P) value is calculated in each iteration. The 

result shown in Fig. 2 indicates that the cost function 

is converged in 5-th iteration. The resultant precoding 

matrix in 5-th iteration is as (13) showing that the 

constraint of proposed optimization problem 

 
Fig. 2: Convergence of proposed algorithm over 

iterations. 
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presented in (8) is satisfied. As the f(P) is a well-known 

quadratic convex function, the convergence of 

Gradient descent algorithm is guaranteed. 

Consequently, the convergence curve of proposed 

algorithm presented in Fig. 2 is gained through 

simulation. 

 

 
Fig. 3: The ARMP of classical and proposed methods versus 

number of LEDs in the array with dx = 0.05 m. 
 

B.  Number of LED Array Elements 

In the second simulation, the behavior of ARMP 

versus different LED numbers in the array is 

investigated. In this simulation the parameters are set 

as dx = 0.01, h = 2.5 m, and Mt the number of LEDs 

varies from 4 to 64. Fig. 3 shows that the ARMP of the 

proposed method is improved by increasing the 

number of LEDs, while the classical ARMP is constant 

over Mt changes, as expected. This is due to the fact 

that as the elements of P matrix are chosen randomly 

and according to the law of large numbers, the ARMP 

is proportional to the variance of P elements.  Based 

on the considered parameters in simulation, the 

ARMP value for the classical method is almost fixed at 

5.2 × 1010 for all Mt values.  

This is while, for the proposed method the ARMP is 

4.6 × 109 and 3.3 × 10-8 for Mt = 9 and 64, respectively. 

The received signals from LEDs at each user location 

sum up linearly in classical method which is not 

necessarily constructive while, the designed 

precoding leads to a constructive summation of LEDs’ 

signals in the proposed method. By increase in M t, the 

degree of freedom in the constructive summation is 

increased and helps to increase optimized ARMP.  

C.  Distance between LED Array Elements 

To investigate the impact of distance between LEDs 

in the array, we repeated the simulation for 𝑑𝑥 =

𝑑𝑦  ∈ {0.01, 0.02, … , 0.1}.  

The ARMP versus different distance values is 

depicted in Fig. 4. In this figure, the simulation results 

for the proposed method are presented with three 

different numbers of LEDs in the array. Besides, the 

ARMP curve for the classical method for any arbitrary 

Mt is depicted versus dx. As seen, the ARMP values 

remain unchanged by increasing in dx in both 

methods. The constant value of ARMP is due to the 

low dynamic range of dx.  

The simulation is repeated for both varying 𝑑𝑥  and 

𝑑𝑦 for proposed method under Mt ∈ {9, 25, 64} and 

classical method. The results are shown in Fig. 5 

where a near flat surface is appears for each structure 

with Mt LEDs. 

 

 

Fig. 4: The ARMP of proposed method under Mt ∈ {9, 25, 
64} and classical method versus low dynamic range 

adjacent distance between LEDs in the array. 
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Fig. 5: The ARMP of proposed method under Mt ∈ {9, 25, 
64} and classical method versus low x and y axis dynamic 

range adjacent distances between LEDs in the array in. 

 

To more investigation, the simulation is repeated 

for a dx with a high dynamic range where the results 

are shown in Fig. 6. As seen, for large Mt, the ARMP 

curve of the proposed method falls by an increase in 

dx while it is almost constant for small Mt’s. This is due 

to the fact that when the Mt and dx are concurrently 

large, the physical length of LED array (panel) goes 

expand over the ceiling and this makes the 

constructive combination of LED signals hard in most 

points of the work plane.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6: The ARMP of proposed method Mt ∈ {9, 25, 64} and 

classical method versus high dynamic range adjacent distance 
between LEDs in the array. 

Similar to low dynamic range by varying 𝑑𝑥  and 𝑑𝑦 

for proposed method under Mt ∈ {9, 25, 64} and 

classical method for high dynamic range, the ARMP 

3D curves are plotted in Fig. 7. As anticipated, the 

symmetric ARMP curves arise due to the symmetry 

property of the LED array in both the x and y axes.   
To show the impact of LED numbers, the ARMP 

versus Mt is depicted in Fig. 8 for some high dynamic 

ranges between elements in the array. As seen, 

although by increasing Mt, the LED array physical 

length is running larger, the optimized ARMP has 

incremental functionality with Mt. It has resulted that 

in large LED array panels, considering both Mt and dx 

jointly, Mt has a dominant impact on the ARMP of 

proposed method.  
 

 
 

Fig. 7: The ARMP of proposed method under Mt ∈ {9, 25, 
64} and classical method versus high x and y axis dynamic 

range adjacent distances between LEDs in the array in. 
 

 
Fig. 8:  The ARMP of classical and proposed algorithm versus 
number of LEDs in the array under some high dynamic range 

between elements in the array. 
 

Finally, the performance of proposed and classical 

methods under different work plane heights is 

studied. To this end, we vary the work plane from the 

floor up to the height of 1m. We set dx = 0.05m and 

Mt {9, 25, 64} in our simulations. The result is shown 

in Fig. 9 in which the horizontal axis is the work plane 

height from the floor. As expected, by moving the 

work plane from the floor the ARMP for both 

proposed and classical methods increases. This is due 

to the fact that by increasing work plane height, the 
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distance between user locations and the LED array 

decreases which leads to a decrease in channel loss.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9:  The ARMP the ARMP of classical and proposed 

algorithm versus work plane height under different number of 
LEDs in the array. 

 

D.  Circular LED Array 

This section aims to assess the performance of the 

proposed method in relation to various LED array 

configurations, specifically focusing on the ARMP of 

methods applied to circular arrays. To this end, the 

algorithm is tested for various values of radius 𝑟 ∈ 

{0.5, 1, 1.5}. The results are depicted in Fig. 10 where plots 

the ARMP vs number of LEDs of the array. As seen, similar 

to rectangular array, the ARMP curves are rising by 

increase of 𝑀𝑡. 

 

 
Fig. 10:  The ARMP of classical and proposed algorithm versus 
number of LEDs in the array under some radiuses of the circle 

array. 
 

E.  Bit error rate analysis 

For more investigation of the system performance, 

the bit error rate (BER) of the proposed method is 

compared with that of the classical method. Detection 

of public information at j-th user needs the value of 

the term 𝒉𝑗
𝑇𝑷 to be known. It is assumed that a pilot 

block of q symbols is broadcast at the first so the j-th 

user can estimate the relevant value of 𝒉𝑗
𝑇𝑷. Then, the 

main public information bits are modulated with 

usual on-off keying non-return to zero (NRZ) scheme 

then broadcast to all users. At the receiver side, each 

user detects the public information bits using the 

Maximum-Likelihood criterion based on the 

estimation of term 𝒉𝑗
𝑇𝑷 as 

𝒔̂𝑴𝑳 = argmin
𝒔𝜖𝒮

|𝑟𝑗  −  𝒉𝑗
𝑇𝑷𝒔|

2
 ,                           (14) 

where 𝒮 indicates the set of all possible values of 

vector 𝒔. The mean BER of 15 users distributed 

uniformly in the work plane versus 𝑀𝑡 with noise 

variance 𝜎2 = 2 × 10−7 is plotted in Fig. 11. As seen, 

the BER values of proposed method is fall with 

increase on 𝑀𝑡 due to increase of ARMP in similar 

scenario.  

 

 
 

Fig. 11:  The BER values versus Mt for classical and proposed 
method with different 𝑑𝑥 ∈ {0.05, 0.25, 0.5}. 

 

 
 

Fig. 12:  The BER of proposed and classical methods versus 
noise variance under PPM and NRZ modulations. 
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Fig. 12 compares the performance of system under 

NRZ and pulse position modulation (PPM) versus 

noise variance for both proposed and classical 

methods under Mt = 9, d = 0.02 m. As seen, the BER 

values of the proposed methods encouragingly 

outperforms the classical method. Comparing the 

results, NRZ modulation outperforms than the PPM 

one. 

Conclusion 

In this research, we proposed an omnidirectional 

precoding for transmitting the public signals in MU-

MIMO-VLC system. For this purpose, we proposed an 

optimization problem which maximizes the received 

mean power constrained with equal transmission 

mean power of LEDs in the array. In our formulation 

the constraint is in the form of manifold therefore a 

gradient method projected on the manifold is 

designed to solve the problem. We considered the 

ARMP parameter to investigate the performance of 

the system under varying some simulation 

parameters such as LED numbers in the array, 

distance between LEDs, and height of work plane 

from the floor. Simulation results has shown that the 

proposed omnidirectional precoding leads to higher 

ARMP values with respect to the classical method in 

all simulation scenarios. 
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Background and Objectives: When dealing with high-volume and high-
dimensional datasets, the distribution of samples becomes sparse, and issues such 
as feature redundancy or irrelevance arise. Dimensionality reduction techniques 
aim to incorporate correlation between features and map the original features 
into a lower dimensional space. This usually reduces the computational burden 
and increases performance. In this paper, we study the problem of predicting 
heart disease in a situation where the dataset is large and (or) the proportion of 
instances belonging to one class compared to others is significantly low. 
Methods: We investigated the prominent dimensionality reduction techniques, 
including Principal Component Analysis (PCA), Information Bottleneck (IB), t-
distributed Stochastic Neighbor Embedding (t-SNE), Uniform Manifold 
Approximation and Projection (UMAP) and Variational Autoencoder (VAE) on 
popular classification algorithms. To have adequate samples in all classes to 
properly feed the classifier, an efficient data balancing technique is used to 
compensate for fewer positives than negatives. Among all data balancing 
methods, a SMOTE-based method is selected, which generates new samples at the 
boundary of the samples distribution and avoids the synthesis of noise and 
redundant data.  
Results: We used UCI and Kaggle datasets to simulate and evaluate the model. The 
experimental results show that VAE-based method outperforms other 
dimensionality reduction algorithms in the performance measures. The proposed 
hybrid method improves accuracy to 97.7% and sensitivity to 99.4%. Also, a 
feature importance analysis is provided to show insights into the factors driving 
the predictions and help understand the underlying mechanisms of heart disease. 
Conclusion: Finally, it can be concluded that the combination of VAE with 
oversampling algorithms can significantly enhance system performance as well as 
computational time.  
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Introduction 
Heart disease or cardiovascular disease is one of the 

leading causes of death in humans and its early diagnosis 

is quite challenging. Many studies are performed to 

improve the early detection of heart disease and reduce 

mortality. These studies aim to develop computer-aided 

diagnostic systems using emerging technologies. These 

systems predict heart disease based on data classification 
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algorithms; thus, the application of efficient algorithms 

plays an essential role in their accuracy. Many researchers 

have employed machine learning algorithms to construct 

diverse models and have attained remarkable 

accomplishments [1], [2]. To incorporate correlation 

between features, dimensionality reduction methods can 

be used. These methods can map the initial features into 

a space with fewer dimensions and extract effective 

features to feed the classification models. Many 

researchers have emphasized that feature reduction can 

improve performance and lead to faster processing per 

record.  

Recently, AEs have excelled in unsupervised machine 

learning works for denoising data, compression and 

feature reduction. These networks can represent features 

in complex and large datasets with exceptional 

performance [3]. AEs can be considered as feedforward 

networks that their hidden layers have fewer neurons 

than the input and output layers. An AE is an encoder-

decoder pair that generates an encoded representation 

and then reconstructs the input with encoded knowledge.  

Usually, most dataset instances are normal and only a 

small percentage of them are related to abnormal or 

patient cases, as a result, the lack of patient instances may 

cause the model to not be properly fed and fully trained 

to recognize patients. Therefore, we use a data balancing 

phase to compensate for fewer patient instances than 

normal ones. 

 The Synthetic Minority Oversampling Technique 

(SMOTE) has promising results in addressing imbalanced 

data [4]. However, SMOTE has limitations, as it can 

generate noise and redundant data that do not 

significantly enhance the performance parameters. To 

overcome these limitations, improved versions of SMOTE, 

such as the Borderline Synthetic Minority Oversampling 

Technique (BSM) are proposed [5]. This technique focuses 

on generating samples at the boundary of the sample 

distribution to avoid the synthesis of noise and redundant 

samples.  

When the training data has a large volume or high 

sample dimensions, there are problems such as the 

feature redundancy or feature irrelevance. In such a 

situation, SMOTE-based sampling methods lead to failure. 

Therefore, dimensional reduction methods can be helpful 

to implement sampling methods in low-dimensional 

space. The traditional dimension reduction method 

creates a great deal of redundancy in the feature space 

and the distribution of samples between the categories is 

mixed. This is a challenge for data synthesis with edge 

samples. 

In this paper, a hybrid system is proposed that uses 

dimensionality reduction techniques namely, PCA, 

Information bottleneck (IB), t-distributed Stochastic 

Neighbor Embedding (t-SNE), Uniform Manifold 

Approximation and Projection (UMAP) and variational AE 

(VAE) to incorporate the correlation between features 

and extract the most essential features. Then, new 

samples are synthesized using BSM, especially at the 

boundary of the sample distribution. Finally, the 

combined samples are applied to train classification 

algorithms, including MLP, SVM and Logistic regression 

(LR) algorithms. We analyze the impact of dimensionality 

reduction and data balancing techniques on the 

performance of the classification algorithms. The 

experimental results show that VAE outperforms PCA and 

IB, besides, PCA has better computational time than VAE 

and IB. Also, data augmentation improves performance 

metrics. It can be concluded that the use of deep learning 

methods increases performance and efficiency, especially 

in large data sets. The results show that the proposed 

model using AE-based dimensionality reduction and BSM 

oversampling methods provides better performance, 

accuracy of 97.7% and sensitivity of 99.4%. The main 

contributions of the paper are as follows: 

• Investigating the impact of applying three 

dimensionality reduction methods, PCA, IB, t-SNE, 

UMAP and VAE, on several classification algorithms 

using performance measures (accuracy, sensitivity, F1-

score, precision, ROC- AUC score). 

• Applying an improved SMOTE algorithm, BSM, after 

dimensionality reduction. This has a significant effect 

on the performance in two ways: First, essential 

features are restored and the synthesized data is 

generated based on these features. Second, after 

reducing the dimension, the problem of synthesis of 

noise data is solved. 

• Proving the higher performance of VAE rather than the 

other dimensionality reduction techniques. 

• Studying the effect of dimensionality reduction on 

computational time of large datasets. 

• Proposing a hybrid model based on VAE and BSM with 

high accuracy and sensitivity 97.7% and 99.4%. 

The rest of the paper is organized as follows: Section 

"Methodology" reviews the building blocks of the 

proposed model including dimensionality reduction 

techniques, oversampling methods and machine learning 

algorithms. The proposed model is described in Section 

"Architecture of the Model". Section "Experimental 

Results" shows experimental results and performance 

analysis. Finally, the paper concludes in Section 

"Conclusion". 

Related Work 

Bhatt et al. [6] examined the efficacy of several 

machine learning algorithms in predicting heart disease. 

They proposed a k-mode clustering algorithm that utilizes 

random forest, decision tree, multilayer perceptron, and 

XGBoost. Khan et al. [7] presented a hybrid machine 

learning method and performed experimental analysis. 
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Hassan et al. [8] proposed a system with combining a pre-

trained Deep Neural Network (DNN) for feature 

extraction, Principal Component Analysis (PCA) for 

dimensionality reduction, and Logistic Regression (LR) for 

classification. The system demonstrated accuracy rates of 

91.79% and 93.33% on the Cleveland dataset. In [9], 

authors developed a system based on machine learning 

and feature selection algorithms to achieve acceptable 

results. In [10], a system was developed that combines 

ensemble deep learning and feature fusion methods. This 

system utilized two algorithms, information gain and 

conditional probability, to reduce the number of features 

and assign specific weights to heart disease features. 

Following this, an ensemble deep learning classifier was 

trained to forecast heart disease in patients. 

PCA is a common statistical technique that has found 

applications for finding patterns in high-dimensional data.  

Results of recent research demonstrate that utilization 

of deep learning methods enhances the accuracy of 

predictions. For example, in [11], some machine learning 

techniques, including logistic regression (LR), SVM, deep 

neural network, decision tree, Nave Bayes, random forest 

and k-nearest neighbor are investigated and it concluded 

that DNN had the best performance with 98.15%  

accuracy and 98.68% sensitivity. Deep learning has been 

used successfully in various fields, especially in image 

analysis, visualization and working with large volumes of 

data. It is an evolving technique that is capable of 

representation of multi-level records [12]. DNN is a 

complex neural network with several hidden layers 

between the input and output layers. The input data is 

converted to nonlinear or activation functions to 

generate classes. In [2], a hybrid DNN is proposed to 

utilize convolutional neural network (CNN) and long 

short-term memory jointly. This method can predict heart 

disease with an accuracy of 93.7%. 

For example, in [13], the authors used various feature 

selection techniques to forecast heart disease. In 

particular, they employed an SVM classifier for forward 

feature extraction, along with back-elimination feature 

selection. Their results demonstrated a reduction in the 

number of input variables, leading to an improvement of 

accuracy up to 85%. In another paper, Shao et al. [14] 

proposed a rough set strategies and multivariate adaptive 

regression splines to optimize the number of descriptive 

features and achieve an accuracy of 82.14%.  

In recent research, applying newer feature selection 

algorithms such as fuzzy-based systems or DNN has 

significantly improved performance metrics. In [15], a 

hybrid model based on Fuzzy C-means and ANN along 

with PCA was proposed. PCA was used to select important 

features of the dataset. The extracted data from PCA was 

clustered using fuzzy C-means and finally, ANN was 

applied to predict cardiovascular disease. Its simulation 

results showed the effectiveness of the method with an 

accuracy value 99.55%, however, the precision is 33.27% 

and it requires a significant improvement. 

In [16], the authors proposed a two-phase method in 

which the first phase involved sparse AE training to learn 

the best representation of training data. The second 

phase utilized ANN to predict health status based on 

trained records. Its experimental results showed that the 

model’s accuracy is 90%, which shows a better 

performance than some traditional machine learning and 

neural network approaches. Authors of [17] proposed a 

system based on two deep neural networks that consist 

of one PCA and four deep learning models, including two 

variational AE and two DNN models. Ebiaredoh-Mienye et 

al. [18] proposed a model consisting of feature selection 

and classification phases that integrate an improved 

sparse AE and Softmax regression. They showed that the 

model has a robust feature learning algorithm and a high-

performance classification. 

Methodology 

In this subsection, we briefly review the algorithms 

used in the proposed model, including data balancing 

techniques, dimensionality reduction methods and 

machine learning algorithms. 

A.  Data Balancing 

The classification of imbalanced datasets is a 

challenging issue. When imbalanced data appear in the 

classification, the problem of overfitting arises and the 

result will be biased toward the majority class. In such 

situations, the data should be balanced either by 

oversampling or undersampling techniques to improve 

the performance. An oversampling technique increases 

the number of samples of the minority class, such as 

ADYSAN, SMOTE, SMOTE-TOMKE, etc. An undersampling 

technique reduces the number of samples of the majority 

class, like Dense Nearest Neighbor, Edited Nearest 

Neighbor and so on. We can apply a hybrid method such 

that oversampling is applied to the minority class to 

improve the model detection for the minority class 

samples, and undersampling is performed on the majority 

class to reduce the bias in the majority class samples. 

SMOTE is an extended method that builds upon the 

random oversampling algorithm. Initially, it computes the 

Euclidean distance between 𝐾 neighboring samples 

belonging to the same category surrounding each sample 

𝑥𝑖  in the minority class. Subsequently, a neighbor is 

randomly chosen, and a synthetic sample is created with 

a probability that falls on the line connecting the sample 

and its neighbor. The formula for synthesis can be 

represented as below: 

𝑥𝑛𝑒𝑤 = 𝑥𝑖 + 𝑟 ∗ (𝑥𝑖̂ − 𝑥𝑖)                                      (1) 

where 𝑟 is a random number between [0,1], 𝑥𝑖  is a sample 
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to be oversampled and 𝑥𝑖̂ is a random neighbor sample. 

The SMOTE method is one of the widely used methods 

for data synthesis, for which many improvements have 

been proposed so far. But most of them are either 

complicated or only focus on one of SMOTE's weakness. 

Among the proposed methods, the BSM approach is an 

approach that, in addition to removing noise data and 

detecting main features, also considers border data.  

BSM categorizes the samples into safe, noisy and 

dangerous samples, where the dangerous samples are 

those that are on the boundary of the distribution. By 

generating synthetic data for these samples, the ability of 

the method to identify patient samples is significantly 

increased. Applying BSM can help the method to predict 

heart disease to a great extent, especially when minority 

samples are difficult to detect. 

B.  Dimensionality Reduction 

Dimensionality reduction is a preprocessing step that 

reduces high-dimensional data to a controllable size while 

retaining the original information intact. It is a common 

step used for pattern recognition, classification 

applications and compression schemes. The 

dimensionality reduction has been effective in multiple 

aspects: first, the reduced representation combines 

different features of the records. Second, reducing the 

dimension speeds up the execution of the algorithm and 

improves the performance of the system in some cases. 

In this paper, several common dimensionality reduction 

methods have been used: PCA, IB and AE. AE-based model 

is shown to provide better performance while PCA-based 

model improves speed compared to IB and AE. 

    I)  Principal Component Analysis (PCA) 

PCA is a linear transformation that reduces the 

dimensionality of the input data, keeping its most 

significant parts. To achieve this, one must calculate the 

eigenvalues and eigenvectors of the data covariance 

matrix, then arrange the eigenvectors based on the 

eigenvalues in a descending manner and ultimately 

project the original data onto the directions of the 

eigenvectors. This method is suitable for fully correlated 

data. In practice, the only important PCA parameter that 

needs to be adjusted is the dimension of the projection 

space. This can be conveniently determined by examining 

the variance ratios of the principal components. Several 

types of improvements have been introduced for PCA. For 

example, possible principal component analysis (PPCA) 

was introduced to address the problem of missing values 

of features [19] or an extended PCA [20] was presented 

for applying on big data.  

    II)  Information Bottleneck (IB) 

IB introduced as an information-theoretic principle for 

extracting a compressed representation of the input data 

that maximizes a target prediction. It can be considered 

as an optimization problem that minimizes the mutual 

information I(Z; X ) between the input variable X and its 

latent representation Z and it maximizes the mutual 

information I(Z;Y ) between the output variable Y and the 

latent representation Z. In other words, it intends to 

maximize the following objective function: 

ɸIB
Ө = I(Z;Y|θ)-βI(Z;X|θ)                                              (2) 

where β ∈ [0, 1] manages the size of IB and θ is a Lagrange 

multiplier. 

    III)  t-SNE 

t-SNE represents a non-linear, unsupervised, and 

manifold-based feature extraction technique. It can map 

the high-dimensional data into a lower-dimensional 

space, typically comprising two or three dimensions, 

while maintaining the significant structure of the original 

data. Its primary application lies in the realms of data 

exploration and visualization. Although various feature 

extraction algorithms exhibit robust performance, they 

often struggle with visualizing high-dimensional data 

effectively and frequently fail to maintain both local and 

global data structures. In this context, t-SNE proves to be 

an advantageous tool for visualizing high-dimensional 

data by preserving the important structural attributes. 

The process begins with the application of Stochastic 

Neighbor Embedding (SNE), which transforms high-

dimensional Euclidean distances into conditional 

probabilities that denote similarities between each pair of 

data points. Subsequently, a student t-distribution with 

one degree of freedom, similar to Cauchy distribution, is 

utilized to derive the second set of probabilities in the 

lower-dimensional space. Consequently, t-SNE aims to 

minimize the divergence between these two sets of 

probabilities across the high-dimensional and low-

dimensional spaces [21]. 

    IV)  UMAP 

The UMAP algorithm stands out as a strong competitor 

to t-SNE in terms of visualization quality, often 

demonstrating a greater ability to maintain global 

structure while offering enhanced computational 

efficiency. Additionally, UMAP imposes no limitations on 

the embedding dimension, rendering it a versatile option 

for dimension reduction in machine learning applications. 

While UMAP is similar to t-SNE, it also possesses 

significant differences that have led many practitioners to 

favor it for dimension reduction tasks. UMAP optimizes 

performance utilizing cross-entropy as the loss function in 

contrast to t-SNE's use of KL divergence, and employing 

stochastic gradient descent to optimize the cost function 

rather than the more time-consuming gradient descent 

method. 

    V)  Autoencoder (AE) 

The methods such as PCA may not fully succeed in 
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extracting the complex features of nonlinear datasets. In 

order to address this issue, AE as a deep learning model 

can be used. AE is trained to learn how to generate the 

original input with a minimum reconstruction error. It 

comprises two steps: the encoder, which transforms the 

d-dimensional input data into a latent representation, 

and the decoder, which reconstructs the representation 

to a vector resembling the original input. This process is 

known as reconstruction, with the difference between 

the decoder's output and the original input termed as 

reconstruction error. 

Node layers identify input data patterns and use them 

to generate encrypted data representations. The network 

training algorithm adjusts the behavior of each node to be 

close to the configuration of the input data. If a linear 

activation function is applied, the AE becomes similar to a 

simple linear regression or PCA. But a nonlinear activation 

function, such as a rectified linear unit (ReLU) or a sigmoid 

function, makes the AE different from the PCA. The 

multiple types of AEs can be combined or modified to 

obtain new models for various applications. Among their 

widely used types, we can mention the types of 

variational AE (VAE), denoising AE (DAE) and sparse AE 

(SAE). VAE is enhanced with variational inference and 

parameterization to increase the model’s ability in 

feature extraction and retain the diversity of the 

generated data. DAE takes a noisy input while training to 

recover the original undistorted input. By this means, the 

encoder can extract the most essential features and learn 

a robust representation of the input data. In SAE a sparsity 

constraint is imposed on the hidden nodes to mine 

essential information and avoid redundancy in large-scale 

datasets.  

In this paper, we use a hybrid model based on VAE to 

enhance the model’s ability in feature extraction while 

preserving the diversity of the generated data. The 

experimental results indicate that even with a 3 layered 

VAE, the model outperforms both IB and PCA.  

C.  Classifier Techniques 

In the following, we review some common classifier 

methods that have high performance results, including 

MLP, SVM and Logistic Regression (LR) algorithms. 

    I)  Multi-Layer Perceptron (MLP) 

MLP is an artificial neural network that consists of an 

input layer, an output layer and multiple hidden layers 

instead of a single hidden layer. It is a feedforward 

network, meaning that each layer feeds the subsequent 

layer through a series of weights. MLP uses the 

backpropagation technique which is a supervised learning 

method. It has the capability to learn nonlinear models. 

Its multiple hidden layers and nonlinear activation 

function differentiate it from a linear perceptron. For 

applying MLP, several hyperparameters such as the 

number of hidden neurons, layers, and iterations must be 

adjusted. 

    II)  Support Vector Machine (SVM) 

SVM is a supervised machine learning technique used 

for classification regression and outliers detection. In 

SVM, a hyper-plane is created for separating different 

types of data. One of the advantages of SVM is that its 

training is computationally simple and unlike neural 

networks, it does not suffer from the problem of a local 

minimum. To accurately control the error rate, the kernel 

function and C parameter should be chosen correctly. 

    III)  Logistic Regression 

Logistic regression is a statistical method to classify an 

observation into one of two classes, or into one of many 

classes. It models the relationship between the 

independent features and the binary dependent variable 

(target) using the logistic function.  

Architecture of the Model 

Our proposed model combines feature reduction and 

data balancing. First, the initial data is preprocess to 

normalize. Then, the prepared data is employed in 

training the VAE, (t-SNE, UMAP, IB or PCA). After training, 

VAE (t-SNE, UMAP, IB or PCA) can differentiate between 

classes in the latent space, utilize BSM for interpolation of 

latent variables and synthesis new data. Finally, 

combination of the original and synthesized data is used 

for classification. The general architecture of the model is 

demonstrated in Fig. 1. 

Since, VAE is a generative model, it can provide better 

performance and contribute for generating new samples 

using the latent variables. Therefore, we input the latent 

variables to the decoder to synthesis data. Subsequently, 

the decoder is eliminated and the encoder output is 

connected to the classifier and a combined network is 

created. The original data along with synthesized data are 

used to train the network. Algorithm 1 shows the pseudo 

code of the model based on VAE and BSM. 
 

Algorithm 1. The proposed model based on VAE and BSM. 

Input: Training data 𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑛};  

             Test data 𝑆 = {𝑠1, 𝑠2, … , 𝑠𝑚} 

Output: predicated labels: 𝑃 = {𝑝1, 𝑝2, … , 𝑝𝑚}  

1. Initialize VAE network; 

2. Data preprocessing: remove missing data and 
normalize features to [0,1]. Output 𝑇′ and 𝑆′; 

3.  Feed 𝑇′ to VAE's encoder and output 𝑍 =
{𝑧1, 𝑧2, … , 𝑧𝑛}. 

4. Run BSM using input 𝑍 and output 𝑍′. 

5. Feed 𝑍′ to VAE's decoder and output new samples 
𝑇𝑛𝑒𝑤; 

6. 𝑇′ =  𝑇′ 𝑈 𝑇𝑛𝑒𝑤; 

7. Train the combined classification network by 𝑇′ 

8. For each 𝑠𝑖 , 𝑖 = 1,2, … , 𝑚:  

    Return the prediction 𝑝𝑖; 
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 In detail, the proposed model has mainly four phases: 

1. Data preprocessing phase: this phase includes 

handling missing values, normalizing and shuffling data. 

The dataset contains missing values that are handled 

by K-Nearest Neighbors imputation technique [22]. In the 

splitting data stage, we utilized 70% − 30% train-test data 

partitioning approach. The dimensionality reduction and 

data balancing steps are applied only to the training data. 

2. Dimensionality reduction: In this phase, several 

dimensionality reduction methods, including PCA, IB, t-

SNE, UMAP and VAE are applied to incorporate 

correlation between features. These dimensionality 

reduction methods are selected according to their 

performance and efficiency on heart disease prediction 

problem and the type of dataset. 

3. Data balancing: Of all instances, 3596 are negative 

and 644 are positive. The lack of negative instances leads 

to low accuracy in predicting these cases (i.e., a high 

number of false negatives). Thus, we use an oversampling 

technique to generate samples of the minority class. 

However, most of these methods have limitations, as it 

can generate noise and redundant samples. Therefore, 

we use BSM which generates samples at the boundary of 

the sample distribution and avoids the synthesis of noise 

and redundant samples. 

After balancing data, the performance of the models is 

improved. Since in most oversampling methods, the 

classification type data is discarded or examined 

separately, we balance the data after the dimensionality 

reduction. 

4. Classification: At the end of the prediction process, 

the combined data is used as input to classification 

models. Among the classification methods, we selected 

three widely used categories that had higher 

performance than the others, MLP, SVM and LR. 

5. Evaluation of methods: The performance of the 

models is evaluated and compared by the evaluation 

measures: accuracy, sensitivity, precision, F1-score. These 

measures are defined as follows:  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 
 (3) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                (4) 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (5) 

𝐹1 =
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 (6) 

TN and 𝑇𝑃 denote true negative and true positive, i.e., 

they represent the number of patients and normal 

instances that are classified correctly. While 𝐹𝑃 and 𝐹𝑁 

denote false positive and false negative, i.e., they 

represent the number of patients and normal instances 

that are incorrectly predicted. 

Experimental Results  

In this section, we use two publicly available datasets, 

Fig. 1: Diagram of the proposed model. 
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Kaggle heart dataset [23] and UCI heart disease 

repository  [24]. First dataset consists of 4238 samples 

and 16 features. The second dataset consists of 597 

samples and 13 features. Every feature is a risk factor that 

may be behavioral, demographic or medical. The features 

include age, knee joint pain status, waist circumference, 

neutral fat, BMI, SBP, TC, obesity status, frequency of 

eating out, HDL, weight change in one-year status, and 

marital status. 

The heart disease database includes 15 features as 

input and its output is classified into two groups patient 

and normal. Since there is no general rule to adjust the 

parameters such as the number of hidden layers and the 

number of neurons in various layers, it is vital to obtain a 

good network structure with optimal performance. 

D.  Experiment Setup 

We implemented the proposed model and determined 

the values of the parameters which provide optimal 

performance as follows: 

VAE: The number of layers and neurons in the VAE is 

chosen based on a grid search over batch size (20, 30, 40), 

epochs (25, 50, 100, 200), neural network depth (2, 3, 4) 

and the dimensionality of the first hidden layer (40, 30, 

20,12). we use Tanh and ReLU as activation functions and 

consider reduction size 4, 6, 8, 10 and 8. Also, we assume 

that the learning rate is 0.01, and ‘‘Adam’’ is used as the 

gradient descent algorithm. For example, we find the best 

architectures with two hidden layers listed in Table 1. 

Table 1: The network structure parameters for VAEs with 
reduction sizes 4, 6, 8, 10 

Reduction size Architecture 

4 15-30-10-4-10-40-15 

6 15-20-8-6-8-20-15 

8 15-20-10-8-10-20-15 

10 15-20-12-10-12-20-15 

 

IB: we consider the size of IB and Lagrange multiplier 

(θ) are 8 (size of reduction) and 0.95, respectively. Our 

implementation of IB is based on the Neural Network 

model for nonlinear information bottleneck [25]. 

PCA: it is enough to determine the optimal size to 

reduce the dimension. 

t-SNE: We consider number of iterations and the value 

of 𝛼 are 1000, respectively. Also, the perplexity is set to 

30 to determines the number of nearest neighbors 

considered. 

UMAP: We consider number of neighbors is 6 to 

balances local versus global structure in the data. Also, 

minimum distance is set to 0.3 to controls the minimum 

distance between points in the low-dimensional 

embedding. 

MLP network: we apply five hidden layers with sizes 

24, 30, 20, 15, 10, respectively. Also, the activation 

function and solver are selected Tanh and Adam, 

respectively. 

 However, in this method, adjusting the parameters is 

difficult and requires trial and error. 

SVM: we use RBF as kernel function and consider 

parameters C = 1, gamma = 100000. With these 

selections, good results have been achieved. 

LR algorithm: we apply it with the training parameter 

ridge estimator. 

E.  Performance Evaluation 

In the following, we show performance measures with 

respect to the possible dimensionality reduction 

methods, data balancing, classification algorithms and the 

size of reduction. Observing the results of the methods 

with various reduction sizes, it was found that reduction 

size 8 has best performance measures values. Therefore, 

we have shown the performance parameters results of 

algorithms for reduction size 8.  

Table 2-4 show the results of the performance 

measures obtained from models based on various 

dimensionality reduction methods, PCA, IB, t-SNE, UMAP 

and VAE, before and after data balancing for each UCI 

dataset and Kaggle dataset.  We have shown the names 

of different methods as a combination of the dimension 

reduction method and classifier, so the possible methods 

will be the combination of PCA, IB, t-SNE, UMAP and VAE 

with MLP, PCA and LR. 

Table 2 demonstrates the results using the MLP 

network. It can be seen, applying dimensionality 

reduction methods on MLP not only does not increase the 

performance, but also has a negative effect on it. 

However, data balancing improved performance 

significantly and the t-SNE-based method is better than 

other dimensional reduction algorithms.  Table 3 

indicates that the VAE-based method improves 

performance metrics of SVM algorithm, with an accuracy 

of 81.3, while the other dimensionality reduction 

algorithms, PCA and IB, have a negative effect on the 

performance. The BSM data balancing method, due to the 

synthesis of minority class samples in the boundary, 

reduces the value of FN and significantly strengthens the 

performance parameters. 

As can be seen in Table 4, the effect of dimensionality 

reduction on LR method is similar to SVM, and VAE-based 

method improves the performance metrics. Also, 

applying data balancing on VAE-LR increases performance 

measures such as accuracy to 91.7 and sensitivity to 97.3. 

Comparing all the results in Table 2-4, shows that the best 

performance is achieved with the VAE-SVM method after 

data balancing. It improves accuracy to 97.1% and 

sensitivity to 99.2%.  
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Dataset  Methods 
Accuracy 

(%) 
F1-score 

(%) 
Precision (%) 

ROC-AUC 
score (%) 

Sensitivity 
(%) 

Kaggle 

Original data 

PCA-MLP 77.1 49.06 46.2 58.9 52.3 

IB-MLP 76.0 48.33 45.3 57.6 51.8 

tSNE-MLP 84.1 24.5 33.1 50.4 32.4 

UMAP-MLP 83.1 21.8 28.1 48.2 30.7 

VAE-MLP 79.0 50.18 47.1 60.4 53.7 

MLP 86.0 70.26 80.91 68.38 62.08 

Balanced data 

PCA-MLP 88.5 89.29 86.3 83.4 92.5 

IB-MLP 86.6 82.07 77.2 74.1 87.6 

tSNE-MLP 95.5 95.1 95.1 95.5 95.1 

UMAP-MLP 89.1 88.3 95.4 89.5 79.1 

VAE-MLP 89.2 88.7 94.6 89.0 92.8 

UCI 

Original data 

PCA-MLP 73.2 47.9 45.8 58.2 51.8 

IB-MLP 72.1 46.5 44.6 54.6 50.7 

tSNE-MLP 83.2 23.5 32.7 49.6 31.2 

UMAP-MLP 82.6 21.1 27.6 48.1 30.2 

VAE-MLP 77.3 48.2 47.3 58.3 52.2 

MLP 82.7 69.3 78.5 67.9 61.0 

Balanced data 

PCA-MLP 87.8 89.1 84.6 85.3 90.5 

IB-MLP 86.2 81.5 76.7 75.3 86.5 

tSNE-MLP 944.4 93.9 93.8 93.9 94.5 

UMAP-MLP 88.6 87.5 93.1 88.5 78.0 

VAE-MLP 87.9 86.5 86.8 86.9 91.1 

 

Table 2: Performance comparison between methods based on different dimension reduction techniques before and afterdata 
balancing while we use MLP classification and reduction sizes 8, 8, 8, 6, 3 for PCA, IB, VAE, UMAP and t-SNE, respectively 

Table 3: Performance comparison between methods based on different dimension reduction techniques before and after data 
balancing while we use SVM classification and reduction sizes 8, 8, 8, 6, 3 for PCA, IB, VAE, UMAP and t-SNE, respectively 

Dataset  Methods Accuracy (%) F1-score (%) Precision (%) 
ROC-AUC 
score (%) 

Sensitivity 
(%) 

Kaggle 

Original data 

PCA-MLP 77.1 49.06 46.2 58.9 52.3 

IB-MLP 76.0 48.33 45.3 57.6 51.8 

tSNE-MLP 84.1 24.5 33.1 50.4 32.4 

UMAP-MLP 83.1 21.8 28.1 48.2 30.7 

VAE-MLP 79.0 50.18 47.1 60.4 53.7 

MLP 86.0 70.26 80.91 68.38 62.08 

Balanced data 

PCA-MLP 88.5 89.29 86.3 83.4 92.5 

IB-MLP 86.6 82.07 77.2 74.1 87.6 

tSNE-MLP 95.5 95.1 95.1 95.5 95.1 

UMAP-MLP 89.1 88.3 95.4 89.5 79.1 

VAE-MLP 89.2 88.7 94.6 89.0 92.8 

UCI 

Original data 

PCA-MLP 73.2 47.9 45.8 58.2 51.8 

IB-MLP 72.1 46.5 44.6 54.6 50.7 

tSNE-MLP 83.2 23.5 32.7 49.6 31.2 

UMAP-MLP 82.6 21.1 27.6 48.1 30.2 

VAE-MLP 77.3 48.2 47.3 58.3 52.2 

MLP 82.7 69.3 78.5 67.9 61.0 

Balanced data 

PCA-MLP 87.8 89.1 84.6 85.3 90.5 

IB-MLP 86.2 81.5 76.7 75.3 86.5 

tSNE-MLP 944.4 93.9 93.8 93.9 94.5 

UMAP-MLP 88.6 87.5 93.1 88.5 78.0 

VAE-MLP 87.9 86.5 86.8 86.9 91.1 
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Also, it can be seen, in all experiments, performance 

parameters were enhanced after data balancing. The 

reason is that, besides increasing the samples of the 

minority class, the applied data balancing algorithm 

(BSM) does not consider the noise data. Furthermore, 

applying the model to both datasets has the similar effect 

on performance. But since the number of samples of 

Kegel dataset is more than other dataset, the results are 

more reliable. 

Fig. 2 shows comparison of accuracy values between 

various sizes of dimension reduction while VAE algorithm 

is used. It can be found that the accuracy of all methods 

is greatly enhanced after increasing the reduction size to 

4 and it is maximized in 8.  

F.  Time Complexity 

In this section, we provide experiments for 

computational efficiency. For each combination of the 

dimensionality reduction methods with the mentioned 

ML algorithms, the computational time of the network 

training is calculated. We use a computer with this 

specification: Intel Core i7 7700HQ, 2.60GHz, and 8GB 

RAM and also, we utilize Python 3.9 as  the  programming 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
language. We also emphasized that the execution 

conditions are the same for all methods. 

 

 

Fig. 2: Comparison of accuracy measure between various sizes 
of dimension reduction using VAE-based method for Kaggle 

dataset. 

As can be seen in Fig. 4, the computational time for the 

LR in all cases is lower than the other classification 

methods. In addition, reducing dimension by using VAE 

usually improves computational time of the training while 

also increasing the performance. 

Table 4: Performance comparison between methods based on different dimension reduction techniques before and after 
data balancing while we use LR classification and reduction sizes 8, 8, 8, 6, 3 for PCA, IB, VAE, UMAP and t-SNE, respectively 

Dataset  Methods Accuracy (%) F1-score (%) Precision (%) 
ROC-AUC 
score (%) 

Sensitivity 
(%) 

Kaggle 

Original data 

PCA-LR 77.9 47.69 47.1 48.0- 48.3 

IB-LR 76.3 45.75 45.7 46.8 45.8 

tSNE-LR 68.8 78.3 73.2 50.0 69.9 

UMAP-LR 71.8 80.1 74.8 50.5 71.8 

VAE-LR 79.6 54.6 55.0 54.1 54.2 

LR 78.5 55.98 61.6 55.3 53.0 

Balanced data 

PCA-LR 83.2 84.65 99.8 78.5 73.5 

IB-LR 81.6 87.65 82.8 77.6 93.1 

tSNE-LR 85.4 84.7 83.2 73.9 85.1 

UMAP-LR 86.4 85.1 84.6 75.0 86.4 

VAE-LR 91.7 93.07 89.2 89.4 97.3 

UCI 

Original data 

PCA-LR 75.8 46.2 45. 46.2 46.2 

IB-LR 74.5 44.2 43.9 44.8 44.1 

tSNE-LR 71.3 80.0 73.9 50.0 70.9 

UMAP-LR 79.2 54.1 54.0 53.9 54.1 

VAE-LR 79.2 53.8 54.2 53.6 53.0 

LR 77.1 53.5 60.2 53.5 51.7 

Balanced data 

PCA-LR 81.2 83.1 99.1 77.3 71.8 

IB-LR 80.8 86.5 81.3 76.2 91.8 

tSNE-LR 85.1 83.6 82.9 73.3 84.5 

UMAP-LR 85.8 84.7 84.5 74.2 86.1 

VAE-LR 90.5 92.1 88.4 88.3 96.0 

 



 S. Kabirirad et al. 

326  J. Electr. Comput. Eng. Innovations, 13(2): 317-330, 2025 

For large training sets, it was found that the difference 

in processing time is considerable. Also, t-SNE greatly 

increases the computational time. 

Fig. 3 shows the impact of reduction size on 

computational time and indicates that in general, 

reducing the dimension decreases computational time, 

especially when the dataset is large.  

 

machine learning algorithms, especially deep learning 

algorithms, as they often produce models that are 

difficult to understand. These models, commonly known 

as black-box models, offer improved performance at the 

expense of complexity, making it challenging to 

comprehend the underlying mechanisms. Without it, 

even if accuracy is enhanced, the lack of transparency and 

accountability in the model may not be acceptable in 

medical settings. Research on interpretability has evolved 
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Fig. 3: The impact of reduction size on computational time using VAE (left) and PCA (right) for Kaggle dataset. 

Fig. 5: Drop-column importance analysis on the proposed model for Kaggle dataset. 

Fig. 4: Evaluation of time efficiency in the proposed model using various classifiers for Kaggle dataset 
while reduction sizes are 8, 8, 8, 6, 3 for PCA, IB, VAE, UMAP and t-SNE, respectively. 

    I)  Interpretability 

Interpretability   is   a crucial  aspect  when  it comes  

to 
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significantly due to the intricate nature of deep learning 

models, with various methods being employed to shed 

light on how these models operate. These methods 

include estimating feature importance, analyzing feature 

interactions, determining the contribution of specific 

layers or neurons, and interpreting models using high-

level concepts that are more understandable to humans 

than low-level input features. We employed drop-column 

importance values to interpret the importance of the 

features in the proposed model, which has provided 

essential insights into the underlying mechanisms of 

disease prediction.   

This information has the potential to assist clinicians in 

developing personalized treatment plans and risk 

management strategies for patients, ultimately leading to 

improved clinical outcomes. Fig. 5 shows the visualization 

results through drop-column importance on the VAE-

based method and SVM method. The results indicate key 

features such as glucose, heartRate, diaBP, totChol and 

sysBP possess the highest importance value in VAE-based 

method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is important to highlight that a direct comparison of 

the results may not be accurate due to application of 

different data pre-processing and training/testing 

methods. Moreover, the effectiveness of the prediction 

model is influenced by various factors including feature 

selection, data types and size, noise reduction, 

hyperparameters, data sampling, and model selection. 

Therefore, the overall comparison provided in Table 5 

should not be solely relied upon to assess the 

performance of the prediction models. Instead, it can 

serve as a general comparison between the proposed 

model and previous research studies. 

Conclusion and Future Work 

Dimensionality reduction is a feature selection method 

that    usually   increases    performance    measures    and 

It indicates that these variables play a crucial role in 

predicting heart disease. Similarly, variables heartRate, 

diaBP, totChol, glucose and sysBP have high importance 

value in SVM method. Therefore, the feature importance 

analysis discovered a consistent set of top 6 features, 

namely, glucose, heartrate, diaBP, totChol and sysBP 

which were very important in the prediction process. The 

results of the test indicate that there is no notable 

variance among the algorithms tested, as the dataset is 

limited and the supervised algorithms used are effective 

in yielding similar results. 

Comparison 

Now, we performed comparison study of our proposed 

model with the results from previous studies. The 

comparison results of the proposed model compared to 

the results given in other similar studies on Kaggle dataset 

is shown in Table 5. It can be seen that the proposed 

model demonstrated the high accuracy compared to 

previous studies results. In conclusion, our method 

outperformed most of these studies in accuracy, 

sensitivity, precision, F1-score, and AUC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

computational speed of training. In this paper, we 

investigate the impact of some dimensionality reduction 

methods, including PCA, IB and VAE, on several machine 

learning algorithms in terms of performance measures 

and computational time. After implementing the model 

and reviewing the obtained results, we found that deep 

learning methods such as VAEs enhance the efficiency 

and the performance of the system. However, the effect 

of applying feature reduction on performance is negligible 

in some models. In addition, applying dimensionality 

reduction sometimes improves speed up to five times and 

sometimes does not affect. In an effort to better balance 

our training data, we use BSM data augmentation 

method. Finally, the hybrid model based on VAE and SVM 

achieves accuracy and sensitivity of 97.7% and 99.4% 

using Kaggle dataset. 

Table 5: Comparison the proposed model with other methods in recent studies 

 Authors Approach  Accuracy Precision Sensitivity F1-score AUC 

Saqlain et al. [26] MFSFSA  SVM 81.19 - 72.92 0.85 0.83 

Mohan et al. [27] HRFLM 88.4 90.1 92.8 90.0 - 

Gupta et al. [28] FAMD –RF 93.44 - 89.28 92.59 0.93 

Fitriyani et al. [29] DBSCAN-SMOTEE- XGBOOST 98.40 98.57 98.33 98.32 1.00 

Bharti  et al. [30] DL-based Classifier 94.2 93.1 82.3 - - 

Hossain et al. [31] Hybrid CNN-LSTM 74.15 81.82 72.04 76.62 73.95 

Manikandan  et al. [32] Boruta feature selection 88.52 87.88 90.62 89.23 - 

Proposed model VAE- BSM - SVM 97.7 95.8 99.4 97.5 96.3 
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In future works, the performance of the method can 

be enhanced to handle huge numbers of features and 

large volume of records.  Additionally, the increasing 

emphasis on privacy, security, and time-sensitive 

applications shows the need to explore deeper into edge 

computing in order to enhance medical clinical decision 

support system. 
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PCA Principal Component Analysis 

IB  Information Bottleneck 

t-SNE t-distributed Stochastic Neighbor 

Embedding  

UMAP Uniform Manifold Approximation 

and Projection  

VAE Variational Autoencoder  

SMOTE The Synthetic Minority 

Oversampling Technique  

BSM the Borderline Synthetic Minority 

Oversampling Technique  

LR Logistic regression  

DNN Deep Neural Network  

SVM Support Vector Machine 

KNN K-Nearest Neighbor 

RF Random Forest 

DT Decision Tree 

AUC Area Under the ROC Curve 

CM Confusion Matrix 

ROC Receiver Operating Characteristic 

DCNN Deep CNN 

MLP Multi-Layer Perceptron 

AE Autoencoder  

TP True Positive 

FN False Negative 

FP False Positive 

TN True Negative 
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Background and Objectives: Research on right-to-left scripts, particularly Persian 
text recognition in wild images, is limited due to lacking a comprehensive 
benchmark dataset. Applying state-of-the-art (SOTA) techniques on existing Latin 
or multilingual datasets often results in poor recognition performance for Persian 
scripts. This study aims to bridge this gap by introducing a comprehensive dataset 
for Persian text recognition and evaluating SOTA models on it. 
Methods: We propose a Farsi (Persian) text recognition (FATR) dataset, which 
includes challenging images captured in various indoor and outdoor 
environments. Additionally, we introduce FATR-Synth, the largest synthetic 
Persian text dataset, containing over 200,000 cropped word images designed for 
pre-training scene text recognition models. We evaluate five SOTA deep learning-
based scene text recognition models using standard word recognition accuracy 
(WRA) metrics on the proposed datasets. We compare the performance of these 
recent architectures qualitatively on challenging sample images of the FATR 
dataset. 
Results: Our experiments demonstrate that SOTA recognition models' 
performance declines significantly when tested on the FATR dataset. However, 
when trained on synthetic and real-world Persian text datasets, these models 
demonstrate improved performance on Persian scripts. 
Conclusion: Introducing the FATR dataset enhances the resources available for 
Persian text recognition, improving model performance. The proposed dataset, 
trained models, and code is available at https://github.com/zobeirraisi/FATDR. 

 

Keywords: 
Persian scripts 

Scene text recognition 

Real-World datasets 

Synthetic images 

Deep learning 

Farsi 

 

 

 

*Corresponding Author’s Email 
Address: zobeir.raisi@cmu.ac.ir 

 

 

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)                           

Introduction 

Text is a crucial source of visual information in our daily 

lives. It can be found everywhere, from documents and 

images to street signs, billboards, house numbers, and 

license plates. These texts provide vital details about 

location and identity and have various applications in real 

life [1]-[4]. Identifying text from input images involves two 

primary steps: first, accurately localizing the text instance 

(scene text detection), and second, converting the 

detected regions into word or character strings (scene 

text recognition). 

  

 

Fig. 1: The challenges of Persian scripts in the wild images. (a) 
the same character with identical font, as seen inside of the 

red box, can appear in different shapes according to its 
position in the word instances, (b) a high degree of overlap in 
characters, and (c) The first three characters of the word ”ی ” 
are distinct characters, distinguished by the arrangement of 

small dots known as ”Noghteh”. 

http://jecei.sru.ac.ir/
https://github.com/zobeirraisi/FATDR
mailto:zobeir.raisi@cmu.ac.ir
http://creativecommons.org/licenses/by/4.0/
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Table 1: Persian characters with similar body shapes 
 

خ ح چ ج ث ت پ ب   اآ 

ش س  دذ رزژ 

غ ع ظ ط  ض ص   

گ ک  ف ق 

 ل م ن

 ه و ی

 

Detecting and recognizing text in images with diverse 

characteristics such as color, font, orientation, language, 

and scene complexity is challenging. Traditional classical 

machine learning methods [5], [6] often struggle with 

complex scenarios. In contrast, recent deep learning-

based approaches [7]-[15] have shown promising results 

in detecting and recognizing text even under hostile 

conditions. However, the majority of recent scene text 

detection and recognition has been conducted on Latin 

scripts, resulting in the development of multiple 

benchmark datasets for this purpose. This focus on Latin 

scripts has created a significant gap in text detection and 

recognition for non-Latin languages that use right-to-left 

scripts, such as Persian, Arabic, and Urdu. These 

languages have unique features that distinguish them 

from Latin writing systems, highlighting the importance of 

addressing this challenge with more attention. 

Persian text recognition in the wild is a more 

challenging task due to its unique characteristics that 

differ significantly from Latin scripts. The complexity of 

this challenge is illustrated in Fig. 1 As seen, these 

challenges are connected letters from different positions 

(front, back, or side), diacritical marks, and the same 

character appearing differently in different positions of 

word instances (as shown in Fig. 1(a)), overlapping 

characters (shown in Fig. 1(b)). In addition, the Persian 

script is full of another specific challenge different from 

Latin text instances and that is the appearance of identical 

shapes characters with a different number of placement 

of dots (as shown in Fig. 1(c)) that causes problems in 

recognizing of these characters, which are illustrated in 

Table 1. These challenges independently pose a 

significant obstacle to current SOTA text detection and 

recognition (TDR) methods, which are mainly designed for 

Latin scripts. Persian letters are either horizontally or 

vertically oriented, with horizontal letters playing a crucial 

role in connectivity. 

In contrast to Arabic and Urdu scripts, publicly 

available datasets for Persian scene text recognition are 

limited (See Section 2.2 for more details). While Persian 

scripts are similar to Arabic and Urdu, using existing 

Arabic or Urdu benchmark datasets may lead to poor 

performances. For instance, as seen in Table 2, the most 

recent Urdu scene text recognition model [16] that 

includes all classes of Persian alphabets in Table 3, still 

falls short of expected levels of word recognition 

accuracy. 

 
Table 2: Comparing the word recognition accuracy (see Section 
4.2.1) performance of the Urdu language model proposed 
in [16] on Urdu and Persian datasets. We used the test set of the 
cropped word images of our proposed dataset. Some sample 
images of both languages are provided in Fig. 2 

Model Urdu Dataset Persian Dataset 

Urdu-Large 92.97 38.37 

 

 

 
 

Fig. 2: Comparison of (a) Urdu script and (b) Farsi script, where 
the model in Table 2 (Urdu-Large [16]) successfully recognized 

all the images in (a) while failing on images in (b). 

As seen from Table 2 the UTR-Net with a WRA of 

92.97% declines significantly ∼50% on Persian scripts. Fig. 

2 demonstrates some sample images of both languages 

with similar characters but different styles and fonts that 

the model in [16] successfully recognized the images in 

Fig. 2(a) while failing or missing some characters in Fig. 

2(b) . Therefore, introducing or preparing a unique 

dataset for the Persian language is essential. 

Furthermore, the earlier proposed dataset for Persian 

scripts focused on only offering a synthetic dataset as 

in [17], focusing on single task detection as in [18], [19] or 

recognition or a specific kind of text instances like 

documents as in [20], [21], [63]. 

To address the mentioned problems, we introduce a 

new dataset for detecting and recognizing Persian text in 

real-world situations. The proposed FATR dataset is 

designed to be comprehensive and a good benchmark for 

measuring the robustness and generalizability 

performance of current and future models. To prepare 

this dataset, we captured a diverse collection of in-the-

wild images tailored to the unique features of Persian 

script. We also built a large-scale synthetic Persian text 

dataset that can be used for training and evaluating 

Persian scene text recognition models. By addressing the 
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challenges of real-life scenarios, our study advances the 

field of text recognition, bridging the gap between Table 

3.  
 

Table 3: The Persian characters with their appearance in scripts 

Persian Letter Symbol beginning middle end 

أ ء همزه ـؤ ـأ ـئ ـئـ ئـ   

   آ ا الف

 ـب ـبـ بـ ب بِ 

 ـپ ـپـ پـ پ پِ 

 ـت ـتـ تـ ت تِ 

 ـثـ ـث ثـ ث ثِ 

 ـج ـجـ جـ ج جیم

 ـچ ـچـ چـ چ چِ 

 ـح ـحـ حـ ح حِ 

 ـخ ـخـ خـ خ خِ 

 ـد   د دال

 ـذ   ذ ذال

 ـر   ر رِ 

 ـز   ز زِ 

 ـژ   ژ ژِ 

 س ـسـ سـ س سین

 ش ـشـ شـ ش شین

 ص ـصـ صـ ص صاد

 ض ـضـ ضـ ض ضاد

 ـط ـطـ طـ ط طا

 ـظ ـظـ ظـ ظ ظا

 ـع ـعـ عـ ع عین

 ـغ ـغـ غـ غ غین

 ـف ـفـ فـ ف فِ 

 ـق ـقـ قـ ق قاف

 ـک ـکـ کـ ک کاف

 ـگ ـگـ گـ گ گاف

 ـل ـلـ لـ ل لام

 ـم ـمـ مـ م میم

 ـن ـنـ نـ ن نون

 ـو   و واو

 ـه ـهـ هـ ه هِ 

 ـی ـیـ یـ ی یِ 

 

The main contributions are summarized as follows: 

1. We propose a Persian text recognition dataset. To the 

best of our knowledge, this is the first publicly available 

dataset that contains various text instances captured 

in wild images from different environments, 

considering all the challenges in Latin benchmark 

datasets. This dataset can be used as a benchmark for 

future research. 

2. We also present a large-scale synthetic dataset for 

Persian scent text recognition of about 200K cropped 

word images. 

3. We review the past and recent advancements in scene 

text recognition for Latin and non-Latin scripts. 

4. We train six well-known SOTA scene text recognition 

model, and evaluate, compare, and analyze 

quantitatively and qualitatively their performances on 

the proposed FATR dataset. 

Related Work 

A.  Scene Text Recognition 

In scene text recognition, the main objective is 

identifying the characters or words present within the 

detected text regions in the given input images. This task 

is more complex than recognizing printed scanned 

documents because real-world images pose various 

challenges, such as low resolution, extreme lighting, 

diverse fonts, orientations, languages, and lexicons 

compared to the clean background scanned or printed 

documents. To address these difficulties, researchers 

have proposed different methods based on both classical 

machine learning techniques such as [22]-[24], and deep 

learning techniques such as [10]-[13], [25]. 

Classical machine learning-based 

methods [22], [26], [27] typically use features like 

HOG [28] or SIFT [29] in combination with classifiers such 

as SVM [30]. These methods either adopt a bottom-up 

approach, where classified characters are linked into 

words, or a top-down approaches that directly recognize 

entire words from the image [31]. However, these 

methods often struggle to recognize new words that are 

not part of the training dataset, and they have limited 

capabilities in representing features that are essential for 

real-world scenarios. Additionally, classical methods are 

often unable to recognize input word images that are 

multi-oriented or curved, which are common in wild 

images. 

On the other hand, recent scene text recognition 

methods utilize deep learning architectures to address 

the challenges of complex real-world scenarios. Inspired 

by speech recognition, many recent methods model 

scene text as a sequence of characters [10]-[12], which 

are called sequence-based methods. These methods 

leverage techniques like Connectionist Temporal 

Classification (CTC) [32] to predict character sequences. 

However, these methods are designed for 1-dimensional 

(1D) sequences, and converting 2D image features to 1D 

leads to information loss, hindering the recognition of 

irregular text. To address this, researchers proposed a 2D-

CTC [33] technique that directly operates on 2D 

probability distributions, achieving better recognition 

accuracy. 

The attention mechanism initially used for machine 

translation has also been adopted for scene text 

recognition [11], [34]. Attention allows the model to focus 

on specific image regions during decoding, enhancing the 
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recognition of irregular text. Different attention-based 

frameworks have been proposed, ranging from basic 1D-

attention models to more complex methods that employ 

rectification or character-aware techniques to handle 

various text distortions. However, some methods have 

difficulty recognizing images with complex backgrounds 

or high computational costs. With the advancement of 

the transformer architecture [35], many recent scene text 

recognition models [36], [37] have utilized the 

transformer in their pipeline and achieved SOTA 

performance in several benchmark datasets with complex 

and challenging word images. 

B.  Datasets 

Latin Scripts: The scene text recognition benchmarks 

can be categorized into two general categories: regular 

text datasets, including ICDAR13 [38], III5k [39], and 

SVT [23], which contain primarily horizontal text 

instances, and irregular text datasets, including 

ICDAR15 [40], CUT80 [41], SVT-P [42], and COCO-

Text [43], which contain challenging multi-oriented and 

curved text instances. 

Researchers also pre-trained their models on synthetic 

images to achieve a more general and higher accuracy 

performance. SynthText (ST) [44] and MJSynth (MJ) [45] 

synthetic datasets are two datasets that have been used 

extensively for the pre-training purposes of scene text 

detection and recognition algorithms. 

Multi-Lingual Scripts: Researchers used several multi-

lingual text datasets to measure the performance of their 

models. ICDAR17-MLT [46] and ICDAR19-MLT [47] are 

two examples of multilingual datasets that contain the 

following languages: Arabic, Latin, Chinese, Japanese, 

Korean, Bangla, and Hindi. There are also some other 

datasets [48]-[51] that have scripts, mostly in English and 

Chinese, that are designed for the specific purposes of 

text recognition. 

Right-to-Left Scripts: Arabic, Urdu, and Persian are 

three languages that use similar letter scripts but are 

distinct when spoken. Different from left-to-right 

languages such as Latin and Chinese, finding publicly 

available benchmark datasets specifically designed for 

these languages can be challenging. However, numerous 

conventional and modern techniques have been 

developed on private datasets for these languages. In this 

case, Arabic and Urdu are better suited than Persian. For 

instance, ICDAR17-MLT [46] and ICDAR19-MLT [47] are 

two publicly available benchmarks that contain Arabic 

scripts and can be utilized for training and evaluating 

Arabic text recognition. ARASTEC [52] and ARASTI [53] are 

two real-world datasets used for Arabic character and 

word recognition in natural images, respectively. 

However, these datasets are not available to the public. 

For Urdu text, IIITH [54] and UPTI [55] are two well-known 

Urdu script datasets that include real-world and synthetic 

text instances. Recently, a work by Rahman et al. [16] 

introduced the UTRSet-Real and UTRSet-Synth datasets, 

which are publicly available. 

Regarding Persian, the only real-word dataset 

currently is PESTD [18]. This dataset is unique in that it is 

a Persian English dataset with images captured in the wild. 

However, it is only designed for traffic sign detection and 

mainly has images of road traffic signs. Moreover, it has 

yet to consider the recognition task, which is the most 

challenging aspect. Furthermore, the dataset is private for 

testing. A publicly available dataset contains synthetic 

images, namely ITDR-Synth [17], designed for both 

detection and recognition. This dataset contains 6,100 

and 40,220 images for detection and recognition, 

respectively. 

Farsi Text Recognition (FATR) Dataset 

In this section, we present our comprehensive Persian 

language dataset tailored specifically for investigating and 

analyzing Persian text recognition challenges. For this 

purpose, a synthetic dataset for the recognition task that 

contains text instances of captured images of both indoor 

and outdoor environments. Table 4 shows more details of 

the proposed FATR dataset. The indoor images contain 

images of dense and small text instances taken from 

indoor store signs and products. All the outdoor images 

consist of a wide variety of challenging cases of urban 

landscapes, such as storefronts, street signs, wall signs, 

and traffic signs. 

 
Table 4: The proposed Farsi (Persian) text dataset 

Text Category 
Recognition 

Train Test 

Indoor Text 
Product 648 158 

Lobbies 2080 748 

Outdoor Text 

Storefronts 7796 1951 

Street signs 261 81 

Graffiti 346 92 

Traffic signs 1804 501 

All 12935 3529 

  

Fig. 3 shows different sample images of FATR that are 

taken with different camera phones. 

 

 
 

Fig. 3: Sample real-world images of the proposed FATR dataset. 
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A.  Real-World Text Recognition 

We converted the quadrilateral boxes into rectangular 

boxes and cropped them to prepare the recognition 

dataset. The recognition dataset consists of 12935-word 

images cropped for training and 3529 for testing. In Fig. 4, 

you can see some sample images and their corresponding 

strings. 

 

 
 

Fig. 4: Example of real-world cropped word patch images of the 
proposed FATR dataset used for training and evaluation of 

recognition model taken from different indoor and outdoor 
places. 

We consider various challenges when preparing the 

recognition images of FATR datasets. Fig. 5 illustrates 

some sample images of these challenges including 

partially occluded text, rotated text, illumination 

variation, low resolution, English text, image blurriness, 

complex background, difficult fonts, and special 

characters (e.g., /,() -,:, @,#,…). 

We provide a probability distribution of the cropped 

word images in the FATR dataset, focusing on image 

height, width, and character length. Fig. 6 illustrates these 

computations. As shown in Fig. 6(a) and Fig. 6(b), the FATR 

dataset contains word images of varying resolutions, with 

a minimum width of 4 pixels a minimum height of 5 pixels, 

and a maximum width of 4391 pixels, and a maximum 

height of 2505 pixels. 

As seen in Fig. 6(c), the length of the word instances 

ranges from 1 character to 22 characters, with an average 

length of approximately 5 characters per word. It is worth 

mentioning that the dataset contains a total of 5795 

unique word instances. 

B.  Synthetic Persian Dataset 

The SOTA scent text techniques are trained on a 

combination of large synthetic cropped word images of 

SynthText [44] and MJ-Synth [45], and they achieved good 

performances on real-world benchmark datasets. In this 

paper, we also introduce FATR-Synth, a synthetic dataset 

of ∼200K word images of Persian scripts, and the real-

world images of FATR for training the SOTA scene text 

recognition models. Inherited from [16], these images are 

created using different text attributes like font, size, and 

color and include over 200 Persian fonts. It addresses the 

scarcity of Persian words and numerals in existing 

datasets by incorporating sufficient samples and provides 

a vocabulary of 200,000 words and ~50000 unique Farsi 

words collected from the Internet with an average length 

of 8 characters for synthetic text generation. The 

produced dataset is also publicly available for further 

research. Fig. 7 illustrates some examples of the prepared 

synthetic dataset. 

 

 

Fig. 5: Challenges in real-world images from the FATR dataset. 
The identified challenges include OC (occluded text), MO 

(multi-oriented), IV (illumination variation), LR (low resolution), 
ML (multi-language), IB (image blurriness), CB (complex 

background), DF (difficult fonts), and SC (special characters). 

 

Fig. 6: Probability distribution of (a) word width in pixels, (b) 
word height in pixels, and (c) the number of characters in a 
word image computed from the FATR dataset. Best viewed 

when zoomed. 

 

Fig. 7: Sample synthetic word images of the proposed 
FATRSynth dataset. This dataset is only used as training. Each 

cropped word image mainly contains one-word instances. 
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Experimental Results 

This section presents our comprehensive evaluation 

for investigating some selected SOTA text recognition 

models including CRNN [10], STAR-Net [12], 

ROSETTA [13], CLOVA [14], and UTR-Net [16] on the 

proposed FATR dataset. Table 4 shows the number of test 

images used for the evaluation of these models. 

A.  Implementation Details 

All models used in this paper are trained and tested on 

a machine equipped with an NVIDIA GPU with plate 

number RTX-3090. To ensure a fair comparison, we train 

all the models in comparisons on a similar dataset. For the 

recognition task, we follow the same settings described 

in [14] to train the models. We use a combination of FATR-

Synth and FATR real-world images for training. To 

generate the images of FATR-Synth, we follow the 

settings provided in [16]1. 

In this paper, we only focus on evaluating Persian 

characters. Therefore, we only consider Persian text 

instances during inference and ignore English text. We 

evaluate the selected recognition models using the Word 

Recognition Accuracy (WRA) and Normalized Edit 

Distance (NED) evaluation metrics. We train all 

recognition models, except UTRNeT [16], for 200,000 

iterations, while the UTRNeT model is trained for 50 

epochs. We use the following 35 characters for training all 

the evaluation models: د,  خ,  ح,  چ,  ج,  ث,  ت,  پ,  ب,  آ,  ا  ,

,  ل,  گ,  ک,  ق,  ف,  غ,  ع,  ظ,  ط,  ض,  ص,  ش,  س,  ژ,  ز,  ر,  ذ

ئ,  ی, ء,  ه,  و,  ن,  م . 

B.  Evaluation Metrics 

For the recognition task, given a set of cropped word 

images, we use two metrics for the evaluation of 

recognition models: Word Recognition Accuracy (WRA) 

and Normalized Edit Distance (NED). WRA is mainly used 

to evaluate the accuracy of scene text recognition 

schemes [10], [12]-[14]., which can be calculated as: 

WRA =
# accurately Recognized Words

𝐴𝑙𝑙 𝑡ℎ𝑒 𝑤𝑜𝑟𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
× 100 (1) 

The NED metric is defined as follows [47]: 

1

1
1 ( , ) / max( , )

N

i i i i

i

Norm D w w w w
N 

     (2) 

where Levenshtein Distance is shown by (:)D [56]. 
iw  

and
iw are ground truths corresponding to the text 

regions and predicted word strings, respectively. 

C.  Quantitative Results 

We conducted several experiments on the recognition 

using pre-training models. Persian scripts’ characters are 

fundamentally different from those of left-to-right 

languages, and using a SOTA right-to-left language model 

                                                                 
1 https://github.com/abdur75648/urdu-synth/ 

would result in a significantly low WRA margin (See Table 

2 in Section 1). Therefore, we selected some of the best 

and most well-known recognition 

models [10], [12]-[14], [16], trained them in a similar 

setting, and evaluated them on the FATR dataset. Table 5 

shows the quantitative results of our experiments. We 

first trained these models on synthetic images in the ITDR-

Synth dataset, which resulted in poor performance. 

However, when we used our proposed FATR-Synth 

dataset, the models’ WRA performance improved 

significantly. We further enhanced the models’ 

performance by combining natural and synthetic images 

of the proposed FATR dataset. Among these models, 

CLOVA [14] achieved the best performance regarding 

both WRA and edit distance (ED) for all our experiments. 

Our quantitative results confirm that training the models 

on the proposed FATR dataset can significantly improve 

the recognition performance compared to the only 

publicly available synthetic Persian dataset [17]. 

 
Table 5: Experimental Results of the select scene text 
recognition models [10], [12]-[14], [16] on the proposed FATR 
dataset. The results trained on the synthetic images of ITDR-
Synth proposed in [17] and our proposed FATR-Synth are shown 
with blue and red colors, respectively. All the model results 
trained on the combination of our proposed synthetic and real-
world images of FATR are shown in black color. The WRA and 
NED denote the word recognition accuracy and the normalized 
edit distance. 

Model Trained Dataset WRA NED 

CRNN [10] 

IDTR-Synth 22.28 0.45 

FATR-Synth 45.65 0.75 

FATR-Synth+FATR-Real 53.04 0.78 

ROSETTA [13] 

IDTR-Synth 19.26 0.44 

FATR-Synth 36.84 0.72 

FATR-Synth+FATR-Real 65.7 0.85 

STARNET [12] 

IDTR-Synth 27.17 0.48 

FATR-Synth 64.66 0.85 

FATR-Synth+FATR-Real 68.74 0.86 

CLOVA [14] 

IDTR-Synth 27.68 0.50 

FATR-Synth 64.94 0.85 

FATR-Synth+FATR-Real 69.24 0.87 

UTRNet [16] 

IDTR-Synth 24.72 0.49 

FATR-Synth 52.98 0.77 

FATR-Synth+FATR-Real 66.93 0.86 

D.  Qualitative Results 

We tested the models listed in Table 5 to demonstrate 

their performance on real-world images. To that effect, 

we evaluated the qualitative results on various cropped 

word images from the FATR dataset, as presented in Fig. 

8. The output strings of Fig. 8(a)-(c) demonstrate that the 

chosen models can accurately recognize regular text 
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instances with horizontal or near-horizontal orientation. 

However, some selected models failed or produced the 

wrong output for one or two characters when evaluated 

on challenging examples, such as rotated text or text with 

complicated font styles, as shown in Fig. 8(d)-(g). 

Ultimately, all the models we evaluated produced false 

recognition when the text was vertically oriented, 

partially occluded, or used a complex font in adverse 

situations. 

 

 

Fig. 8:  Qualitative results among the selected recognition 
models [10], [12]-[14], [16] on some images of the FATR 

dataset. Each output strings stand for the following models: I) 
CRNN [10], II) ROSETTA [13], III) STAR-Net [12], IV) CLOVA [14], 

and V) UTRNet [16]. These models are trained on the 
combination of real and synthetic images of the FATR dataset. 
The green and red colors denote the accurate and inaccurate 

characters predicted by the models. 

E.  Discussion and Future Work 

Persian text recognition in the wild presents significant 

challenges, one of which is the time-consuming and costly 

annotation process. Recent advancements in artificial 

intelligence, such as DALLE [57], ChatGPT [58], and 

Gemini [59], have made it possible to generate images 

using text prompts, providing a way to address this issue. 

Another approach to tackle the annotation problem is 

automating the process, which can be achieved using the 

latest model [60]. However, detecting and recognizing 

Latin text, as well as text images taken from the wild, still 

pose various challenges, such as orientation, occlusion, 

and degradation in image quality. These challenges 

remain unsolved problems in the computer vision 

community. To overcome these challenges, techniques 

like augmentation, compositionality [61], and masked 

autoencoder transformers [62] combined with AI 

modules can be used to assist the models. As future work, 

we also aim to design a deep learning-based architecture 

by utilizing the above-mentioned advancement in 

computer vision and natural language processing to 

tackle the shortcomings of the current state-of-the-art 

models and capture and recognize challenging word 

images from wild images. 

Conclusions 

This paper highlights a critical research gap in right-to-

left text recognition in wild images, specifically for Persian 

scripts. We have introduced a comprehensive Persian text 

recognition dataset to address this issue, which provides 

real-world and synthetic images to evaluate SOTA text 

recognition models. We have evaluated several scene text 

recognition models on the proposed FATR dataset. Our 

experimental results have shown that the current 

multilingual text dataset can still perform well on Persian 

scripts. For Persian scent text recognition, a specialized 

dataset is essential to accurately recognize text instances 

in wild images. 
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Background and Objectives: Recent advancements in race classification from 
facial images have been significantly propelled by deep learning techniques. 
Despite these advancements, many existing methodologies rely on intricate 
models that entail substantial computational costs and exhibit slow processing 
speeds. This study aims to introduce an efficient and robust approach for race 
classification by utilizing transfer learning alongside a modified Efficient-Net model 
that incorporates attention-based learning. 
Methods: In this research, Efficient-Net is employed as the base model, applying 
transfer learning and attention mechanisms to enhance its efficacy in race 
classification tasks. The classifier component of Efficient-Net was strategically 
modified to minimize the parameter count, thereby enhancing processing speed 
without compromising classification accuracy. To address dataset imbalance, we 
implemented extensive data augmentation and random oversampling techniques. 
The modified model was rigorously trained and evaluated on a comprehensive 
dataset, with performance assessed through accuracy, precision, recall, and F1 
score metrics. 
Results: The modified Efficient-Net model exhibited remarkable classification 
accuracy while significantly reducing computational demands on the UTK-Face 
dataset. Specifically, the model achieved an accuracy of 88.19%, reflecting a 2% 
enhancement over the base model. Additionally, it demonstrated a 9-14% 
reduction in memory consumption and parameter count. Real-time evaluations 
revealed a processing speed 14% faster than the base model, alongside achieving 
the highest F1-score results, which underscores its effectiveness for practical 
applications. Furthermore, the proposed method enhanced test accuracy in 
classes with approximately 50% fewer training samples by about 5%. 
Conclusion: This study presents a highly efficient race classification model 
grounded in a modified Efficient-Net architecture that utilizes transfer learning 
and attention-based learning to attain state-of-the-art performance. The 
proposed approach not only sustains high accuracy but also ensures rapid 
processing speeds, rendering it ideal for real-time applications. The findings 
indicate that this lightweight model can effectively rival more complex and 
computationally intensive recent methods, providing a valuable asset for practical 
race classification endeavors. 

 

Keywords: 
Race classification 

Attention module 

Efficient-Net network 

Transfer learning 

Real-time performance 

 

 

 

*Corresponding Author’s Email 
Address: 
s.mohamadzadeh@birjand.ac.ir  

 

This work is distributed under the CC BY license (http://creativecommons.org/licenses/by/4.0/)                           

 

Introduction 
The advances of recent years in the field of artificial 

intelligence (AI) and deep learning (DL) have significantly 

improved the accuracy of facial recognition, image 

classification, and object detection. Among these 

advancements, race classification (RC) from facial images 

remains a critical and inherently challenging task due to 

the subtle differences in facial features across various 
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racial groups and the extensive diversity among human 

faces [1], [2]. This capability holds immense potential for 

applications in security, human-computer interaction, 

and social and demographic analysis. 

RC is not only an academic problem but also has 

significant real-world implications. For instance, in 

security and surveillance, accurate RC can enhance 

monitoring and identification [3], [4]. In personalized user 

experiences such as augmented reality (AR) and virtual 

reality (VR), understanding racial features can improve 

user interaction [5]. In healthcare, accurate RC can aid in 

providing tailored medical advice and interventions, as 

certain medical conditions are prevalent in different racial 

groups [6]. However, ethical considerations are crucial to 

address the potential biases and fairness issues in RC. 

In addition to the major benefits such as model 

accuracy and efficiency, this study emphasizes the 

importance of lightweight models in resource-

constrained environments. Lightweight architectures are 

especially useful for deployment on devices with limited 

computational resources, such as mobile phones and 

embedded platforms [7], [8]. This makes advanced RC 

features feasible and applicable across various domains, 

from consumer electronics to remote sensing 

technologies. The novelty of this research lies in its 

holistic approach, integrating real-time performance 

metrics, error analysis, and detailed visualization to 

provide a comprehensive understanding of model 

behavior and identify areas for improvement. Real-time 

performance metrics are crucial for applications 

demanding instant results, while error analysis can 

pinpoint specific challenges and potential biases in the 

classification process. Visualization techniques offer 

intuitive insights into how the model perceives diverse 

racial features, aiding in the refinement of the model. 

This study demonstrates the powerful combination of 

convolutional neural network (CNN) architectures and 

transfer learning techniques when applied to complex 

classification tasks like race recognition [9]-[12]. The 

findings confirm the high accuracy and efficiency of the 

model, establishing a foundational benchmark for further 

research and development in AI and deep learning. This 

research lays the groundwork for future endeavors in 

developing robust and ethical racial classification systems 

applicable across diverse technological and societal 

contexts. The quest for high-performance, ethical, and 

practical racial classification models represents a critical 

and continuously evolving frontier in the field of artificial 

intelligence. By addressing the complexities of race 

classification, this work contributes to a more equitable 

and responsible application of AI technologies. 

Related Work 

In recent years, race recognition has become a 

prominent topic in facial recognition and image 

processing [13]-[15]. Numerous studies have been 

conducted to improve the accuracy and efficiency of 

various methods for this purpose. Al-Azani and El-Alfy 

(2019) examined race recognition methods in challenging 

conditions using Histogram of Oriented Gradients (HOG) 

features [16]. Their research demonstrated that HOG 

features could be used for race recognition under various 

lighting and background conditions [17]. However, a 

major drawback of this approach is its sensitivity to 

changes in scale and angle, which can result in decreased 

accuracy when dealing with noisy images or unexpected 

variations due to its reliance on low-level features. In a 

comparative study between machine learning and deep 

learning methods for age, gender, and race recognition, 

Hamdi and Moussaoui found that deep learning methods 

generally performed better than machine learning 

methods, especially in race recognition [18]. Krishnan et 

al. investigated the fairness of gender classification 

algorithms across different gender-race groups [19]. The 

results indicated that there were performance disparities 

among these algorithms across different groups, 

highlighting the need to address such disparities in the 

development of future algorithms. Ahmed et al. utilized 

deep networks for race estimation. Their study showed 

that deep networks could achieve high accuracy in race 

estimation, particularly when leveraging diverse data 

combinations [20]. Belcar et al. focused on race 

recognition using Convolutional Neural Networks (CNNs) 

and the middle part of the face [21]. Their results 

indicated that utilizing specific facial regions could 

enhance the accuracy of race recognition algorithms.  

However, reliance on specific facial parts may lead to 

decreased overall model performance in scenarios where 

these parts are not fully visible or affected by external 

factors [22]. Patel et al. introduced a shift-invariant deep 

neural network for tri-fold classification [23]. This 

network demonstrated strong performance against 

spatial variations in input data, providing notable results. 

Lastly, Wirayuda et al. proposed a compact-fusion feature 

framework for race recognition, which improved the 

accuracy of recognition algorithms by using combined 

features [24]. However, the high complexity and need for 

combined processing of this framework could impact its 

real-time performance. Despite these advancements, 

there remains a need for improvements in race 

recognition accuracy in real-world conditions and in 

environments with limited computational resources. This 

research aims to address this gap by presenting an 

optimized model that reduces resource consumption and 

parameters while maintaining high accuracy. Our model, 

utilizing advanced optimization techniques and novel 

methods, is designed to offer robust performance under 

varying and challenging conditions while minimizing 

computational demands. 
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Proposed Method 

In this section, proposed method is presented for the 

classification of races from facial images using transfer 

learning based on state-of-the-art deep learning 

architectures. At the center of the approach is the 

Efficient-Net model, which is well known for its trade-off 

between top results and low computation cost. Our 

method addresses many built-in difficulties of RC, such as 

subtle differences in facial features among racial groups 

and the need for a balanced, diverse dataset to train the 

model effectively. We first used Efficient-Net as the base 

model since it is already known for its success in image 

classification works [25]. The advantage of this 

architecture is that it adopts a compound-scaling 

approach, where all network dimensions are scaled up 

uniformly  to  bring  about  improved  performance  while  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A.  Attention Mechanism 

In the proposed methodology, the integration of the 

convolutional block attention module (CBAM) into the 

Efficient-Net architecture, specifically positioned after the 

convolutional layers, introduces a refined approach to 

enhancing feature extraction for race classification. This 

attention mechanism enables the network to dynamically 

focus on both salient channels and critical spatial regions 

within the feature maps, which is vital for effectively 

distinguishing subtle racial characteristics. In race 

classification, where minor facial feature variations across 

different ethnicities are  key,  conventional  convolutional 

consuming less computation cost. However, since RC is 

very specific in nature, using Efficient-Net directly would 

not be enough. We will make use of transfer learning to 

fine-tune the pre-trained Efficient-Net model to our 

targeted RC task. By this method, we retrain the upper 

layers to adapt the model with the unique characteristics 

of racial features. To enhance the preprocessing step, we 

employed the Multi-task Cascaded Convolutional 

Networks (MTCNN) for accurate face detection and 

alignment [26]. MTCNN is effective in extracting facial 

regions from images, ensuring that the input to the model 

focuses solely on the relevant facial features. This step is 

crucial for improving the overall accuracy of the RC 

process by eliminating background noise and variations in 

face alignment. Fig. 1 illustrates the progression of the 

proposed method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

layers may fail to sufficiently capture these nuanced 

differences. CBAM addresses this limitation by applying 

dual attention mechanisms, improving the network’s 

sensitivity to discriminative features [27]. CBAM module 

shows in Fig. 2. 
 

 
Fig. 2:  Schematic representation of the CBAM architecture. 

 

Fig. 1:  An overview of proposed method. 
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Formally, given an intermediate feature map 𝐹𝑀, 

which belongs to a three-dimensional space denoted 𝐻 ×

𝑊 × 𝐶, where 𝐻 represents the height of the feature 

map, 𝑊 represents its width, and 𝐶 indicates the number 

of channels, CBAM first applies channel attention 

followed by spatial attention. In this context, the 

dimensions 𝐻, 𝑊, and 𝐶 correspond to the spatial and 

depth characteristics of the feature map extracted from 

the convolutional layers, with the height and width 

representing the two-dimensional spatial resolution and 

the channel reflecting the depth or number of filters 

applied in the convolutional process as expressed in (1). 

(1) 
𝐶𝐴(𝐹𝑀) =  𝜎(𝑀𝐿𝑃(𝐴𝑣𝑔𝑃𝑜𝑜𝑙(𝐹𝑀))

+ 𝑀𝐿𝑃(𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐹𝑀))) 

where MLP denotes a multi-layer perceptron, and 𝜎 

represents the sigmoid activation function. This operation 

selectively enhances important channels by considering 

both average and max-pooled representations of the 

feature map. Subsequently, spatial attention is applied as 

expressed in (2). 

(2) 
𝑆𝐴(𝐹𝑀) =
 𝜎(𝐶𝑜𝑛𝑣7×7(𝐴𝑣𝑔𝑃𝑜𝑜𝑙(𝐹𝑀); 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐹𝑀))  

where 𝐶𝑜𝑛𝑣7×7 signifies a convolutional layer that 

processes the concatenation of average and max-pooled 

feature maps across the channel dimension, thereby 

refining spatial feature selection. The incorporation of 

CBAM in this manner allows for a more targeted feature 

representation, capturing both global dependencies and 

localized variations in facial structures pertinent to racial 

differentiation. By combining channel and spatial 

attention, the proposed approach offers a novel 

enhancement to Efficient-Net, enabling the model to 

better distinguish subtle racial traits, thereby improving 

classification accuracy in datasets with complex race-

related features. 

B.  Data Balancing 

Finally, the issue of data imbalance is addressed, which 

makes the classification task challenging with race 

datasets. An imbalanced dataset can further lead to 

biased models, performing poorly on the under-

represented classes. In order to cope with that, we used 

a lot of data augmentation and resampling strategies. 

Data augmentation will create different training examples 

for rotations, scaling, flipping, and so on. Resampling can 

be implemented using techniques such as SMOTE 

(Synthetic Minority Over-sampling Technique) or 

oversampling for a certain group to ensure its 

representation in the dataset. Table 1 presents the 

pseudocode of the proposed method. 

In the process of machine learning with imbalanced 

datasets, the SMOTE (Synthetic Minority Over-sampling 

Technique) is utilized as an advanced method for 

balancing the number of samples across classes. 

Table 1: Pseudocode of proposed method 
 

 Start 

1.     # Load and preprocess the data 

2.         Data_list = Load data (dataset_path) 

3.         Extract face images by MTCNN () 

4.         Split data into training and testing sets 

5.         Balance training data with SOMTE method 

6.         Split balance data into training and validation sets 

7.     # Define the Efficient-Net model 

8.         Initialize Efficient-NetB3 with Image-Net weights 

9.         Add Attention CBAM  to base_model 

10.         Add GlobalAveragePooling layer to base_model 

11.         Add Dropout layer with a dropout rate of 0.5 

12.         Add Dense layer with softmax activation function 

13.         Compile model using 'Adam' optimizer and  

            'sparse_categorical_crossentropy' loss function 

14.     # Train the model 

15.         Trained_model = Train model (model,  

            training_set_images) 

16.     # Metrics: Accuracy, Precision, Recall, and F1 score 

17.     # Evaluate the model 

18.         Validation_metrics = EvaluateModel 

(trained_model,  

            validation_set_images) 

19.     # Test the model 

20.         Test_metrics = TestModel (trained_model,    

             test_set_images)     

 return Validation_metrics, Test_metrics 

 
This technique generates new data by creating 

samples based on the existing minority class samples 

rather than merely duplicating them randomly. This 

approach not only enhances the diversity of the data but 

also mitigates the bias resulting from class imbalance. 

Consequently, the SMOTE technique has been employed 

in this study to address the issue at hand. 

In Fig. 3, the total number of images is 22,013, whereas 

the total should amount to 22,022 based on the individual 

class sample counts. During the filtration process, nine 

samples were removed from the data frame due to being 

corrupted. For the training and processing of deep 

learning models, the dataset consisting of 22,013 images 

with four distinct racial labels (White, Black, Asian, and 

Indian) was utilized. To achieve balance in data 

distribution and enhance model quality, the dataset was 

initially divided into two main sections: training (train) 

and testing (test), with 80% of the data allocated for 

training and 20% for testing. Subsequently, the training 

data was further divided into two subsets for model 

validation: final training (train final) and validation. 

Accordingly, 90% of the training data was designated for 

final training and 10% for validation. This strategic division 

ensured that the racial distribution was preserved in each 

subset, allowing the model to be trained effectively on 
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balanced data. Finally, after applying the SMOTE 

technique to equalize the number of samples in each 

class, the new distribution resulted in 8,062 images for 

each racial category. 
  

 
(a) 

 

 
(b) 

 
Fig. 3: Distribution of Images by racial labels before (a) and 

after (b) data filtration. 
 

Results and Discussion 

This section presents the main findings from our 

experiments, showcasing the performance of the 

proposed method across various evaluation metrics. The 

results are summarized in tables and figures to provide a 

clear and concise overview of the data. These findings 

will, in the following sections, serve as the basis for 

discussing their significance and relevance to existing 

research in the field. 

A.  Criterion 

In evaluating the performance of machine learning 

models, four primary metrics are commonly used: 

accuracy, precision, recall, and the F1-score. These 

metrics provide a comprehensive assessment of a model's 

effectiveness [28]. 

Accuracy: This metric simply represents the ratio of 

correctly predicted instances to the total number of 

predictions. In other words, in (3) accuracy measures the 

overall correctness of a model by considering both true 

positives and true negatives. 

(3) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

where TP stands for true positives, TN for true 

negatives, FP for false positives, and FN for false 

negatives. 

Precision: Precision indicates the proportion of 

positive predictions that are actually correct. This metric 

is particularly important when the cost of false positives 

is high in (4). 

(4) 𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall: Recall measures in (5) the percentage of actual 

positive instances that are correctly identified by the 

model. It is crucial when the cost of missing positive cases 

is high. 

(5) 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1-Score: The F1-score is the harmonic mean of 

precision and recall, providing a balanced measure that 

considers both metrics in (6). It is especially useful when 

dealing with imbalanced class distributions. 

(6) 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

RAM: Memory consumption (RAM) refers to the 

amount of memory required for storing data and model 

parameters during the training and evaluation of machine 

learning models. This metric can be calculated using (7). 

(7) 𝑅𝐴𝑀𝑀𝐵 =  
𝑃 × 𝑆𝑖𝑧𝑒_𝑜𝑓_𝑑𝑎𝑡𝑎_𝑡𝑦𝑝𝑒

10242
 

where 𝑃 is the total number of parameters in the network 

and 𝑆𝑖𝑧𝑒_𝑜𝑓_𝑑𝑎𝑡𝑎_𝑡𝑦𝑝𝑒 is the size of the data type 

(typically 4 bytes for float32). The number of parameters 

includes weights and biases across all layers, including 

convolutional and dense layers. Specifically, in a 

convolutional layer with 𝐾 filters, 𝐶 input channels, and 

kernel dimensions 𝐻 × 𝑊, the number of parameters is 

calculated in (8). 

(8) 𝑃𝑐𝑜𝑛𝑣 = 𝐾 × (𝐻 × 𝑊 × 𝐶 + 1) 

B.  Dataset 

UTK-Face provides over 20,000 facial images with very 

wide coverage of racial backgrounds, age groups, and 

both genders. This will come in quite handy for research 

into racial classification, where the dataset is diverse and 

comes with a detailed label including race, age, and 

gender for each image [29]. The dataset allows for the 

making of a model capable of precise and fair RC from 

facial features, thus being important for its real-world 

application. Fig. 4 displays a diverse set of facial images 

representing different racial categories included in the 

dataset. 
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Fig. 4:  Sample images from the UTK-Face dataset [29]. 
 

Table 2 provides a comparison between the base 

model and the proposed model in terms of parameters 

and memory usage. The base model comprises a total of 

12,324,539 parameters, of which 12,237,236 are 

trainable, resulting in an approximate RAM consumption 

of 47.01 MB, indicating a higher resource requirement. In 

contrast, proposed model 1 demonstrates a reduced 

parameter count of 10,789,683, with 10,702,380 

trainable parameters, leading to a lower memory 

consumption of 41.16 MB. Proposed model 2, although 

slightly more resource-intensive than Proposed model 1, 

still presents an improvement over the base model, 

featuring 11,379,605 total parameters and a RAM 

requirement of 43.41 MB. This reduction in both total and 

trainable parameters, along with decreased memory 

consumption, highlights the greater efficiency of the 

proposed models while ensuring a significant number of 

trainable parameters, which is essential for maintaining 

model performance. Additionally, the lower memory 

footprint of these models makes them particularly well-

suited for deployment in resource-constrained 

environments, enabling wider implementation in 

scenarios where computational resources are limited. 
 

Table 2: Model parameters and memory usage overview 
 

Model 
Parameters 

Total Trainable RAM (MB) 

Base model 12,324,539 12,237,236 47.01 

Proposed model 1 10,789,683 10,702,380 41.16 

Proposed model 2 11,379,605 11,292,302 43.41 
 

Table 3 provides a comprehensive analysis of the 

performance metrics for the training and testing phases 

of the models evaluated on an NVIDIA Tesla T4 with 16GB 

GDDR6 RAM. As indicated in Fig. 3, the base model, 

trained on 22,013 images, achieved a training duration of 

2249 seconds over 50 epochs. In contrast, both Proposed 

model 1 and Proposed model 2, which were trained on an 

expanded dataset of 32,248 images, required slightly 

longer training times of 2275 seconds and 2282 seconds, 

respectively. 

In terms of testing efficiency, the base model 

demonstrates a processing time of 0.35 milliseconds per 

image, resulting in a frame rate of 2827 frames per 

second. Proposed model 1 shows improved performance 

with a reduced image processing time of 0.28 

milliseconds and an increased frame rate of 3571 frames 

per second. Proposed model 2 also performs well, 

processing each image in 0.30 milliseconds and achieving 

a frame rate of 3352 frames per second. These results 

indicate that while the proposed models have a higher 

training time, they capitalize on a larger dataset to 

enhance their efficiency during testing. The substantial 

parameter reductions observed in the proposed models, 

as outlined in Table 2, coupled with their improved testing 

speeds, suggest that these models are not only more 

resource-efficient but also better suited for applications 

that demand high-speed image processing. This efficiency 

in real-time applications is paramount, highlighting the 

potential for deploying the proposed models in scenarios 

requiring rapid processing capabilities. 
 

Table 3: Performance metrics for model training and testing on 
an INVIDIA Tesla T4 with 16GB GDDR6 RAM 
 

Method 

Training time 
(50 epoch) 

Second 

Test (time per 
image) 

Millisecond 

Test  

frame per 
second 

Base model 2249 0.35 2827 

Proposed 
model 1 

2275  0.28  3571 

Proposed 
model 2 

2282 0.30 3352 

 

Table 4 provides a detailed comparison of model 

performance metrics across different racial categories, 

revealing significant insights into the effectiveness of the 

proposed methodologies. The base model without 

balance and attention modules shows robust accuracy, 

particularly in the White and Black categories, with 

notable recall for White (0.94). However, it struggles with 

the Indian category, exhibiting lower accuracy (0.85) and 

precision (0.68). Proposed Method 1, which employs 

balanced data, demonstrates improvements in precision 

for the White category (0.92) but experiences a decline in 

Indian category performance, achieving 0.74 accuracy. In 

contrast, Proposed Method 2, which integrates both 

balanced data and an attention module, achieves the 

highest overall metrics, particularly excelling in the Asian 

category (0.90 accuracy) and significantly improving 

Indian classification metrics to 0.86 accuracy and 0.76 

precision. This comprehensive analysis underscores the 

importance of data balancing and advanced modeling 

techniques in enhancing classification accuracy, 

particularly for underrepresented groups, thereby 

demonstrating the proposed methods' superior capability 

in addressing the challenges faced by the base model. 
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Fig. 5 presents the confusion matrices for the 
validation dataset, featuring two distinct matrices that 
demonstrate the advantages of using a balanced dataset 
as well as the strengths of the proposed model in 
developing effective classification models. Fig. 5(a) 
illustrates the performance of the base model, while Fig. 
5(b) pertains to proposed model 2. In Fig. 5(a), the 
unbalanced nature of the dataset is prominently 
displayed, highlighting its impact on classification 
accuracy across various racial categories. This matrix 
clearly shows the detrimental effect of imbalance, 
particularly in classes with fewer samples. In contrast, Fig. 
5(b) showcases the application of a balanced dataset, 
emphasizing the strengths of the proposed method. For 
instance, the number of samples in the Indian class has 
increased from 318 to 806. This increase leads to a 
significant reduction in misclassifications, with errors 
decreasing from 55 to 15 during the validation phase. 
Moreover, similar trends can be observed across other 
classes, indicating a systematic improvement in 
classification performance. The results underscore the 
importance of data representation in training processes, 
suggesting that such enhancements can lead to a more 
robust and reliable model capable of better 
generalization to unseen data. 

Fig. 6 presents the confusion matrices for the test 

dataset, consisting of two separate matrices. Since the 

test data were partitioned at the beginning of the process, 

these data were kept untouched for the testing phase in 

this research. Fig. 6(a) illustrates the performance of the 

base model, while Fig. 6(b) corresponds to proposed 

model 2. In Fig. 6(a), the performance of the base model 

on the test data is observed. In contrast, Fig. 6(b) shows 

the confusion matrix for the test data using proposed 

model 2. In these matrices, it can be seen that in matrix 

Fig. 6(a), the base method performed better in the white 

class compared to the proposed model. However, in this 

study, the classification of the white race has less 

challenge for the models, given that the database for the 

white class, as shown in Fig. 3, has greater diversity and 

accounts for 46% of the data. Therefore, improvements 

are needed in other classes. In Fig. 6(b), it is observed that 

the black class has 20 fewer error samples compared to 

the base model, the Asian class shows an improvement of 

30 samples, and finally, the Indian class improved by 72 

samples. Thus, the strength of proposed model 2 is 

demonstrated in other classes with fewer sample sizes. As 

a result, this model can be confidently utilized for RC 

applications. 
 

 
(a) 

 
(b) 

Fig. 5:  Confusion matrices for the validation dataset, 
illustrating the performance of the base model (a) and the 

proposed model 2 (b). 

Table 4: Detailed performance metrics for RC models 
 

Method Race 
Criterion 

Accuracy Precision Recall F1-Score Support-test 

Base model without balance and 
attention module 

White 

0.86 

0.84 0.94 0.89 2016 

Black 0.88 0.83 0.85 905 

Asian 0.88 0.84 0.86 687 

Indian 0.85 0.68 0.76 795 

Proposed method_1 with balance 
data (Efficient-Net-BD) 

White 

0.87 

0.92 0.88 0.90 2016 
Black 0.88 0.85 0.87 905 
Asian 0.88 0.87 0.87 687 
Indian 0.74 0.85 0.79 795 

Proposed method_2 with balance 
data and attention module 

(Efficient-Net-BD-AM) 

White 

0.88 

0.89 0.93 0.91 2016 
Black 0.87 0.88 0.87 905 
Asian 0.90 0.89 0.90 687 
Indian 0.86 0.76 0.81 795 
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(a) 

 
(b) 

 

Fig. 6:  Confusion matrices for the test samples, illustrating the 
performance of the base model (a) and the proposed model 2 

(b). 
 

 
(a) 

 
(b) 

Fig. 7:  Epoch-wise accuracy progression for RC model. (a): base 
model and (b) proposed model 2. 

Fig. 7 illustrates the accuracy progression over training 

epochs for both the base model and proposed model 2. 

The x-axis represents the number of epochs, while the y-

axis shows the model's accuracy across RC categories. In 

Fig. 7(a), which corresponds to the base model, the 

accuracy stabilizes at around 87% by the end of the 

training process. In contrast, Fig. 7(b) presents the 

performance of proposed model 2, where the accuracy 

reaches a significantly higher value of 95%. Additionally, 

it is evident that proposed model 2 not only achieves a 

better final accuracy but also starts with a higher accuracy 

at the beginning of the training process compared to the 

base model. This demonstrates the superior learning 

capability and faster adaptation of the proposed model in 

comparison to the base model. 

 
(a) 

 
(b) 

Fig. 8:  Epoch-wise Loss trend for RC model. (a): base model 
and (b) proposed model 2. 

 

Fig. 8 presents the loss progression over the training 

epochs for both the base model and proposed model 2, 

offering a detailed comparison of their performance. The 

x-axis represents the number of epochs, while the y-axis 

reflects the corresponding loss values during both the 

training and validation phases. In Fig. 8(a), which 

represents the base model, the initial loss is nearly double 

that of proposed model 2, as shown in Fig. 8(b). This 

disparity suggests that the base model faces greater 

difficulty in learning at the start of training. As training 

proceeds, the final validation loss for the base model 
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remains approximately three times higher than that of 

proposed model 2, underscoring a significant difference 

in convergence between the models. Moreover, the base 

model demonstrates increasing loss during later stages, 

indicating instability and a lack of convergence. In stark 

contrast, proposed model 2 exhibits a much more stable 

and lower loss curve, reflecting a more efficient learning 

process. Furthermore, the base model's loss curve shows 

greater variability, with frequent fluctuations throughout 

the training process, signaling potential issues with 

optimization. Conversely, proposed model 2 maintains a 

smoother and more consistent loss trajectory, indicating 

better control and robustness in learning. This clear 

improvement in stability and overall performance 

highlights  the  advantages  of   the   proposed   model   in  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This allows for a balanced view of performance across 

minority and majority classes. In contrast, the weighted 

average evaluates the model's performance based on the 

sample size of each class, assigning greater importance to 

larger classes. This metric offers a more comprehensive 

understanding of the model's overall effectiveness, 

particularly in handling the class imbalance present in the 

dataset, by reflecting the influence of uneven class 

distributions on the final outcomes. 

Table 5 reflects the continuous advancements in RC 

methodologies, particularly in the context of challenging 

and real-world conditions, as analyzed through the UTK-

Face dataset. Al-Azani and El-Alfy (2019) laid the 

foundation by using Histogram of Oriented Gradients 

(HOG) features, achieving an accuracy of 69.68%. Despite 

the utility of HOG for handling variations in lighting and 

background, this approach showed limitations due to its 

sensitivity to scale and angle changes, leading to 

performance degradation in noisy environments. 

handling the classification task effectively. In Fig. 9 the 

plot illustrates the precision, recall, and F1-score for each 

class based on the model's performance. Each point 

represents the respective metric's score for the individual 

racial classes (White, Black, Asian, and Indian). 

Additionally, the dashed line indicates the overall 

accuracy of the model, providing a reference point to 

assess how well the model performs across different 

classes relative to its general performance. Fig. 9 

illustrates the performance of the model using both 

macro and weighted averages. The macro-average 

reflects the model's performance equally across all 

classes, without considering the size of each class, 

providing insight into how the model performs on average 

for each class, regardless of the number of samples.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Following this, Hamdi and Moussaoui (2020) 

demonstrated the superiority of deep learning methods 

over traditional machine learning approaches, achieving a 

higher accuracy of 78.88%. Similarly, Krishnan et al. 

(2020) highlighted performance disparities across 

different gender-race groups, reaching an accuracy of 

79.49% but revealing the necessity of more equitable and 

robust models. Ahmed et al. (2022) advanced the field 

with deep networks, optimizing the use of diverse data 

combinations to achieve a notable accuracy of 77.50%. 

Meanwhile, Belcar et al. (2022) refined race recognition 

by concentrating on specific facial regions like the middle 

part of the face, reaching an accuracy of 80.34%. 

However, this approach’s reliance on specific regions 

introduced vulnerabilities when those parts were 

occluded or affected. Deviyani (2022) marked a significant 

leap in accuracy, achieving 87.20% by employing 

StarGAN, and analyzing multiple datasets 

comprehensively. This method's versatility made it one of 

 
Fig. 9:  Illustration of precision, recall, and F1-score for each class based on the proposed model 2 performance. 
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the most thorough analyses in the domain. Patel et al. 

(2023) and Wirayuda et al. (2023) added further 

refinements with accuracies of 76.22% and 82.19%, 

respectively, employing shift-invariant architectures and 

compact-fusion frameworks, though these methods 

faced challenges in terms of complexity and real-time 

applicability. 
 

Table 5: Numerical results on the UTK-Face dataset 
 

Method Accuracy (%) 

Al-Azani and El-Alfy (2019) [16]  69.68 

Hamdi and Moussaoui (2020) [18] 78.88 

Krishnan et al. (2020) [19] 79.49 

Ahmed et al. (2022) [20]  77.50 

Belcar et al. (2022) [21]  80.34 

Deviyani (2022) [30]  87.20 

Patel et al. (2023) [23]  76.22 

Wirayuda et al. (2023) [24]  82.19 

Base model 86.46 

Proposed model1 86.82 

Proposed model2 88.19 

 

In comparison, our base model shows substantial 

improvement, achieving 86.46% accuracy. The proposed 

model 1 slightly surpasses this with 86.82%, while 

proposed model 2 demonstrates the highest accuracy at 

88.19%, outperforming all prior models. Notably, 

proposed model 2 leverages advanced optimization 

techniques and superior feature extraction, making it 

highly efficient under diverse and challenging conditions. 

Additionally, it maintains low computational costs, 

addressing the gap highlighted in previous studies 

regarding real-time performance and resource efficiency. 

This underlines the robustness and generalizability of the 

proposed model for race recognition tasks across 

different demographic groups. 

Fig. 10 showcases a selection of correctly classified test 

samples, highlighting the model's capability to accurately 

predict various racial categories across a diverse set of 

facial images. The displayed images, along with their 

corresponding true and predicted labels, demonstrate 

the strong alignment between the model's predictions 

and actual labels. Notably, the proposed model exhibits 

robust performance across a wide range of racial 

categories and age groups, effectively handling the 

inherent diversity in both age and race within the dataset. 

This indicates the model's adaptability and precision in 

classifying facial images under varying demographic 

conditions, further validating its strength in real-world 

applications. 

Fig. 11 presents a facial sample alongside its incorrect 

prediction in comparison to the actual label. The 

inaccuracies in test predictions can be attributed to three 

main factors: low image quality, which hampers the 

model's ability to distinguish subtle facial features; 

labeling errors, which result in incorrect associations 

between images and their racial labels—an example 

being a White male misclassified as Black. Additionally, 

the similarity among racial classes poses a challenge, as 

overlapping features can complicate differentiation. 

Another potential source of error arises from the data 

augmentation methods employed during the balancing 

process; if erroneous data exists in the dataset, it can 

propagate errors further. Addressing these issues through 

improved image quality, accurate labeling, and enhanced 

model sensitivity is crucial for bolstering prediction 

accuracy. 

 

Fig. 10:  Examples of true predicted test samples. 

 

 

Fig. 11:  Examples of incorrectly predicted test samples. 
 

Conclusion 

This study presents an innovative solution to the race 

classification (RC) problem by utilizing the Efficient-Net 

model in conjunction with transfer learning techniques to 

enhance performance. A key strength of this approach 

lies in the preprocessing of input images, achieved 

through the Multi-task Cascaded Convolutional Network 

(MTCNN) for accurate face detection and alignment. This 

preprocessing not only isolates facial features but also 

minimizes background noise, thereby establishing a 

robust foundation for effective classification. Addressing 

the issue of data imbalance was another crucial aspect of 
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our methodology. We implemented sophisticated 

techniques such as data augmentation and oversampling 

to generate a diverse set of training samples. Data 

augmentation involved applying transformations like 

rotation and scaling, which aided in enriching the training 

dataset. Oversampling was employed to mitigate class 

imbalance, particularly for racial categories with fewer 

training samples. This focus on enhancing dataset quality 

was effective in improving the model's generalization 

across different racial groups. Additionally, one of the key 

advantages of proposed model 2 is its ability to 

significantly reduce error rates compared to the base 

model in classes with limited data, positively impacting 

accuracy in these categories. The use of Efficient-Net, 

recognized for its optimal balance between accuracy and 

computational efficiency, has been specifically tailored 

for RC tasks. This adjustment enables the model to 

effectively capture subtle variations in facial features 

among different racial groups, thereby contributing to 

improved accuracy. Evaluation demonstrated that this 

model exhibits remarkable real-time performance. 

Assessment metrics, including accuracy, precision, recall, 

and F1 score, indicated overall high performance, 

although some variability was observed among racial 

categories. This variability highlights ongoing challenges 

related to classification accuracy, particularly in classes 

with limited training data. Factors such as low image 

quality, erroneous labeling, and similarities among 

specific racial features have been identified as 

contributors to classification errors. Future efforts should 

focus on enhancing data quality, correcting labeling 

inaccuracies, and refining the model to address these 

issues. 
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Abbreviations  

AI Artificial Intelligence 

DL Deep Learning 

RC Race Classification 

AR Augmented Reality 

VR Virtual Reality 

CNN Convolutional Neural Network  

MTCNN Multi-task Cascaded Convolutional 

Networks 

SMOTE Synthetic Minority Over-sampling 

Technique  

HOG Histogram of Oriented Gradients 

CA Channel attention 

SA Spatial attention 

FM Feature map  

AvgPool Average pooling 

MaxPool Maximum pooling  

CBAM Convolutional block attention 

module 
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Background and Objectives:  Rail vehicle dynamics are significantly influenced by 
the forces at the wheel-rail contact interface, particularly the wheel-rail adhesion 
force, which is critical for effective braking and acceleration. Continuous monitoring 
of this force is essential to prevent infrastructure damage and enhance 
transportation efficiency. Given the challenges of directly measuring adhesion 
force, alternative methods using state observers have gained prominence. The 
choice of model and estimator efficacy are vital for accurate variable estimation. 
Methods: In this study, the dynamics of the wheelset is simulated in the presence 
of irregularities that can be encountered in the railroad. Estimation of wheel-rail 
adhesion force is done indirectly by nonlinear filters as estimators and their 
accuracies in the estimation are compared to identify the better one. Meanwhile, 
inertial sensors (accelerometer and gyroscope) outputs are used as measuring 
matrix and employed to simulate actual situation and evaluate the estimators’ 
performances. The proposed approach is implemented in MATLAB to assess the 
accuracy and effectiveness of these estimators in determining states and variables. 
Results: The proposed method effectively utilizes longitudinal, lateral, and torsional 
dynamics to estimate wheel-rail adhesion force across varying conditions. 
Experimental results demonstrate high precision, rapid convergence, and low error 
rates in the estimations. 
Conclusion: In this study, the identification of the wheel and rail contact conditions 
is carried out by analyzing the dynamic characteristics of the railway wheelset. The 
results of proposed method can lead to decreasing wheel deterioration and 
operational costs, minimizing high creep levels, maximizing the use of already-
existing adhesion, and improving the frequency of service. It is worth noting that 
the proposed method is beneficial for both conventional railway transport and 
automated driverless trains. 
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Introduction 

Modeling wheel-rail interactions is inherently complex, 

particularly when diverse track conditions are considered. 

As model complexity increases, the computational load 

also rises, leading to extended response times. 

Consequently, to maintain computational efficiency, it is 

essential to focus on the most significant and influential 

components that impact the wheel-rail forces. The 

tangential forces at the wheel-rail  interface  are  the  key  

 

components in the wheel-and-rail interface and are 

caused by wheel and rail relative motion. In fact, the 

available evidence suggests that the motion is defined by 

a gradual sliding phenomenon at the contact surface 

known as creepage. The forces caused by creepage are 

denoted as creep forces, and they control how well a rail 

vehicle accelerates and brakes. Adhesion is determined as 

the ratio of the tangential frictional force between the 

wheel and rail to the load of the wheel. The friction 
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coefficient is defined as the ratio between the friction 

force and the normal force at the contact surface [1]. The 

friction coefficient always limits the adhesion 

coefficient [2].  As a result, there may be differences 

between the adhesion and friction coefficients.  

In [3] the importance of friction in determining wheel 

and rail adhesion is discussed. Estimating adhesion in the 

wheel and rail contact region is a complex procedure 

because it depends on a number of operational variables, 

including the operational mechanism of rail self-cleaning, 

axle load distributions, track irregularities, and processes 

occur at the wheel and rail nonlinear contact interface. 

Effective and continuous monitoring of the adhesion 

coefficient is necessary for estimating the maximum 

adhesion force and preserving a satisfactory braking and 

acceleration performance, but measuring the adhesion 

coefficient with a conventional physical sensor is 

difficult [4]. The adhesion coefficient is highly dependent 

on any materials that are present at the wheel and rail 

interface, including water [5], leaves [6], [7], snow, oil, 

and grease. The wheel and rail adhesion characteristics 

have different behaviour under large sliding conditions 

and as the slip ratio rises, the adhesion coefficient keeps 

rising after it reaches the saturation point instead of 

decreasing [8]. Numerous researchers attempted to solve 

the adhesion problem, and various approaches, including 

statistical, genetic, and mathematical control theory, 

were put forth and applied [9], [10]. Two key elements 

influencing the railway surfaces are train velocity and 

contact area temperature [11]. The maximum adhesion 

coefficient is reached at higher values of both the 

adhesion coefficient and the slip velocity.  

As such, determining the adhesion level is a crucial task 

for a rail vehicle to operate properly. In [12], a novel 

method for figuring out the adhesion coefficient between 

the wheel and rail was presented. Furthermore, a 

different adhesion control method based on tracking the 

adhesion status between the wheel and rail is presented 

in another research paper [13]. Traction power in trains 

can be efficiently utilized when optimal adhesion control 

is achieved [14], [15]. It is noteworthy to mention that in 

order to prevent wheel slippage or slide, the creep 

velocity of the train within the stable region must be 

limited in accordance with the changes seen in the 

adhesion coefficient characteristic curve. In [16] re-

adhesion control is used to bring the trains back to the 

stable region by quickly identifying instances of wheel 

slide and adjusting the torque precisely. The correct 

selection of the initial model by considering the most 

important factors related to adhesion force and the 

selection of an estimator that is compatible with the 

structure of the system under study can create a more 

reliable and accurate output. Due to the nonlinear nature 

of the adhesion coefficient, the use of nonlinear types of 

Kalman filters has been of great interest. An innovative 

method that estimates the wheel and rail states using the 

Kalman-Bucy filter (KBF) approach is suggested in [17] to 

predict the wheel and rail wear, regions of adhesion 

variations or low adhesion, and the development of 

rolling contact fatigue. Additionally, the lateral creep 

force is detected for the purpose of determining the local 

adhesion condition using the KBF [18]. In [19], a model-

based approach utilizing Extended Kalman Filter (EKF) is 

presented to estimate the adhesion force in the wheel 

and rail contact surface. But the strategy is not evaluated 

on every track circumstance. In [20], an EKF based 

estimation method was proposed for estimating the slip, 

creep force, and friction coefficient between the wheel 

and rail surface using the induction motor current, stator 

voltage, and speed. Using multi-rate EKF state 

identification is an alternate method for detecting slip 

velocity. This method determines the traction motor load 

torque accurately by combining the EKF method with the 

multi-rate technique. Faster slip detection, enhanced 

dependability, and better traction performance are the 

benefits of this approach [21].   

The adhesion coefficient was found as a function of slip 

velocity in [22]. To estimate the slip velocity, the 

measured wheel velocity was fed into the EKF. In order to 

attain the best outcome, various EKF configurations were 

examined and adjusted in this study using system and 

measurement noise covariance matrices. Real-time 

wheel-rail contact force and moment estimation based on 

an EKF estimator under typical driving circumstances is 

represented by the researchers in [23]. EKF uses a 

Jacobian matrix in states estimation which is an error-

prone process [24]. To overcome these problems, an 

unscented transformation proposed in [25]. A model-

based approach using Unscented Kalman Filter (UKF) is 

proposed in [26] for estimation of friction coefficient, 

creep force, and creepage. The UKF faces challenges with 

numerical stability when applied to high-dimensional 

systems due to the fact that the central stem (mean) of 

the sigma points carries a heavier weight, often negative, 

in such systems. Nevertheless, estimators appear to be 

unreliable in certain crucial track conditions, so more 

work is required to more effectively monitor these wheel-

rail parameters in real time. Meanwhile, after reviewing 

the literature on railway wheelset dynamics condition 

monitoring, it is found that more effort and improvement 

need to be done to solve the issue of analyzing wheelset 

conditions and updating them to the desired situation in 

order to meet the global transportation vehicle 

expectations of extremely fast, high comfort, increased 

safety, and cost-effectiveness. 

     For optimal operation, the Kalman filter requires a 

system model. Also, mathematical models of important 

processes are necessary for the methodical process of 
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adhesion estimation. In addition to the mentioned 

methods, adhesion condition was estimated [27] and 

wheel-rail contact force was predicted [28] using the 

artificial neural network approach. These methods, 

however, ignore a number of important factors, including 

changes in the wheel and rail profiles and friction levels. 

Use of the traditional wheel-rail contact algorithms [29], 

which are employed in multi-body software packages and 

yield accurate results, is preferable in this situation. 

Nevertheless, the low computational speed of the 

classical contact models makes them unsuitable for real-

time implementation. The fast approximation model 

seems to offer satisfactory precision in order to achieve 

real-time simulation by fulfilling the criteria specified in 

the literature [30]. However, it is not capable of taking 

contact profile changes into account and requires user-

defined coefficients in models. 

     The aim of this research is to assess the adhesion 

force and slip in the contact region of the wheel and rail 

with accuracy by using nonlinear filters approach. It is 

worth noting that in this process EKF and UKF are 

employed for estimation as nonlinear filters. The main 

goal of this experiment is to determine, whether 

employing UKF in the system allows to achieve better 

results in respect to the EKF. Analysis of the measured 

inertial sensors values is used in estimation process. To 

evaluate the observer's performance, a dynamic model is 

constructed, comprising lateral, longitudinal, and yaw 

dynamics of the wheelset. In summary, the manuscript 

introduces a novel, comprehensive approach by 

employing nonlinear filtering that integrates Inertial 

Measurement Units (IMUs) data to estimate wheel-rail 

contact forces in real-time. The Polach model is utilized to 

explain the wheel-rail contact conditions. The rest of this 

research is organized into four parts. First, the details of 

lateral, longitudinal and yaw dynamical model of the 

wheelset are explained. Then, the process of estimator 

design is outlined.  This is followed by an in-depth 

discussion of the experimental results. Finally, the 

conclusion is presented. 

Lateral, Longitudinal and Yaw Dynamical Model of 
the Wheelset 

If the rail is considered to be rigid, the wheelset has 

three degrees of freedom namely longitudinal, lateral, 

and yaw motions. Compared to longitudinal 

displacement, yaw and lateral displacement are very 

small but they have the key role in stability and ride 

comfort of the vehicle. The interaction between the 

wheel and rail contact area influences the dynamic 

performance of the rail vehicle. In order to design 

dynamic control systems and monitor the situation more 

efficiently, it is very important to know the nature of the 

contact force. Also, to prevent the wheel from slipping 

during traction and sliding during braking, it is important 

to know the adhesion not only in normal operating 

conditions but also during traction and braking. 

Estimation of adhesion coefficient, slip ratio, and lateral 

dynamics of rail vehicle in traction and braking modes are 

essential for travel safety and passenger comfort. Wheel-

rail adhesion mechanism is shown in Fig. 1. A more 

complex model leads to an increase in computational load 

and an increase in response time. As a result, in order to 

maintain computational efficiency, it is necessary to focus 

on the most important and influential components 

affecting the wheel and rail forces in the estimation 

process. This approach allows for a more balanced trade-

off between model accuracy and processing speed and 

facilitates practical real-time applications. 
 

 
 

Fig. 1: Wheel-rail adhesion mechanism. 
 

Estimating the dynamics of the wheelset is a complex 

process because the wheel and rail interface is an open 

loop system with variable external conditions. A novel 

model-based methodology has been devised in this study 

to estimate the most important dynamics of the wheelset 

in various contact conditions. Since the Kalman filter (KF) 

is not suitable estimator for the nonlinear contact system 

of wheel and rail, therefore, EKF is employed to estimate 

the adhesion coefficient, slip ratio, and lateral dynamics 

of the wheelset. The system utilized in this research is 

shown in Fig. 2, which consists of two wheels and an axle.  

 

 

 

 

 

 

 

 
 

 

 

 

 
 

Fig. 2: Three-dimensional wheel-rail system model. 
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There is a direct correlation between the lateral and 

yaw dynamics and track irregularities.  The left and right 

wheels' linear speeds will differ if the wheelset moves 

sideways from its initial position. These speeds are 

obtained from the following relations: 

𝑉𝑅𝑤 = 𝜔𝑅 . [𝑟 − 𝜅𝑤(𝑦 − 𝑦𝑑)]                                              (1) 

𝑉𝐿𝑤 = 𝜔𝐿 . [𝑟 + 𝜅𝑤(𝑦 − 𝑦𝑑)]                                                 (2) 

where 𝑉𝑅𝑤 and 𝑉𝐿𝑤 are longitudinal velocity of the right 

and left wheels, 𝜔𝑅  and 𝜔𝐿 are angular velocity of the 

right and left wheels, r is wheel radius, 𝜅𝑤is wheel 

conicity, 𝑦 is lateral movement, and 𝑦𝑑  is track 

irregularities in lateral direction. 

The wheelset's dynamic characteristics are also 

influenced by the creep forces that arise in the contact 

zones between the wheel and rail. These creep forces, 

which can be classified as longitudinal creepage (𝜉𝑥) and 

lateral creepge (𝜉𝑦) depending on the direction of 

movement, are brought on by the creeps that arise from 

the wheels' relative speed to the rail. The creepage of 

both wheels in the wheelset in the lateral and longitudinal 

directions are displayed in equations (3)-(5).  

𝜉𝑅𝑥 =
𝑟𝜔𝑅−𝑉

𝑉
− [

𝑆𝜓̇

𝑉
+

𝜅𝑤(𝑦−𝑦𝑑)

𝑟
]                                          (3) 

𝜉𝐿𝑥 =
𝑟𝜔𝐿−𝑉

𝑉
+

𝑆𝜓̇

𝑉
+

𝜅𝑤(𝑦−𝑦𝑑)

𝑟
                                              (4) 

𝜉𝑦 = 𝜉𝐿𝑦 = 𝜉𝑅𝑦 =
𝑦̇

𝑉
− 𝜓                                                      (5) 

where 𝜉𝑅𝑥  and 𝜉𝐿𝑥  are longitudinal creepage of the right 

and left wheels, 𝜉𝑅𝑦  and 𝜉𝐿𝑦 are lateral creepage of the 

right and left wheels, 𝑆 is half gauge of track, 𝜓̇ is yaw 

rate, 𝑦̇ is lateral velocity, 𝜓 is yaw angle, and 𝑉 is train 

longitudinal velocity.    

In equations (3) and (4), the expressions 
𝑟𝜔𝑅−𝑉

𝑉
 and 

𝑟𝜔𝐿−𝑉

𝑉
 do not include dynamics related to 𝑦 and 𝜓, 

therefore can be ignored to simplify longitudinal creepage 

equations. In addition, the dynamics consist of lateral 

displacement and yaw rate are sufficient in identifying 

alterations in the wheel-rail contact conditions. The 

simplified longitudinal creepage equations are as follows:      

𝜉𝑅𝑥 = −
𝑆𝜓̇

𝑉
−

𝜅𝑤(𝑦−𝑦𝑑)

𝑟
                                                          (6) 

𝜉𝐿𝑥 =
𝑆𝜓̇

𝑉
+

𝜅𝑤(𝑦−𝑦𝑑)

𝑟
                                                              (7) 

The total slip 𝜉𝑗 is a combination of longitudinal 𝜉𝑗𝑥  and 

lateral 𝜉𝑗𝑦  slips and obtained from the following equation: 

𝜉𝑗 = √𝜉𝑗𝑥
2 + 𝜉𝑗𝑦

2             j=L or R                                         (8) 

The creep force 𝐹𝑗 can be expressed as a nonlinear 

function of the slip, which is determined by utilizing the 

given equation in (9). 

𝐹𝑗 = 𝜇𝑗𝐹𝑁𝑗                        j=L or R                                        (9) 

In normal conditions and for small amounts of 

creepage (microslip), 𝐹𝑗 changes linearly with creepage. 

As the sliding speed increases, the creep force changes 

nonlinearly and reaches the maximum value (saturation), 

and if the increase in sliding speed continues, it begins a 

downward trend. In general, to describe wheelset stable 

and unstable behaviors, the adhesion-slip curves can be 

divided into three areas. The initial section displays a 

nearly linear pattern, followed by a nonlinear segment 

known as the high slip ratio region, and concluding with 

a negative slope indicating the unstable zone of the 

curve. Fig. 3 showes the details. 

The nonlinear region is strongly influenced by factors 

such as pollution and weather and it results in large and 

uncertain changes in the creep force. The analysis of 

contact force distribution in both the longitudinal and 

lateral orientations was thoroughly studied in [31]. These 

forces can be calculated using equation (10). 

𝐹𝑗𝑖 = 𝐹𝑗

𝜉𝑗𝑖

𝜉𝑗
        j=L or R       &     i= x or y                        (10) 

 
     Fig. 3: Adhesion curves [9]. 

An entire wheelset model encompasses every aspect 

of the interactions between wheels and rails, facilitating 

the analysis of wheelset dynamics. The given equations 

below represent the motion of the wheelset at any 

location along the creep curve for yaw, rotational, 

torsional, lateral, and longitudinal dynamics. 

𝑥̈ =
𝐹𝑅𝑥+𝐹𝐿𝑥

𝑀𝑡
                                                                    (11)   

𝑦̈ =
−𝐹𝑅𝑦−𝐹𝐿𝑦+𝐹𝐶

𝑚𝑤
                                                                 (12) 

𝜓̈ =
𝐹𝑅𝑥𝑆−𝐹𝐿𝑥𝑆−𝐾𝑤𝜓

𝐽𝑤
                                                             (13) 

𝑇𝑠 = 𝑡𝑠𝜃𝑠 + 𝐶𝑣𝑖𝑠(𝜔𝑅 − 𝜔𝐿)                                              (14) 

𝜃𝑠 = ∫(𝜔𝑅 − 𝜔𝐿)𝑑𝑡                                                          (15) 
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𝜔̇𝐿 =
𝑇𝑠−𝑇𝐿

𝐽𝐿
                                                                            (16) 

𝜔̇𝑅 =
𝑇𝑚−𝑇𝑠−𝑇𝑅

𝐽𝑅
                                                                     (17) 

where 𝐹𝑅𝑥  and 𝐹𝐿𝑥 ara right and left wheel creep forces 

in longitudinal direction, 𝑀𝑡 is rail vehicle mass, 𝐹𝑅𝑦 and 

𝐹𝐿𝑦 ara right and left wheel creep forces in lateral 

direction, 𝑚𝑤 is total weight of wheel with induction 

motor, 𝐹𝑐 is centrifugal force, 𝐾𝑤 is yaw stiffness, 𝐽𝑤 is 

wheelset moment of inertia, 𝑇𝑠 is torsional torque, 𝑡𝑠 is 

torsional Stiffness of axle, 𝜃𝑠 is twist angle, 𝐶𝑣𝑖𝑠 is viscous 

material damping of the shaft, 𝑇𝑅  and 𝑇𝐿  are right and left 

wheel tractive torques, 𝑇𝑚 is motor torque, and 𝐽𝑅 and 𝐽𝐿 

are inertias of right and Left wheel. 

     In equation (12) 𝐹𝐶  is considered when the wheels 

travel along a crooked railroad track. In equation (14) 𝐶𝑣𝑖𝑠 

can be disregarded because it is typically very small. In the 

above equations, 𝐹𝑥𝑅, 𝐹𝑥𝐿, 𝐹𝑦𝑅, 𝐹𝑦𝐿, 𝑇𝑚, 𝑇𝐿 , and 𝑇𝑅  are 

defined as follows: 

𝐹𝑅𝑥 =
𝐹𝑅

𝜉𝑅
[[

𝑟𝜔𝑅−𝑉

𝑉
− [

𝑆𝜓̇

𝑉
+

𝜅𝑤(𝑦−𝑦𝑑)

𝑟
]]                              (18) 

𝐹𝐿𝑥 =
𝐹𝐿

𝜉𝐿
[
𝑟𝜔𝐿−𝑉

𝑉
+

𝑆𝜓̇

𝑉
+

𝜅𝑤(𝑦−𝑦𝑑)

𝑟
]                                    (19) 

𝐹𝑅𝑦 =
𝐹𝑅

𝜉𝑅
[
𝑦̇

𝑉
− 𝜓]                                                                   (20) 

𝐹𝐿𝑦 =
𝐹𝐿

𝜉𝐿
[
𝑦̇

𝑉
− 𝜓]                                                                  (21) 

𝑇𝑚 = 𝜇𝑀𝑡𝑔𝑟                                                                        (22) 

𝑇𝐿 = 𝑟𝐹𝐿𝑥                                                                                 (23) 

𝑇𝑅 = 𝑟𝐹𝑅𝑥                                                                                                         (24) 

As can be seen from the above equations, the 

dynamics of the wheelset are complex and all the 

movements of the wheelset are interdependent. Due to 

the powerful interactions exist between different wheel 

movements in lateral and longitudinal directions, it is of 

great importance to utilize a general model that 

encompasses all the motions associated with contact 

forces in the investigation of the wheelset dynamics. 

Wheels directly interact with the rail, as a result, any 

alterations in contact conditions will affect the wheelset 

dynamics.  

This study uses a model-based methodology to 

estimate the variables related to wheel-rail contact. 

Model-based estimation utilizes the system's information 

through a mathematical framework and measured 

responses to the input to estimate the state variables of 

the system in real time. For practical purposes, the 

estimator design should be as simple as possible while 

taking into account the wheelset dynamics that are 

associated with the contact conditions. Therefore, the 

wheelset model [32] is simplified first.  

𝑦̈ = −
𝐹𝑅

𝑚𝑤𝜉𝑅
[
𝑦̇

𝑉
− 𝜓] −

𝐹𝐿

𝑚𝑤𝜉𝐿
[
𝑦̇

𝑉
− 𝜓]                               (25) 

𝜓̈ =
𝐹𝑅

𝐽𝑤𝜉𝑅
[−

𝑆𝜓̇

𝑉
−

𝜅𝑤(𝑦−𝑦𝑡)

𝑟
] 𝑆 −

𝐹𝐿

𝐽𝑤𝜉𝐿
[
𝑆𝜓̇

𝑉
+

𝜅𝑤(𝑦−𝑦𝑡)

𝑟
]𝑆 −

𝐾𝑤𝜓

𝐽𝑤
      (26) 

The simplified model has numerous benefits. The 

primary advantage lies in the straightforward estimator 

design with the fewest number of states, which enables 

the fast convergence of the estimator. In addition, in the 

simplified model, no input torque is required for the 

estimator, and yaw and lateral dynamics are affected by 

track disturbances. Since the relation between the 

adhesion coefficient 𝜇 and slip 𝜉 is nonlinear, assuming 

that the wheels on both sides, i.e. the left and right, have 

the same contact conditions, first, equations (25) and (26) 

are arranged and the lateral and yaw dynamic models of 

the wheelset are derived. 

𝑦̈ = −
1

𝑉𝑚𝑤
(
𝐹𝑅

𝜉𝑅
+

𝐹𝐿

𝜉𝐿
)𝑦̇ +

1

𝑚𝑤
(
𝐹𝑅

𝜉𝑅
+

𝐹𝐿

𝜉𝐿
)𝜓                         (27) 

𝜓̈ = −
𝑆2

𝑉𝐽𝑤
(

𝐹𝑅

𝜉𝑅
+

𝐹𝐿

𝜉𝐿
) 𝜓̇ −

𝑆

𝑟𝐽𝑤
𝜅𝑤 (

𝐹𝑅

𝜉𝑅
+

𝐹𝐿

𝜉𝐿
) 𝑦 +

𝑆

𝑟𝐽𝑤
𝜅𝑤 (

𝐹𝑅

𝜉𝑅
+

𝐹𝐿

𝜉𝐿
) y𝑡 −

𝐾𝑤

𝐽𝑤
𝜓                                                (28) 

In the second step, by considering the equalities in (29) 

and replacing them in equations (27) and (28), equations 

(30) and (31) are obtained. 

𝐹𝑅 = 𝐹𝐿 = 𝐹𝑎   &       𝜉𝐿 = 𝜉𝑅 = 𝜉                                    (29) 

𝑦̈ = −
2𝐹𝑎

𝜉𝑚𝑤
(
𝑦̇

𝑉
− 𝜓)                                                             (30) 

𝜓̈ = −
2𝐹𝑎𝑆2

𝜉𝑉𝐽𝑤
𝜓̇ −

2𝐹𝑎𝑆

𝜉𝑟𝐽𝑤
𝜅𝑤(𝑦 − y𝑡) −

𝐾𝑤

𝐽𝑤
𝜓                       (31) 

Other process variables are defined as follows: 

𝜉 = √(
𝜅𝑤(𝑦−𝑦𝑑)

𝑟
+

𝑆𝜓̇

𝑉
)2 + (

𝑦̇

𝑉
− 𝜓)2                                (32) 

𝜇 = 𝜇0((1 − 𝐷)𝑒−𝐵𝜉𝑉 + 𝐷)                                             (33) 

𝐹𝑎 =
2𝐹𝑁𝜇

𝜋
(

𝑘𝐴𝜀

1+(𝑘𝐴𝜀)2
+ arctan(𝑘𝑆𝜀))                                 (34) 

𝜀 =
2𝜋𝑎2𝑏𝑐

3𝐹𝑁𝜇𝑘−1
𝜉𝑘−1                                                                 (35) 

where 𝐹𝑁 is the normal force, D and B are reduction 

factors associated with distinct friction coefficients, 𝐺 is 

shear module, a and b are the semi-axis length of the 

ellipse in contact zone, and 𝐶11 is the Kalker coefficient. 

In the following, the design of the estimator is 

discussed. 

Nonlinear Filter-Based Estimation of Wheel-Rail 
Contact Forces 

The details of the filters used for estimation of wheel-

rail lateral dynamics can be found in the following 

subsections. The discrete-time nonlinear model is 

presented as follows: 

𝑥𝑘+1 = 𝑓(𝑥𝑘 , 𝑢𝑘) + 𝑤𝑘                                                        
 𝑧𝑘 = ℎ(𝑥𝑘) + 𝑣𝑘                                                                 (36) 

where 𝑓(. ) represents the dynamics of wheelset, h(. ) is 

the relationship between the observation 𝑧𝑘  and the state 
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vector 𝑥𝑘, 𝑢𝑘refers to the input vector, while 𝑤𝑘  and 

𝑣𝑘   represent the vectors of noise that affect the process 

and measurement respectively.  The state variables used 

to create the EKF algorithm process matrix include lateral 

velocity (𝑦̇), yaw rate (𝜓̇), slip ratio (𝜉), friction coefficient 

(𝜇), and adhesion force (𝐹𝑎). Besides, lateral acceleration 

(𝑦̈) and yaw rate are considered to create the 

measurement matrix. 

𝑥 = [𝑦̇ 𝜓̇   𝜉 𝜇 𝐹𝑎
]
𝑇

                                                   

𝑧 = [𝑦̈     𝜓]̇                                                                           (37) 

To design nonlinear filter, the model used for 

estimation must also be discrete. Therefore, equations 

(30)-(34) should be discretized, the result of which is given 

below. 
 

𝑦̇𝑘 = 𝑦̇𝑘−1 −
2𝜏𝐹𝑎𝑘−1

𝜉𝑘−1𝑚𝑤
[
𝑦̇𝑘−1

𝑉
− 𝜓]                                       (38)                                            

𝜓̇𝑘 = 𝜓̇𝑘−1 −
2𝜏𝑆𝐹𝑎𝑘−1

𝜉𝑘−1𝐽𝑤
[
𝜅𝑤(𝑦−𝑦𝑑)

𝑟
+

𝑆𝜓̇𝑘−1

𝑉
] −

𝐾𝑤𝜓

𝐽𝑤
         (39) 

𝜉𝑘 = √(
𝜅(𝑦−𝑦𝑑)

𝑟
+

𝑆𝜓̇𝑘−1

𝑉
)2 + (

𝑦̇𝑘−1

𝑉
− 𝜓)2                      (40) 

𝜇𝑘 = 𝜇0 ((1 − 𝐷)𝑒−𝐵𝜉𝑘−1𝑉 + 𝐷)                                    (41) 

𝐹𝑎𝑘 =
2𝐹𝑁𝜇𝑘−1

𝜋
(

𝑘𝐴𝜀

1+(𝑘𝐴𝜀)2
+ arctan(𝑘𝑆𝜀))                        (42) 

The components of the measurement matrix are as 

follows: 

𝑦̈𝑘 = −
2𝐹𝑎

𝜉𝑚𝑤
(
𝑦̇𝑘−1

𝑉
− 𝜓)                                                      (43) 

The second component of the measurement matrix, 

i.e. 𝜓̇, is obtained as equation (39). 

A.  Extended Kalman Filter  

The EKF is an improved version of the conventional KF 

designed to handle nonlinear systems. The primary 

objective of this research is to identify the best estimation 

for the state vector of the wheelset. The EKF algorithm 

can be given by the following equations:                   

𝑃𝑘+1|𝑘 = 𝐹𝐾𝑃𝑘𝐹𝐾
𝑇 + 𝑄                                                      (44) 

𝐾𝐾 = 𝑃𝑘+1|𝑘𝐻𝑘
𝑇(𝐻𝑘𝑃𝑘+1|𝑘𝐻𝑘

𝑇 + 𝑅)−1                          (45) 

𝑥̂𝑘+1|𝑘 =  𝑓(𝑥̂𝑘|𝑘 . 𝑢𝑘)                                                          (46) 

𝑥̂𝑘+1|𝑘+1 = 𝑥̂𝑘+1|𝑘 + 𝐾𝐾(𝑧𝑘 − ℎ(𝑥̂𝑘+1|𝑘))                    (47) 

𝑃𝑘+1|𝑘+1 = (𝐼 − 𝐾𝐾𝐻𝑘)𝑃𝑘+1|𝑘                                          (48)           

where  𝑃𝑘+1|𝑘  is the priori prediction error covariance 

matrix, 𝑃𝑘+1|𝑘+1 is the posteriori prediction error 

covariance matrix, 𝐾𝐾  is the Kalman gain, 𝑥̂𝑘+1|𝑘  is the 

priori state prediction vector, 𝑥̂𝑘+1|𝑘+1is the posteriori 

state prediction vector, 𝑄 and 𝑅 are the covariance 

matrixes of process and measurement noise, I is the unit 

matrix symbol, and 𝐹𝐾 and 𝐻𝑘  are the Jacobians of the 

system and the measurement equations defined as 

follows:   

𝐹𝐾 =

[
 
 
 
 
 
 
 
 

𝜕𝑦̇𝑘

𝜕𝑦̇𝑘

𝜕𝜓̇𝑘

𝜕𝑦̇𝑘

𝜕𝜉𝑘

𝜕𝑦̇𝑘

𝜕𝜇𝑘

𝜕𝑦̇𝑘

𝜕𝐹𝑎𝑘

𝜕𝑦̇𝑘

 

𝜕𝑦̇𝑘

𝜕𝜓̇𝑘

𝜕𝜓̇𝑘

𝜕𝜓̇𝑘

𝜕𝜉𝑘

𝜕𝜓̇𝑘

𝜕𝜇𝑘

𝜕𝜓̇𝑘

𝜕𝐹𝑎𝑘

𝜕𝜓̇𝑘

 

𝜕𝑦̇𝑘

𝜕𝜉𝑘

𝜕𝜓̇𝑘

𝜕𝜉𝑘

𝜕𝜉𝑘

𝜕𝜉𝑘

𝜕𝜇𝑘

𝜕𝜉𝑘

𝜕𝐹𝑎𝑘

𝜕𝜉𝑘

     

𝜕𝑦̇𝑘

𝜕𝜇𝑘

𝜕𝜓̇𝑘

𝜕𝜇𝑘

𝜕𝜉𝑘

𝜕𝜇𝑘

𝜕𝜇𝑘

𝜕𝜇𝑘

𝜕𝐹𝑎𝑘

𝜕𝜇𝑘

 

𝜕𝑦̇𝑘

𝜕𝐹𝑎𝑘

𝜕𝜓̇𝑘

𝜕𝐹𝑎𝑘

𝜕𝜉𝑘

𝜕𝐹𝑎𝑘

𝜕𝜇𝑘

𝜕𝐹𝑎𝑘

𝜕𝐹𝑎𝑘

𝜕𝐹𝑎𝑘

 

]
 
 
 
 
 
 
 
 

                      (49) 

 𝐻𝑘 = [

𝜕𝑦̈𝑘

𝜕𝑦̇𝑘

𝜕𝑦̈𝑘

𝜕𝜓̇𝑘

𝜕𝑦̈𝑘

𝜕𝜉𝑘

𝜕𝑦̈𝑘

𝜕𝜇𝑘

𝜕𝑦̈𝑘

𝜕𝐹𝑎𝑘

𝜕𝜓̇𝑘

𝜕𝑦̇𝑘

𝜕𝜓̇𝑘

𝜕𝜓̇𝑘

𝜕𝜓̇𝑘

𝜕𝜉𝑘

𝜕𝜓̇𝑘

𝜕𝜇𝑘

𝜕𝜓̇𝑘

𝜕𝐹𝑎𝑘

]                               (50) 

The Jacobian matrices mentioned in (49) and (50) are 

used to specify the process and measurement matrices, 

which are shown in (51) and (52) respectively. 

𝐹𝑘 =

[
 
 
 
 
 
 1 − 𝑎11 0 −

𝐹𝑎𝑘−1

𝜉𝑘−1
𝑎13 0    𝑎13

0 1 −
𝑚𝑤𝑆2

𝐽𝑤
𝑎11

𝐹𝑎𝑘−1

𝜉𝑘−1
𝑎23 0 −𝑎23

−
𝑚𝑤

2𝜏𝑉
𝑎13

𝐽𝑤

2𝜏𝑉
𝑎23 0 0 0

0 0 𝑎43 0 0
0 0 𝑎53 𝑎54 0 ]

 
 
 
 
 
 

                                                                                                                                      

                                                                                               (51) 

in which matrix elements are as follows: 

𝑎11 =
2𝜏𝐹𝑎𝑘−1

𝜉𝑘−1𝑚𝑤𝑉
  

𝑎13 = −
2𝜏

𝜉𝑘−1𝑚𝑤
[
𝑦̇𝑘−1

𝑉
− 𝜓]  

𝑎23 =
2𝜏𝑆

𝜉𝑘−1𝐽𝑤
[
𝜅𝑤(𝑦−𝑦𝑑)

𝑟
+

𝑆𝜓̇𝑘−1

𝑉
]  

𝑎43 = −𝐵𝑉𝜇0((1 − 𝐷)𝑒−𝐵𝜉𝑘−1𝑉  

𝑎53 =  
4𝑎2𝑏𝑐

3
(
𝑘𝐴(1−(𝑘𝐴𝜀)2)

(1+(𝑘𝐴𝜀)2)2
+

𝑘𝑆

1+(𝑘𝑠𝜀)2
) 

𝑎54 = (𝑘𝐴
𝐹𝑁𝜀

𝜋
)3(

2𝜋

𝐹𝑁(1+(𝑘𝐴𝜀)2)
)2 +

2𝐹𝑁

𝜋
𝑎𝑟𝑐𝑡𝑔𝑘𝑠𝜀 −

2𝑘𝑆𝐹𝑁𝜀

𝜋(1+(𝑘𝑠𝜀)2)
  

𝐻𝑘 = [
−

1

𝜏
𝑎11 0 −

𝐹𝑎𝑘−1

𝜏𝜉𝑘−1
𝑎13 0   

1

𝜏
𝑎13

0 1 −
𝑚𝑤𝑆2

𝐽𝑤
𝑎11

𝐹𝑎𝑘−1

𝜉𝑘−1
𝑎23 0 −𝑎23

]           

                                                                                               (52)      

In estimating adhesion based on longitudinal, lateral 

and yaw dynamics, the measurement matrix includes 

lateral acceleration and yaw rate. In addition, inertial 

sensors are used to measure lateral acceleration and yaw 

rate.  

Finally, the outputs obtained from the measurements 

of the sensors (accelerometer and gyroscope) and the 

predicted measurements are used to estimate the states. 

Fig. 4 shows the process. 
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Fig. 4: State estimation overview. 

Typically, the extended Kalman filter is not considered 

to be an optimal estimator and still has some 

shortcomings such as:  

(1) Utilizing with the highly nonlinear system can be 
quite challenging. 

(2) Since it needs Jacobian matrices for linearization, 
analytical derivation of this matrices is difficult and 
numerical derivation may impose a higher 
computational cost. 

(3) The linearization introduces approximation errors 
that are not accounted for in the prediction and 
update steps. 

(4) Due to the uncertainty surrounding the values of Q 
and R, they are acquired through trial-and-error 
approaches, resulting in a laborious and time-
consuming process.  

Referring to the EKF deficiencies, it is necessary to use 

an estimator that does not have such drawbacks in the 

estimation process. In the following, alternative 

estimators are investigated and their performances are 

compared. 

B.  Unscented Kalman Filter 

The UKF is an alternative approach to linearization. 

While EKF treats the nonlinearity using analytical 

linearization, the UKF performs statistical linearization 

based on a set of rules. The approximation errors are 

consequences of linearization, which lead the EKF to 

underestimate state uncertainties. The UKF is formulated 

through the integration of the unscented transformation 

(UT) method, which is for calculating the statistics of a 

random variable that undergoes a nonlinear 

transformation. It is assumed that the wheelset system is 

in discrete-time nonlinear form with the state vector 𝑥̂𝑘, 

the input vector 𝑢𝑘, and the observation vector 𝑧𝑘. 

𝑥𝑘+1 = 𝑓(𝑥̂𝑘 , 𝑢𝑘) + 𝑤𝑘              𝑤𝑘~(0, 𝑄𝑘)                        (53) 

𝑧𝑘 = ℎ(𝑥̂𝑘 , 𝑢𝑘) + 𝑣𝑘      𝑣𝑘~(0, 𝑅𝑘)                                 (54)  

where Q and R are the system and observation noise 

covariance respectively. 

At the beginning of the UKF implementation to 

estimate the state variables of the wheelset, a set of 

2𝑛𝑥 + 1 weighted samples or sigma points are 

determined as follows:  

𝜒𝑘|𝑘
0 = 𝑥̂𝑘|𝑘                                              𝑖 = 0                             (55) 

𝜒𝑘|𝑘 = 𝑥̂𝑘|𝑘 + (√(𝑛𝑥 + 𝜆)𝑃𝑘|𝑘)𝑖
        𝑖 = 1,… , 𝑛𝑥  

𝜒𝑘|𝑘 = 𝑥̂𝑘|𝑘 − (√(𝑛𝑥 + 𝜆)𝑃𝑘|𝑘)𝑖
        𝑖 = 𝑛𝑥 + 1,… , 2𝑛𝑥    

𝑤𝑚
(0)

=
𝜆

𝜆+𝑛𝑥
                                                                            (56) 

𝑤𝑐
(0)

=
𝜆

𝜆+𝑛𝑥
+ 1 − 𝛼2 + 𝛽                                                (57) 

𝑤𝑐
(𝑖)

= 𝑤𝑚
(𝑖)

=
𝜆

2(𝜆+𝑛𝑥)
              𝑖 = 1,… ,2𝑛𝑥                   (58)  

where 𝑥̂𝑘|𝑘 is the mean of 𝑥𝑘+1, (√(𝑛𝑥 + 𝜆)𝑃𝑘|𝑘)𝑖  is the ith-

column of the matrix square root, 𝑃𝑘|𝑘  is the covariance 

of 𝑥𝑘+1, 𝑛𝑥 is the dimension of the state variables. The 

weights 𝑤𝑚 and 𝑤𝑐  are utilized for determining the mean 

and covariance respectively. 𝛼 is employed to regulate 

the distribution of the sigma points around 𝑥̂𝑘|𝑘 and 

usually set to a small positive value between 0 and 1. 𝛽 is 

a non-negative term utilized to incorporate prior 

knowledge of the distribution of 𝑥𝑘+1. Finally, 𝜆 =

𝛼2(𝑛𝑥 + 𝜌) − 𝑛𝑥  is a scaling parameter in which 𝜌 is a 

secondary scaling parameter usually set to 0. It should be 

noted that in this study, the mentioned parameters are 

set as follows:  

𝛼 = 1,     𝛽 = 0,    𝜌 = 1 
Sigma points 𝜒𝑘|𝑘 are propagated through the 

nonlinear equations of the wheelset system. The 

transformed sigma points are assessed for each of the 0 

to 2𝑛𝑥 points in the manner outlined below:  

𝜒𝑘+1|𝑘
(𝑖)

= 𝑓(𝜒𝑘|𝑘
(𝑖) , 𝑢𝑘)                                                          (59) 

The mean and covariance of the priori state estimation 

at time 𝑘 are obtained by the following equations: 

𝑥̂𝑘+1|𝑘 = ∑ 𝑤𝑚
(𝑖)

𝜒𝑘+1|𝑘
(𝑖)2𝑛𝑥

𝑖=0                                                   (60) 

𝑃𝑘+1|𝑘 = ∑ 𝑤𝑐
(𝑖)

(𝜒𝑘+1|𝑘
(𝑖)

−
2𝑛𝑥
𝑖=0 𝑥̂𝑘+1|𝑘)(𝜒𝑘+1|𝑘

(𝑖)
−

𝑥̂𝑘+1|𝑘)
𝑇 + 𝑄𝑘                                                                       (61)  

In order to implement the measurement update, the 

equations (62)-(69) will be utilized. The transformed 

sigma points can be utilized to predict the measurements 

through the known nonlinear measurement equation. 

After rearranging the weighted sigma points, the 

covariance of the predicted measurement can be 

estimated. To consider the measurement noise, the 

covariance matrix 𝑅𝑘 should be incorporated. Following 

that, the cross covariance can be estimated as per 

equation (65). 

𝜒𝑘|𝑘
(𝑖)

= [𝜒̂𝑘|𝑘
(𝑖)

𝜒̂𝑘|𝑘
(𝑖)

± (√(𝑛𝑥 + 𝜆)𝑃
𝑘|𝑘

(𝑖)
)
𝑖

]                             (62) 

𝜉𝑘+1|𝑘
(𝑖)

= ℎ𝑘+1(𝜒𝑘+1|𝑘
(𝑖)

, 𝑈𝑘+1)                                            (63)            

The expected measurement 𝑧̂𝑘+1|𝑘 is as: 

 𝑧̂𝑘+1|𝑘 = ∑ 𝑤𝑚
(𝑖)

𝜉𝑘+1|𝑘
(𝑖)2𝑛𝑥

𝑖=0                                                    (64) 
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Using the predicted sigma points, 𝑃𝑘+1|𝑘
𝑥𝑧 and 𝑃𝑘+1|𝑘

𝑧𝑧  

also determines as follows: 

𝑃𝑘+1|𝑘
𝑧𝑧 = ∑ 𝜔𝑖

(𝑐)2𝑛
𝑖=0 (𝜉𝑘+1|𝑘

(𝑖)
− 𝑧̂𝑘+1|𝑘)(𝜉𝑘+1|𝑘

(𝑖)
−

𝑧̂𝑘+1|𝑘)
𝑇 + 𝑅𝑘                                                                      (65)                              

𝑃𝑘+1|𝑘
𝑥𝑧 = ∑ 𝜔𝑖

(𝑐)2𝑛
𝑖=0 (𝜒𝑘+1|𝑘

(𝑖)
− 𝑥̂𝑘+1|𝑘)(𝜉𝑘+1|𝑘

(𝑖)
− 𝑧̂𝑘+1|𝑘)

𝑇  

                                                                                               (66)                                                                                     

The mean and square root of covariance for the states 

are recalculated based on the actual measurement.  

𝑥̂𝑘+1|𝑘+1 = 𝑥̂𝑘+1|𝑘 + 𝐾𝑘+1(𝑧𝑘+1 − 𝑧̂𝑘+1|𝑘)                    (67) 

𝑃𝑘+1|𝑘+1 = 𝑃𝑘+1|𝑘 − 𝐾𝐾+1𝑃𝑘+1|𝑘
𝑧𝑧 𝐾𝑘+1

𝑇                            (68) 

𝐾𝑘+1 = 𝑃𝑘+1|𝑘
𝑥𝑧 (𝑃𝑘+1|𝑘

𝑧𝑧 )−1                                                  (69) 

From the above equations shown for UKF, it can be 

concluded that this filter has two main advantages 

compared to EKF, firstly, there is no need for Jacobians in 

UKF implementation, and secondly, UKF can estimate the 

mean and covariance of the states accurately the second 

order for any nonlinearity.  

Results 

In this part, wheel and rail adhesion force is estimated 

based on the lateral, longitudinal, and yaw dynamics of 

the wheelset. The values of the parameters mentioned in 

the equations of the previous sections are given in Table 

1 and Table 2. It is worth noting that all simulations are 

done in MATLAB environment. 

 
Table 1: Polach model parameters under different friction 
condition 
  
 
 
 
 
 
 
 
 
 
Table 2: Parameter values used in the simulation 
 

𝐾𝑠(
𝑁

𝑚
) 

6063260 
𝐾𝑤  (

𝑁

𝑟𝑎𝑑
) 

5 × 106 

𝑟 (𝑚) 0.5 𝑆(𝑚) 0.75 

𝐽𝑅(𝐾𝑔𝑚2) 134 𝜅𝑤 (𝑟𝑎𝑑) 0.15 

𝐽𝐿(𝐾𝑔𝑚2) 64 𝑀𝑡 (𝐾𝑔) 15000 

𝐽𝑤(𝐾𝑔𝑚2) 700 FN (𝐾𝑁) 60 

𝑚𝑤 (𝐾𝑔) 1250 G (
𝑁

𝑚2) 8.4×1010 

     The values of friction coefficients and other required 

parameters used in equations are as follows: 

𝜇0 = {

0.55         𝑡 < 10     
0.3      10 ≤ 𝑡 < 20
0.06   20 ≤ 𝑡 < 30
0.03   30 ≤ 𝑡 < 35

 

a = 0.0015 m, b = 0.0075 m, C11 =4.12, V= 15 
𝑚

𝑠
 

Matrices Q and R are as follows: 

Q = diag([5× 10−14,1× 10−14,1× 10−14,1 × 10−14 , 
1× 10−14]) 

R= diag([1× 10−1, 1× 10−1]) 
 

At the beginning of the simulation, Fig. 5 is developed 

based on the equations (11)-(17). In addition, a random 

input 𝑦𝑑  is created to simulate the dynamics of the 

wheelset in the presence of irregularities that can be 

encountered in the railroad. In this model, the dynamics 

of each wheel in the right and left sides are shown 

separately.  

Finally, the output of right and left wheel blocks 

attached to the lateral acceleration and yaw rate blocks. 

The main goal of developing this simulink model is to 

simulate the outputs of accelerometer and gyroscope 

sensors. In estimation process these outputs along with 

the predicted variables of the same type are used to 

estimate the state variables. Figs. 6 and 7 show the results 

of measuring lateral acceleration and yaw rate, 

respectively which are obtained from simulink execution. 

In Fig. 8 the diagrams of lateral speed, yaw rate, slip, 

adhesion coefficient, and adhesion force of the wheelset 

are shown. These outputs show the simulation of the 

actual conditions of the system. In the estimator 

evaluation stage, the trajectories of these graphs are used 

as a pattern and the estimator's compliance in following 

the relevant pattern is used as a criterion to check the 

accuracy of the estimator in the estimation of state 

variables.  

     In Figs. 9-13 the diagrams of yaw rate, lateral speed, 

slip ratio, adhesion coefficient and adhesion force of the 

wheelset are shown in three situations, UKF-baesd and 

EKF-based estimated, and actual.  

In Fig. 9, the actual and estimated trajectories of yaw 

rate change approximately between 0.8 and -0.8 and 

from the beginning the convergence of the estimated 

trajectories to the actual one is evident.  

In Fig. 10, the actual and estimated trajectories of 

lateral velocity are depicted. As can be seen, the UKF-

based estimated lateral velocity converges to the actual 

one in less than 1 second but this convergence in EKF-

based estimation occurs after 5 seconds.  

Therefore, the UKF estimator has provided an 

acceptable results regarding these two variables. In Figs. 

11-13 which are related to the slip, adhesion coefficient 

and adhesion force respectively, the outputs of the two 

estimators are drawn and compared with real variables of 

the same type. 

 

 

Model parameter 
Wheel–rail conditions 

Dry Wet Low Very Low 

kA 1 1 1 1 

kS 0.4 0.4 0.4 0.4 

D 0.6 0.2 0.2 0.1 

B 0.4 0.4 0.4 0.4 
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Fig. 5: Wheelset dynamics simulink model. 

 
Fig. 6: Output diagram of accelerometer. Fig. 7: Output diagram of gyroscope. 
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Fig. 8: dynamics of the wheelset. 

 
 

Fig. 9: Estimated, and actual trajectories of yaw rate. 
  

 
 

Fig. 10: Estimated, and actual trajectories of lateral velocity. 

In Figs. 11-13 the simulation is carried out for 10 

seconds to calculate slip ratio, adhesion coefficient, and 
adhesion force. All mentioned variables are estimated by 

EKF and UKF estimators.  

 

Due to the irregularities exist in the lateral direction, 

fluctuations in the graphs are inevitable.  
 

 
Fig. 11: Estimated, and actual trajectories of slip. 

 
Fig. 12: Estimated and actual trajectories of adhesion 

coefficient. 

In all three figures, UKF-based estimated outputs 

follow the actual trajectories of the variables with high 

convergence and accuracy but there is no necessary 
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convergence in the estimation of the mentioned variables 

based on EKF, which is more evident in estimating slip 

ratio and adhesion force. As can be seen in Fig. 12, 
estimation of adhesion coefficient with EKF has 

acceptable output up to 6 second but non-convergence 

after 6 second leads to ignoring this estimator as an ideal 

one. Therefore, in addition to the successful performance 

in estimating lateral velocity and yaw rate, UKF also shows 

a favorable performance in estimating slip ratio, adhesion 
coefficient, and adhesion force. 

 

 
 

Fig. 13: Estimated and actual trajectories of adhesion force. 

Conclusion and Future Work  

The performance of railway operation mainly is 

affected by wheel-rail contact forces but it is not possible 

to measure these contact forces and interrelated 

dynamics directly, therefore it is necessary to estimate 

these wheelset dynamics through state of art technique. 

In this research paper, a railway wheelset model and a 
novel observer-based estimator are developed in 

Simulink/MATLAB to calculate and estimate nonlinear 

wheelset dynamics. The estimators based on the EKF and 

UKF are used to estimate adhesion coefficient, slip ratio, 

and yaw rate effectively in dry, wet, greasy and extremely 

slippery track conditions. The performances of the UKF 

and EKF algorithms are assessed and compared with each 
other. The UKF estimator not only verified excellent 

performance in the normal operation of a railway vehicle 

on a normal track but equally depicted robustness in 

traction and braking modes of the vehicle in wet, oily, and 

extremely slippery track conditions. The validity of the 

estimator is also checked in the transition of adhesion 
conditions from dry to extremely slippery and vice-versa 

during the simulation. In the future, this approach will be 

implemented on Field Programmable Gate Arrays (FPGA) 

platform for real-time condition monitoring of wheelset 

dynamics to avoid the accidents and derailment of railway 

vehicle. 
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Abbreviations  

a and b  Semi-axis length of the contact 
patch 

B and D  Reduction factors 
𝑐  Contact shear stiffness coefficient 
𝐹𝑐 Centrifugal force 
𝐹𝑁  Normal force between the wheel 

and rail 
𝑘𝐴  Reduction factor in the adhesion 

area 
𝑘𝑆  Reduction factor in the slip area 
𝑀𝑡  Rail vehicle mass 
𝑛𝑖  Gear reduction ratio 
r  Wheel radius 
Rr and Rs  Rotor and stator resistance 
𝑆  Half gauge of track 
𝑇𝑚  Motor torque 
𝑇𝐿   Load torque 
𝑉  Longitudinal velocity 
𝑉𝑤𝑅   Longitudinal velocity of the right 

wheel 
𝑉𝑤𝐿   Longitudinal velocity of the left 

wheel 
𝑦  Lateral movement 
𝑦𝑑   Track irregularities in lateral 

direction 
ϵ  Gradient of tangential stress 
𝜅𝑤  Wheel conicity 
𝜓  Yaw angle 
𝜉  Total creepage between the wheel 

and rail 
𝜉𝑥   Longitudinal creepge 
𝜉𝑦  Lateral creepage 

𝜇𝑓  Friction coefficient 

𝜇0  Maximum friction coefficient 
𝜔𝑅   Angular velocity of the right wheel 
𝜔𝐿  Angular velocity of the left wheel 
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Background and Objectives: This paper proposes a novel formula to calculate the 
sensitivities of electromechanical modes with respect to generators active power 
changes. The generic ZIP load model is considered and the effect of various types 
of loads on the best paradigm of generators redispatch (GR) is investigated. 
Furthermore, transmission lines resistance are modeled in the proposed formulae; 
and the best GR schemes to improve the power system damping with considering 
and neglecting transmission lines resistance are compared. 
Methods: Four energy functions are defined and the quadratic eigenvalue 
problem is applied to construct the framework of the proposed formula. The 
dynamic equation of the classical model of synchronous generators along with 
algebraic equations of power network considering transmission lines resistance 
and ZIP model of power system loads are written in a systematic manner using the 
partial differential of the energy functions. Then, set of equations of the power 
system are linearized and sensitivity factors are calculated using power system 
model parameters and power flow variables, which can be either obtained via 
state estimation or measured directly by phasor measurement units. 
Results: The 39-bus New England power system is used to calculate sensitivities. 
The value of Sensitivity factors in conditions of considering transmission lines 
resistance and neglecting ones are compared and then the best GR plan to 
improve critical damping is determined. If all the loads are assumed to be in 
constant power mode, then for two modes with and without considering 
transmission lines resistance, generators pairs (9,1) and (5,2) are the best 
redispatch plans to damp oscillations. However, If all the loads are assumed to be 
in constant current mode, the best generators pair without considering 
transmission lines resistance mode does not change, although, it changes to 
generators pair (5,1) for the mode of considering transmission lines resistance. 
Conclusion: Using the classical model of synchronous generators does not give 
information about the damping-ratio of the inter-area mode and only estimates 
its frequency well. Besides, considering the load model and resistance of 
transmission lines change the best paradigm of GR to suppress oscillations.  
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Introduction 

Maintaining the small signal stability is a vital issue in     

the  operation   of   power   systems.   Fig. 1  portrays  the  

 

classification of strategies, methods, tools, and criteria for 

improving the small signal stability of power system. As 

seen in this figure, the corresponding strategies are 

http://jecei.sru.ac.ir/
mailto:m_setareh@sbu.ac.ir
http://creativecommons.org/licenses/by/4.0/


M. Setareh et al. 

366  J. Electr. Comput. Eng. Innovations, 13(2): 365-378, 2025 

divided into twofold: 1) equipment-based [1] and 2) 

remedial actions [2]. Their primary distinction is that the 

first category controllers are always in service, whereas 

corrective actions are applied to the system as needed.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

In the equipment-based category, various 

mathematical methods such as state space, transfer 

function, and heuristic algorithms have been applied to 

tune the parameters of controllers. The most popular 

device in this category is the power system stabilizer (PSS) 

installed next to the generator excitation system [3]. This 

electronic equipment has lead-lag blocks to provide phase 

compensation. Setting the parameters of these blocks 

requires detailed studies, and therefore it is accomplished 

offline. Meta-heuristic algorithms such as genetic 

algorithm [4], particle swarm optimization [5], chaotic bat 

algorithm [6], and adaptive rat swarm [7] were applied to 

determine the PSS parameters. The industrial application 

of this equipment is mainly limited to damp local 

electromechanical oscillations. However, synchronized 

wide-area signals were used to extend the performance 

of PSS for damping inter-area oscillations [8], [9]. 

Nevertheless, power network controllers i.e. HVDC, and 

flexible AC transmission system (FACTS) equipped with a 

converter are more efficient for suppressing inter-area 

oscillations. Because they can be installed in the 

substations connected to transmission tie-lines. 

Besides, remedial actions usually impose additional 

costs on the operating power system, whereas the costs 

associated with applying the first strategy pertain to the 

expansion planning of the power system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The authors in [10] used model predictive control for 

tuning parameters of HVDC controllers, and in [11], 

augmented random research was applied to do so. Static 

var compensator (SVC) [12], static compensators 

(STATCOM) [13], and thyristor Controlled Series Capacitor 

(TCSC) [14] are more applicable FACTS devices to improve 

power system small signal stability. SVC and TCSC provide 

instantaneous reactive power support to the connected 

power system and help to dampen electromechanical 

oscillations by controlling the voltage of the point of 

common coupling with the power grid. However, 

STATCOM can suppress power oscillations by exchanging 

active and reactive powers with the power grid.  

With the proliferation of renewable sources in smart 

power systems, their penetration has reached such a level 

that they can play an important role in power system 

stability. These resources are mainly connected to the 

power network through a converter. Therefore, applying 

auxiliary power oscillation damping controllers which 

produce a proper modulation signal for the grid-

connected Inverter of renewable resources has been 

given special attention [15]-[17]. Authors in [18] designed 

 

Fig. 1:  Power system small signal stability improvement. A) strategies, B) tools, C) methods, and D) criteria. 

D) Criteria:

C) Methods:

B) Tools:

A) Strategy:

Small signal stability
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 Intentional l ine switching
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 Load shedding
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 Model based
 Model free

 State space
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optimal probabilistic robust damping controllers to 

suppress multiband oscillations in the power system 

integrated with wind farms using adaptive compass 

search. The authors in [19] developed a coordinated 

control scheme for utility-scale photovoltaic and wind 

power plants to suppress electromechanical oscillations 

while maintaining voltage stability.  

The controllers in the equipment-based strategy are 

tuned for a specific power system operating point. 

Therefore, their efficacy drastically deteriorates at out-of-

range operating points, and remedial actions in this 

situation can be applied. Because optimal remedial 

actions are determined based on power system operation 

conditions and can be applied whenever needed.  

The frequency of electromechanical oscillations is 

usually in the range of 0.1 Hz to 1.5 Hz [2]. Therefore, 

there is enough time to perform remedial measures to 

improve the damping of the power system. The 

application of online remedial measures in nowadays 

modern power systems is growing due to the proliferation 

of measurement instrument installation i.e. phasor 

measurement units (PMU), as well as the emergence of 

more powerful processors. PMU can send measured data 

at a rate of several tens of Hz to the power system control 

center, and therefore proper situational awareness of the 

real-time condition of the power system can be gained. 

[20], [21]. Therefore, proactive remedial measures to 

improve the operating conditions of the power system 

can be used online [22]. Nonetheless, remedial actions 

can be used either preventively or correctively. If 

appropriate measures are taken to improve the 

operational conditions before any event occurs, remedial 

measures are preventive. The measures taken after the 

incident to rescue the system from instability are referred 

to as corrective measures. Since the power system is non-

linear, its small signal characteristics vary when the 

operating point changes via applying remedial actions. GR 

[23]-[29], transmission lines switching [30], load shedding 

[25], and voltage reference tuning of generators [31] are 

remedial actions introduced in the literature. However, 

GR is a more applicable remedial action to suppress low-

damp electromechanical oscillations.  

The best remedial actions to achieve the preset aim 

have been determined in the literature through two 

methods: 1) model-based [32]  and 2) model-free [33]. In 

the first method, sensitivity factors of the power system 

with respect to remedial actions are determined 

analytically. Direct calculation of the amplitude of 

remedial measures is the main pros of these methods. 

However, the need for an accurate system model is a 

disadvantage. In model-free methods, measurement data 

is used, and therefore, the need for a valid database is one 

of the limitations of these methods. Besides, they cannot 

estimate sensitivity factors directly. The usually use 

criteria such as participation factors and mode shape to 

specify the best remedial actions [34].  

In [23], generators active power sensitivity factors 

were used to determine optimal power flow (OPF). To do 

so, first- and second-order sensitivities of critical 

eigenvalues with respect to OPF variables were 

calculated. Authors in [24] used aperiodic small signal 

rotor angle stability assessment strategy to detect 

unstable power system operation, and GR was applied 

such that the critical generator backs into the secure 

region. In [25], OPF for achieving an appropriate security 

level in terms of small-signal rotor angle stability was 

applied. To do so, sensitivity factors with respect to GR 

have been calculated by a repetitive approach. Critical 

incidents were recognized in terms of security margin and 

the operating points of energy resources and consumers 

were determined considering the cost of generation 

variations and load decrement. 

Authors in [26] processed synchronized wide area 

signals using independent component analysis along with 

random decrement technique to estimate damping-ratio 

of critical oscillatory modes. An iterative algorithm was 

used to determine required changes of generators active 

power for improving the critical inter-area mode 

damping. Mode shape index was applied to specify the 

most effective generators pair for redispatching. Then, 

their active power was changed step by step. At each 

step, the damping-ratio of the critical electromechanical 

mode was estimated using the algorithm of random 

decrement. This process is repeated until the desired 

damping is reached. In [27], analytical formulae were 

proposed for model-based modal analysis. Second-order 

synchronous generators dynamic model was used and 

corresponding equations were organized in the form of 

the quadratic eigenvalue problem (QEP). Lossless 

transmission lines and constant active power loads were 

considered, and sensitivity factors related GR for 

improving damping-ratio of oscillatory modes were 

calculated.  

Iterative-based method for GR sensitivity factors 

calculation was applied in [28]. Sensitivity factors were 

specified by standard modal analysis in both conditions of 

before and after changing generators active power. At 

each iteration, the active power of generators has been 

changed optimally using sensitivity factors. This process 

continues until the minimum damping constraint is met. 

Likewise, authors in [29] proposed a sequential GR to 

damp low-frequency oscillations. An analytical model-

based manner based on normalized participation factors 

(NPF) was presented to determine an effective GR 

scheme for improving power system damping. NPF was 

calculated as an indicator of sensitivity factors. 

In [30] a list of effective transmission lines switching 

was arranged offline. To do so, modal analysis was 

performed after each transmission line switching, and the 
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damping-ratio changes of critical electromechanical 

modes were calculated. Since transmission line switching 

may cause a violation of the system security constraints, 

an optimization algorithm for determining the required 

generators active power and load shedding was used.  

Voltage reference tuning of generators is a cost-free 

remedial action and its efficacy in suppressing 

electromechanical oscillations was investigated in [31]. 

However, this study needs the synchronous generator 

dynamic model comprising the field winding and the 

excitation system. 

The implementation of online remedial measures is a 

relatively new strategy that has become feasible by the 

intelligentization of power systems. This advancement 

has spurred researchers to calculate various indices for 

identifying the effective remedial actions on enhancing 

the performance of the power system. Sensitivity 

coefficients represent accurate information for this 

purpose. In this paper, we develop our previous research 

in [35] to take into account the generic ZIP load model 

along with the resistance of transmission lines for 

calculating sensitivity factors of electromechanical modes 

using a systematic method. The dynamic-algebraic 

equations (DAE) of the power system are arranged in the 

form of the quadratic eigenvalue problem. Then, they are 

linearized, and sensitivity factors of oscillatory modes 

related to the GR remedial action are calculated. The main 

contributions of this paper are summarized as follows: 

 Proposing four energy functions to model the power 

system linearized DAE by a regular method in the 

form of QEP. 

 Modeling ZIP load model and transmission lines 

resistance to calculate the sensitivities. 

 Scrutinizing the impact of load model and 

transmission lines resistance to specify the most 

effective generators redispatches. 

The rest of the paper continues as follows. In the next 

section, four energy functions are proposed to arrange 

dynamic-algebraic equations of the power system into 

the form of the quadratic eigenvalue problem. Then, the 

differential equations are taken and the closed-form 

equations of sensitivity factors of the electromechanical 

modes are presented. In the simulation section, IEEE 39 

bus test system is used to determine critical mode 

sensitivities. Finally, the last section concludes the paper 

and discusses directions for future work. 

Power System Dynamic-Algebraic Equations  

Considering the second-order model of synchronous 

generators and the complete model of the power 

network, the model of the power system for studying 

small signal stability is illustrated as shown in Fig. 2. 

Assuming that the power system has m generators, buses 

1 to 𝑚 are internal buses of the generators and other 

buses 𝑚 + 1 to 𝑛 be load buses.  

 
Fig. 2:  Power system model. 

 

Equations (1) and (2) exhibit internal buses and other 

buses active power balance, respectively. Besides, 

Equation (3) represents reactive power balance equations 

for non-generator buses [36]. 
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where ℎ𝑖  and 𝑑𝑖  are inertia constant in second and 

damping constant in pu torque/pu speed of the 𝑖𝑡ℎ 

generator. 𝐺𝑖𝑖  and 𝐵𝑖𝑖  are real and imaginary parts of 

entry 𝑖, 𝑗 of 𝑌𝑏𝑢𝑠 matrix, respectively. Furthermore, 

𝑃𝑚𝑒𝑐ℎ𝑖
, 𝑃(𝑉𝑖) and 𝑄(𝑉𝑖) are the input mechanical power 

of 𝑖𝑡ℎ generator and net active and reactive power 

injections at bus 𝑖, respectively. 

Here, power system loads are modeled by the static 

model which is known as ZIP model. The generic 

formulation for ZIP load model is equal to [37]: 
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where 𝑘𝑃𝐼, 𝑘𝑃𝑍, and 𝑘𝑃𝐶  are coefficients of the proportion 

of constant current, impedance, and power of the active 

power load. Similarly, 𝑘𝑄𝐼 , 𝑘𝑄𝑍, and 𝑘𝑄𝐶  are the 

coefficients related to the reactive power load. It is 

noteworthy that the sum of the coefficients of the 

different portions of the active power must be equal to 1. 

The same is true for the reactive power coefficients. 
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Organizing Power System Equations in QEP Model 

QEP Model is equivalent to a generalized eigenvalue 

problem. This is a more comprehensive form than the 

standard state space method. The system equations can 

be written as a mixture of zero to second-order equations 

next to each other [38], [39]. 

Equations (6) to (9) show four proposed energy 

functions to arrange the power system DAE into QEP 

model:  
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Now, the system equations can be rewritten as: 
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The above equations are non-linear, and their 

linearization leads to the following quadratic differential 

equations: 
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where 𝐳 is the state vector of the system. It involves the 

voltage angle of all buses and voltage amplitudes of non-

generator buses as follows. Matrices 𝐋𝐵 , 𝐋𝐺 , 𝐋𝑃𝑏𝑢𝑠, and 

𝐋𝑄𝑏𝑢𝑠  are hessian matrices of energy functions 

𝑅𝐵 , 𝑅𝐺 , 𝑅𝑃𝑏𝑢𝑠, and 𝑅𝑄𝑏𝑢𝑠, respectively. Dimensions of all 

matrices equal (2𝑛 − 𝑚) × (2𝑛 − 𝑚). 
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A.  Computing Hessian Matrices 

For the convenience of calculating matrices 𝐋𝐵and 𝐋𝐺 , 

the following variable transformation is used:  

   1 1,..., ,...,l n     θ A     (17) 

   1 1,..., ln ,..., lnl nV V   υ A    (18) 

where A matrix is the incidence matrix of the power 

system, and 𝑙 is the number of transmission lines. 

Using (17) and (18), the energy functions 𝑅𝐵  and 𝑅𝐺are 

rewritten in terms of the new state variables as follows, 

and then all hessian matrices are calculated as (21)-(22). 
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where 𝐋𝑃𝑏𝑢𝑠and 𝐋𝑄𝑏𝑢𝑠  are simplicity obtained using 

second-order derivatives in terms of the original state 

variables as follows: 
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B.  Modal Analysis using Quadratic Polynomial Matrix 
(QPM) 

Finally, if the set of equations are arranged in the 

matrix form, then the following equation is obtained. 
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L   (40) 

The length of vectors 𝐋𝑖
𝐺𝛿1  and 𝐋𝑖

𝐺𝛿2 are 2𝑛 − 𝑚. These 

vectors are calculated using the chain differential rule. 

According to this rule, the differential in terms of 𝛿 is 

obtained in terms of 𝜃 as follows: 

1 1

( , )
l l

Tk

k ki k i k

H i k


    

  
  

   
       (41) 

Consequently, 𝐋𝑖
𝐺𝛿1 and 𝐋𝑖

𝐺𝛿2 are obtained as follows: 

1

1

( ,:) ( , )
l

G T T Gq

i k

k

i H i k



 
  

 
L H L H    (42) 

2 _

1

( ,:) ( , )
l

G T T Gq Gdiag

i k i

k

i H i n m k 



 
     

 
L H L H L   (43) 

𝐋𝑖
𝐺𝑞

 and Li
Gdiag_δ

 are the 2𝑙 × 2𝑙 matrix and the 1 ×

2(𝑛 − 𝑚) vector as: 

,

       

    

    

    

0           otherwise

k k

k k

Gq

k k ki j

k k

G F i j k

G E i j l k

L G E i j l k l

G F i j k l

 


   


        
   



   (44) 

1_
2

1,

( , )

         

0                                         otherwise

l

k k

kGdiag

i j
i n m

A i n m k G F

i jL
V

 

 


 

     




  (45) 

QPM is characterized as (46). The 𝑖𝑡ℎ eigenvalue of the 

system 𝜆𝑖, and the corresponding right and left 

eigenvectors, 𝐗 and 𝐖, are calculated by (47) and (48), 

respectively. 

  2 V G B Pbus Qbus

i i i

        Q M D L L L L L       (46) 

  (2 ) 1i n m   Q X 0      (47) 

  1 (2 )

T

i n m   W Q 0      (48) 

Entries of the right and left eigenvectors are defined by 

(49) and (50), respectively. In the right eigenvector, 

entries 𝑥1 to 𝑥𝑛 and 𝑥𝑛+1 to 𝑥2𝑛−𝑚 are related to voltage 

angle state variables and amplitude of load bus voltage 

state variables, respectively. Similarly, this is true for the 

entries of the left eigenvector. 

 1 2

1 1
... ...

  

T

V V

T

n m

n m n
x x x x

x x

 




   



X
   (49) 

 1 2

1 1
... ...

     =

T

V V

T

n m

n m n
w w w w

w w

 




   W

   (50) 

Sensitivity Factors of the Electromechanical Mode 

To calculate the sensitivities of eigenvalues concerning 

state variables, both sides of (47) is pre-multiplied by the 

left eigenvector 𝐖𝑇, and the differential is taken from the 

resultant equation. By doing so, the following equations 
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is obtained: 

 T total

i

d
d


 

W L X
    (51) 

where: 

total B Pbus Qbus V G    L L L L L L    (52) 

2 T T

i  W MX W DX     (53) 

As can be seen in (51), the denominator is a constant 

value, whereas the numerator includes the differential of 

matrix 𝐋𝑡𝑜𝑡𝑎𝑙  that comprises five differential terms. The 

following subsections will provide corresponding 

formulae to calculate them. 

C.  Calculation of 𝑾𝑇𝑑(𝑳𝐵)𝑿  

For the sake of simplicity, right and left eigenvectors 

are defined in terms of new state variables as follows [27]:  

1 1
,..., , ,...,

T

l l
x x x x   

     X H X    (54) 

1 1
,..., , ,...,

T

l l
w w w w   

     W H W    (55) 

Using the above equations, 𝑾Td(𝑳B)𝑿 is determined 

in the following: 
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    

   
 
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 (56) 

where: 

ln i

i

i

dV
dV

V
       (57) 

ln i

i

V

V

i

w
w

V
       (58) 

ln i
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       (59) 

 ln ln

1

( , )
k i i

n

L V V

i m

C A i k w x
 

      (60) 

D.  Calculation of 𝑾𝑇𝑑(𝑳𝑃𝑏𝑢𝑠)𝑿  

After conducting some calculations, the following 

equation is derived. 

0

0

2

ln ln

1

2
i i

n
T Pbus i

i Pz V i
ii m

V
d P k w x dV

V


 

 
   

 
 

W L X   (61) 

E.  Calculation of 𝑾𝑇𝑑(𝑳𝑄𝑏𝑢𝑠)𝑿  

𝐖𝑇𝑑(𝐋𝑄𝑏𝑢𝑠)𝐗 is equal to: 

ln ln ln

1
0

2
n

T Qbus

i QC V V i

i m
i i

d Q k w x dV
 

  W L X    (62) 

F.  Calculation of 𝑾𝑇𝑑(𝑳𝑉)𝑿  

𝐖𝑇𝑑(𝐋𝑉)𝐗 is obtained as follows: 

ln

1

2
n

T V

ii i i

i m
i i

d G x w V dV 

 

 W L X    (63) 

G.  Calculation of 𝑾𝑇𝑑(𝑳𝐺𝛿)𝑿  

𝐋𝐺𝛿 consists of sub-matrices 𝐋𝐺𝛿1Li
Gδ1 and 𝐋𝐺𝛿2. 

Therefore 𝑾𝑇𝑑(𝑳𝐺𝛿)𝑿 is obtained as shown in the 

following: 

2
1 2

1 1
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where: 
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 (66) 

H.  Calculation of Sensitivity Factors 

In the previous sections, the changes in the 

electromechanical mode were obtained according to the 

changes in the state variables. With respect to (34), in 

steady-state condition, changes in state variables can be 

calculated in terms of power changes of generators using 

(67).  

Because net active power injection of slack bus is 

included in (34), pseudo inverse of 𝐋𝑡𝑜𝑡𝑎𝑙  matrix i.e. 

(𝐋𝑡𝑜𝑡𝑎𝑙)† is used  

 
1

†

1 2( ),..., ,
m

T
T total

G G n md d P P  
   z L 0  (67) 

 By integrating all obtained equations in matrix form, 

𝑑𝜆𝑖  in (34) can be expressed in terms of generators active 

power as follows: 
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A 0

0

L 0

  (68) 

where 𝑆𝑃1
 to 𝑆𝑃𝑚

 are sensitivity factors of the 

electromechanical mode related to variations of 

generators active power.  

If the critical electromechanical mode is 𝜆𝑖 = 𝜎 + 𝑗𝜔 

then its damping-ratio is defined as follows: 

2 2




 






     (69) 

Partial differential equation of the electromechanical 

mode damping-ratio with respect to its arguments i.e. 𝜎 

and 𝜔 is equal to: 

 
3

d d d


    


       (70) 

Separating imaginary and real portions of (68) and 

substituting those into (70) yields: 
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imag S
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

 
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   (71) 

Finally by defining new index 𝑆𝑒𝑛𝑑𝑎𝑚𝑝𝑖
, (71) can be 

rewritten as: 

i i

m

damp G

i

d Sen dP       (72) 

where: 

 3i i idamp P PSen real S imag S


 


           
 (73) 

𝑆𝑒𝑛𝑑𝑎𝑚𝑝𝑖
 index represents the damping-ratio 

sensitivity with respect to active power changes of 𝑖𝑡ℎ 

generator. The larger absolute value of 𝑆𝑒𝑛𝑑𝑎𝑚𝑝𝑖
, the 

effect of changes in the active power of 𝑖𝑡ℎ generator on 

variation of the electromechanical mode damping-ratio is 

greater. Therefore, the generators can be sorted 

according to the damping-ratio sensitivity factor values, 

and the two generators that have the largest difference 

are selected for applying generation redispatch. 

Generators Redispatch Plan 

Fig. 3 shows the proposed iterative plan for applying 

generators redispatch remedial action. At first, the initial 

operating points of generators active power are received 

from the load flow of the power system. The network 

losses are determined and its deviation is set to zero. 

Next, generators are redispatched using sensitivity 

coefficients to satisfy the permissible damping-ratio limit 

DR𝑠𝑐ℎ. To take economic considerations into account, 

since redispatching imposes additional costs on the 

operation of the system, variations in generators active 

power must be minimized. 
 

 

Fig. 3:  Overview of the proposed generators redispatch 
scheme. 

The greater the damping-ratio sensitivity factor 

associated with a generator, its active power changes lead 

to greater variations in the power system damping. 

Accordingly, generators with larger damping-ratio 

sensitivity factor are selected for redispatching in the 

proposed algorithm to satisfy the constraint of minimum 

power system damping with the least variations of 
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generators active power. Furthermore, since the 

resistance of the transmission lines is included in the 

modeling, the changes of network active power losses are 

considered in the generation redispatches to satisfy the 

balance of production and consumption in the system. To 

do so, the total active power variations of the generators 

must be equal to the variation of the network losses 

which is obtained from the previous iteration. After the 

optimization stage, the operating point of active power 

generators is updated and load flow is executed again. 

The amount of power network losses is calculated as the 

difference between the output active power of the 

generators and the consumption power of the loads. If 

the absolute value of the difference in power network 

losses between two consecutive steps is less than 𝜀, the 

iteration process ends. Otherwise, the value of Δ𝑃𝑙𝑜𝑠𝑠  is 

updated, and the process returns to the optimization 

step. 

The bottleneck of real-world case studies is the need 

of transmission lines, synchronous generators, and load 

model data for modeling the proposed method. The exact 

amount of these data is usually not available and 

therefore a pre-processing step is needed to estimate 

them. 

Results and Discussion 

In this section, the IEEE 39-bus test power system [40] 

shown in Fig. 4 is applied to evaluate the proposed 

formulae for determining the sensitivities of an 

electromechanical mode. The classical model of 

synchronous generators is used to investigate the effect 

of the load model and transmission lines resistance on the 

value of sensitivities. Two combinations of ZIP load model 

factors are tested and sensitivity factors along with 

optimal generators rediptach scheme are calculated. 

 

 

Fig. 4:  IEEE 39-bus test power system. 

I.  Constant Power Load 

The test power system has an inter-area mode which 

is −0.0014 + 4.2218𝑖. For this oscillatory mode, 

generators 2 to 10 oscillate against generators 1. Table 1 

lists sensitivity factors of the inter-area mode related to 

generators active power changes with considering and 

also neglecting the resistance of transmission lines. It is 

evident that changes in the active power of generators 

only influence the frequency of the inter-area mode and 

do not affect its real part. Nonetheless, changes in the 

frequency of the oscillatory mode, while keeping the real 

part constant, result in variations of its damping-ratio. 
 

Table 1: Sensitivity factors corresponding to the 
electromechanical mode of interest considering constant power 
loads 
 

Neglecting transmission 
lines resistance 

Considering 
transmission 

lines resistance 
Sensitivities 

-9.7×10-7 +  

0.0407i 

3.7×10-5 + 

 0.1063i 
SP1 

4.3×10-6 –  

0.0513i 

-4.68×10-5 - 
0.2612i 

SP2 

4.6×10-7 –  

0.0065i 

-3.99×10-5 - 
0.0795i 

SP3 

-6.8×10-6  -  

0.0320i 

-7.91×10-5 –  

0.166i 
SP4 

-9.8×10-6   -  

0.0322i 

-7.99×10-5 –  

0.162i 
SP5 

4.1×10-6 –  

0.0726i 

-5.58×10-5- 
0.2656i 

SP6 

-9.3×10-7 –  

0.0321i 

-6.12×10-5 - 
0.1483i 

SP7 

-8.2×10-6   - 

 0.0204i 

-1.04×10-4 - 
0.1714i 

SP8 

-8.4×10-6   -  

0.0228i 

-1.2×10-4 – 

 0.2089i 
SP9 

-2.2×10-6 +  

0.0098i 

8.9×10-6 +  

0.0269i 
SP10 

 

Table 2 depicts 𝑆𝑒𝑛𝑑𝑎𝑚𝑝 indices. As seen in this table, 

their value with considering and neglecting transmission 

lines resistance are totally different. Moreover, 𝑆𝑒𝑛𝑑𝑎𝑚𝑝2
 

and 𝑆𝑒𝑛𝑑𝑎𝑚𝑝6
 in the condition of considering 

transmission lines resistance are antiphase with their 

values in the condition of neglecting the resistances. 

Based on the calculated sensitivity factors considering 

transmission lines resistance, it is concluded that 

increasing the power of generators 2 and 6 lead to 

improve power system damping. However, neglecting 

lines resistance leads to an incorrect inference. 

Table 3 arranges the values of the damping-ratio 

sensitivities in descending order. Let the redispaching 

plan is applied using a pair of generators (i,j) to improve 

power system damping. 
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Table 2: Electromechanical mode damping-ratio sensitivity 
factors corresponding to the electromechanical mode of 
interest considering constant power loads 
 

Neglecting 
transmission lines 

resistance 

Considering 
transmission lines 

resistance 
No. 

-0.29×10-5 -1.71×10-5 1 

-0.638×10-5 3.11×10-5 2 

0.039×10-5 1.55×10-5 3 

0.408×10-5 3.14×10-5 4 

0.482×10-5 3.13×10-5 5 

-0.417×10-5 3.35×10-5 6 

0.269×10-5 2.58×10-5 7 

0.353×10-5 3.78×10-5 8 

0.376×10-5 4.58×10-5 9 

-0.023×10-5 -0.418×10-5 10 

 

 

Table 3: Priority list of generators redispatches considering 
constant power loads 
 

 

Neglecting 
transmission lines 

resistance 

Considering 

transmission lines 
resistance 

Rank 

G5 G9 1 

G4 G8 2 

G9 G6 3 

G8 G4 4 

G7 G5 5 

G3 G2 6 

G10 G7 7 

G1 G3 8 

G6 G10 9 

G2 G1 10 

 

In the model of neglecting transmission lines 

resistance, the active power changes of both generators 

must be equal and in opposite directions to satisfy load 

balance constraint. Therefore, the damping-ratio 

variation is obtained as follows: 

 i j idamp damp Gd Sen Sen dP    

The greater the difference in the ranks of the selected 

generators, the absolute value of ( )
i jdamp dampSen Sen is 

greater, and therefore, redispatching the generators pair 

has more effect on improving the electromechanical 

mode damping-ratio. It can be inferred from Table 3 that 

if transmission lines resistance is neglected, generators 

pair 5 and 2 are the best options for redispatching. To do 

this, the active power of generator 5 must be increased, 

while the active power of generator 2 must be decreased. 

The active power changes of the pair of generators are 

not equal when the resistance of transmission lines is 

considered. Nonetheless, the best choice for 

redispatching the pair of generators that have the 

greatest difference in their damping sensitivity 

coefficients. To do this, the active power of generator 9 

must be increased, while the active power of generator 1 

must be decreased. The proposed algorithm shown in Fig. 

3 must be applied to determine new operating point of 

the generators pair active power. 

In order to execute generators rediptach optimization 

problem which is shown in Fig. 2, it is assumed that 

generators can only change their initial power by 50%. Fig. 

5 depicts the results of the proposed strategy with 

considering transmission lines resistance. The aim is to 

apply optimal generators redispatch to improve the 

damping-ratio of the mode of interest by 50%. The base 

power is 100 MVA. Active power of generator 9 is 

increased and generator 1 is decreased. The sum of 

absolute values of generators active power changes is 

equal to 5.09 pu.  

 

 

Fig. 5:  Optimal generators redispatches plan considering 
constant power loads with considering transmission lines 

resistance. 

It is important to emphasize that there is no feasible 

solution for achieving the goal when ignoring the 

resistance of transmission lines. Therefore, it is concluded 

that considering transmission lines resistance has a 

significant impact on the accuracy of sensitivities when 

the classical model of synchronous generators is used. In 

order to show quantitative insights into the effect of 

transmission lines resistance, it is assumed that the aim is 

applying optimal generators redispatch to improve the 

damping-ratio of the mode of interest by 25% of the initial 

value.  

Table 4 compares required variations of generators 

active power with considering and neglecting 

transmission lines resistance. As seen in this table, sum of 

absolute values of generators active power changes with 

considering and neglecting transmission lines resistance 

are equal to 4.1 pu and 17.44 pu, respectively. Therefore, 

it is concluded that modeling the resistance of 

transmission lines has a significant impact on determining 

the pattern and amplitude of generators redispatch.  
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Table 4: Generators active power variations 
 

Neglecting 

transmission lines 

resistance 

Considering 

transmission lines 

resistance 

Gen. 

-2.04 pu -2.03 pu 1 

-4.14 pu 0 2 

0 0 3 

2.8 pu 0 4 

3.24 pu 0 5 

-2.54 pu 0 6 

0 0 7 

0 0 8 

2.68 pu 2.07 pu 9 

0 0 10 

17.44 pu 4.1 pu 

Sum of 

absolute 

deviations 

J.  Constant Current Load 

To simulate constant current loads, the coefficients of 

ZIP load model in (4) and (5) are set as follows: 

1

0

PI QI

PC PZ QC QZ

k k

k k k k

 


   

 

In the corresponding modeling, the mode of interest is 

obtained as −0.0014 + 4.0019𝑖. Comparing the 

calculated value of the electromechanical mode with its 

value in the condition of all loads are constant power 

type, it is concluded its frequency is decreased and its real 

part is not changed. 

Tables 5 and 6 depict sensitivity factors and 𝑆𝑒𝑛𝑑𝑎𝑚𝑝 

indices where all loads are constant current type. The 

priority list of generators active power redispatches for 

enhancing damping-ratio of the electromechanical mode 

is shown in Table 6.  

Comparing Tables 2 and 6, it is inferred that the type 

of load model affects damping-ratio sensitivities. For 

example, the sign of 𝑆𝑒𝑛𝑑𝑎𝑚𝑝 index for generators 2 and 

3 in the condition of constant current load with 

considering transmission lines resistance are different 

from ones in the condition of constant power load. 

Therefore, increasing active powers of generators 2 and 3 

leads to improve damping-ratio of the electromechanical 

mode in condition of all loads are constant power, 

although these generators redispatches attenuate the 

mode damping.  

Now, let's neglect transmission lines resistance, if all 

loads are constant power type, concerning the results 

shown in the right column of Table 3, redispatching 

generators pair 5 and 2 has the greatest effect on the 

variation of the mode damping-ratio.   

Table 5: Sensitivity factors corresponding to the 
electromechanical mode of interest considering constant 
current loads 
 

Neglecting 
transmission lines 

resistance 

Considering 
transmission 

lines resistance 
Sensitivities 

6.96×10-6 + 
0.0618i 

7.27×10-5 + 
0.1588i 

SP1 

4.18×10-5 - 
0.04004i 

3.23×10-5 - 
0.0839i 

SP2 

4.7×10-7 + 
0.01282i 

1.76×10-5 + 
0.0393i 

SP3 

-1.44×10-5  - 
0.0203i 

-1.46×10-5 - 
0.024i 

SP4 

-1.78×10-5   - 
0.0204i 

-1.64×10-5 - 
0.022i 

SP5 

2.97×10-6 - 
0.06801i 

1.91×10-5- 
0.0996i 

SP6 

-8.58×10-6 – 

0.023i 

-9.85×10-7 - 
0.0178i 

SP7 

-1.079×10-5 

+0.0038i 
-2.66×10-5 - 

0.0046i 
SP8 

-1.08×10-5  + 
0.0042i 

-3.8×10-5 - 
0.0182i 

SP9 

-6.1×10-7 + 

0.0269i 

4.92×10-5 + 
0.1004i 

SP10 

Table 6: Electromechanical mode damping-ratio sensitivity 
factors corresponding to the electromechanical mode of 
interest considering constant current loads 

 

Neglecting 

transmission lines 

resistance 

Considering 

transmission lines 

resistance 

No. 

-0.734×10-5 -3.22×10-5 1 

-0.691×10-5 -0.064×10-5 2 

-0.128×10-5 -0.789×10-5 3 

0.5488×10-5 0.582×10-5 4 

0.634×10-5 0.607×10-5 5 

-0.133×10-5 0.402×10-5 6 

0.4244×10-5 0.1822×10-5 7 

0.2367×10-5 0.706×10-5 8 

0.2343×10-5 1.109×10-5 9 

-0.2287×10-5 -2.12×10-5 10 

 
However, in the condition where all loads are constant 

current type, with respecting the right column of Table 7, 

redispatching generators pair 5 and 1 has the greatest 

effect.  

Therefore, the best pair of generators for redispatches 

is changed by varying the load model. 
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Table 7: Priority list of generators redispatches considering 
constant current loads 
 

Neglecting 

transmission lines 

resistance 

Considering 

transmission lines 

resistance 

Rank 

G5 G9 1 

G4 G8 2 

G7 G5 3 

G8 G4 4 

G9 G6 5 

G3 G7 6 

G6 G2 7 

G10 G3 8 

G2 G10 9 

G1 G1 10 

 

Fig. 6 shows the results of the proposed strategy for 

applying optimal generators redispatch to improve the 

mode of interest damping-ratio by 50%, in the condition 

that all leads are constant current type. As seen in this 

figure, active powers of generators 8 and 9 increase while 

that of generator 1 decreases. The sum of absolute values 

of generators active power changes is equal to 8.38 pu, 

while it is equal to 5.09 pu in the condition that all loads 

are constant power type. Furthermore, generators 1, 8, 

and 9 are used for the optimal redispatching plan where 

all loads are constant current, while only generators 1 and 

9 participate in the optimal redispatches plan where all 

loads are constant power. Therefore, the load model 

plays an outstanding role in determining sensitivity 

factors and the amplitude of generation redispatches, 

while it does not have a fundamental effect on changing 

the pattern of generators redispatches. 

 

 
 

Fig. 6:  Optimal generators redispatches plan considering 
constant current loads with considering transmission lines 

resistance. 

Conclusion 

This paper introduces a novel formula for determining 

the sensitivity of the damping-ratio of oscillatory modes 

with respect to active power of generators considering 

ZIP load model and resistance of power network 

transmission lines. The proposed formulae incorporate 

the inertia and damping constants of generators, 

transmission line parameters, and both magnitude and 

angle of bus voltages. Since power system losses change 

with redispatches of generators, the iterative algorithm 

was suggested to achieve the optimal redispatch plan 

when transmission lines resistance is modeled. The 

effectiveness of the proposed method for enhancing the 

damping-ratio of electromechanical modes is 

demonstrated through simulations of the 39-bus New 

England test system. The results show that load model 

and also considering transmission lines resistance are 

effective to determine the best generators redispatch 

scheme. 

This study serves as a preliminary exploration of the 

calculating damping-ratio sensitivities considering 

transmission lines resistance. Future research should be 

conducted considering more accurate generator models 

to calculate the precise effects of corrective actions on 

the damping changes of the system using the proposed 

model. Therefore, extending the proposed formula to 

encompass more comprehensive synchronous generator 

dynamic model, and power system security constraints in 

the generator redispatch scheme are future research 

issues.  

Nowadays, most loads are connected to the electric 

network through inverters. Therefore, Modeling of WECC 

composite load model by the proposed formulae must be 

examined. Furthermore, considering the proliferation of 

renewable energy resources (RES) and their role in power 

system stability, the development of the proposed 

formulae for modeling RES to identify optimal corrective 

actions are important topics for future researches. 
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Abbreviations  

GR Generator Redispatch 

HVDC High Voltage Direct Current 
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PSS Power System Stabilizer 

FACTS Flexible Alternating Current 

Transmission Systems 

SVC Static Var Compensator 

STATCOM Static Compensators 

TCSC thyristor Controlled Series 

Capacitor 

OPF Optimal Power Flow 

PMU Phasor Measurement Units 

QEP Quadratic Eigenvalue Problem 

NPF Normalized Participation Factors 

DAE Dynamic-Algebraic Equations 

PU Per Unit 

QPM Quadratic Polynomial Matrix 

RES renewable Energy Resources 
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Background and Objectives: In the realm of compressed sensing, most greedy 
sparse recovery algorithms necessitate former information about the signal's 
sparsity level, which may not be available in practical conditions. To address this, 
methods based on the Sparsity Adaptive Matching Pursuit (SAMP) algorithm have 
been developed to self-determine this parameter and recover the signal using only 
the sampling matrix and measurements. Determining a suitable Initial Value for 
the algorithm can greatly affect the performance of the algorithm. 
Methods: One of the latest sparsity adaptive methods is Correlation Calculation 
SAMP (CCSAMP), which relies on correlation calculations between the signals 
recovered from the support set and the candidate set. In this paper, we present a 
modified version of CCSAMP that incorporates a pre-estimation phase for 
determining the initial value of the sparsity level, as well as a modified acceptance 
criteria considering the variance of noise.  
Results: To validate the efficiency of the proposed algorithm over the previous 
approaches, random sparse test signals with various sparsity levels were 
generated, sampled at the compression ratio of 50%, and recovered with the 
proposed and previous methods. The results indicate that the suggested method 
needs, on average, 5 to 6 fewer iterations compared to the previous methods, just 
due to the pre-estimation of the initial guess for the sparsity level. Furthermore, 
as far as the least square technique is integrated in some parts of the algorithm, in 
presence of noise the modified acceptance criteria significantly improve the 
success rate while achieving a lower mean squared error (MSE) in the recovery 
process. 
Conclusion: The pre-estimation process makes it possible to recover signal with 
fewer iterations while keeping the recovery quality as before. The fewer the 
number of iterations, the faster the algorithm. By incorporating the noise variance 
into the accept criteria, the method achieves a higher success rate and a lower 
mean squared error (MSE) in the recovery process. 
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Introduction 
Recently, there has been a growing focus among 

researchers on sub-Nyquist sampling methods, due to 

their application in numerous industrial products, such as 

image encryption, radars, mm-wave body scanners and 

pocket handheld ultrasound scanners.  

These applications almost utilize the wideband signals, 

which when sampled at their traditional Nyquist rate, a 

vast number of samples would be generated, leading to 

significant challenges related to processing and storage. 

Sub-Nyquist sampling methods, such as modulated 

wideband converter (MWC), offer solutions to overcome 

http://jecei.sru.ac.ir/
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these issues by reducing the sampling rate down to the 

Landau rate [1]-[5].  

The key concept behind these techniques is 

compressed sensing [6], in which data is captured in a 

compressed format. The three main stages of compressed 

sensing are sparsification, compressed sampling, and 

recovery. Sparsification transforms the original signal into 

a sparse format. Compression involves taking 

measurements by multiplying the sparse signal by a 

sensing matrix that has specific characteristics. Finally, in 

the recovery phase, the signal is reconstructed from the 

measurements employing the sparse recovery 

algorithms. 

These algorithms can be divided into three primary 

categories [7]. The first group includes methods based on 

convex relaxation, such as BP (Basis Pursuit) and LASSO, 

which attempt to find the solution by shaping linear 

programming (LP) problems [8], [9]. Although these 

methods are considered accurate, regarding their high 

computational complexity, they might not be applicable 

to practical real large-scale problems.  

The second group consists of non-convex methods that 

rely on statistical approaches, such as BCS (Bayesian 

compressed sensing) [10].  

The third group comprises greedy algorithms that 

implement the recovery process through iterative 

steps [4]. It should be noted that these algorithms are the 

most popular practical techniques because of their lower 

implementation complexity. Among these, Matching 

Pursuit (MP) algorithms are the most widely used and 

practical, known for their performance. In each iteration 

of the simple OMP, the column of the sensing matrix 

related to the highest correlation value with the samples 

is selected. This atom selection process is irreversible, and 

there is no chance to correct for incorrectly selected 

atoms [11], [12].  

Other algorithms, such as CoSaMP and IHT, 

incorporate a backtracking approach that means in 

addition to selecting a certain number of atoms, they are 

capable of removing excessively selected ones by 

applying a threshold in each iteration [13]-[16]. However, 

these greedy algorithms need former knowledge about 

the signal’s sparsity level, which may not always be 

available in practical situations.  

To address this, a sub-category of greedy algorithms, 

known as Sparsity Adaptive Matching Pursuit (SAMP), has 

been developed to estimate the sparsity level as well as 

the recovered signal [17]-[19].  

These methods start with an initial value of the sparsity 

level and gradually adjust it in each iteration with a 

specific step size. Various versions of SAMP have been 

developed to enhance performance in both speed and 

accuracy. The fixed step size is used in the basic SAMP 

[13], while in FSAMP, the step size increases linearly [20]. 

In SAMPVSS and IGSAMP, exponential functions are 

offered to increase the step size [21]-[24]. In Some recent 

algorithm, such as CCSAMP, the step size is adjusted 

based on the correlation coefficient calculated in each 

iteration [25], [26]. It is notable that the initial value 

selection for the step size significantly impacts the 

algorithm’s performance. The small step size will increase 

the number of iterations, while the big value might lead 

to the overestimation of the sparsity level.  

The main contribution of this work is the integration of 

a pre-estimation phase to determine the optimal initial 

step size for CCSAMP, leading to a reduced number of 

required iterations. Additionally, we have established a 

different termination criterion, significantly increasing 

the success rate of CCSAMP under noisy conditions. 

This article is organized as follows: the second section 

provides an overview of the compressed sensing and 

SAMP algorithms. The third section introduces the pre-

estimation phase and the new termination criteria. The 

implementation results, validating the performance of 

the presented work, are presented in the fourth section. 

Overview of Compressed Sensing and SAMP 

Consider a signal 𝛉𝜖ℝ𝑁×1 with length of 𝑁 which is 

targeted to be compressed to a measurement signal 

𝐲𝜖ℝ𝑀×1 with length of 𝑀, where 𝑀 is far smaller than 𝑁 

(𝑀 << 𝑁). But as far as compressed sensing concepts are 

only applicable to the either sparse or compressible 

signals, as shown in below equation, in case of having a 

non-sparse original signal, 𝛉 should be represented in 

terms of the sparse basis of 𝜳 and the sparse signal 

𝐱𝜖ℝ𝑁×1, such that 𝐱 contain only 𝐾 non-zero elements.  

       (1) 𝛉 =  𝜳 𝐱 

In different cases, matrix 𝜳 may vary. Depending on 

the type of application, it can be constructed utilizing 

Fourier transform, Discrete Cosine Transform (DCT), 

Wavelet transform, or other similar transforms. After a 

sparse representation of the signal, the compressed 

measurement 𝐲𝑀×1 is calculated by multiplying the matrix 

𝜱𝑀×𝑁 that decreases the dimension from 𝑁 to 𝑀, as 

shown below: 

(2) 𝐲 =  𝜱 𝜽 = 𝜱𝜳 𝐱 = 𝑨𝐱 

where 𝑨 = 𝜱𝜳. It is noted that 𝑨 is named the sensing 

matrix throughout this article, and to guarantee a 

successful recovery process of the original signal from the 

measurements, this matrix must satisfy special 

characteristics, specifically the Restricted Isometry 

Property (RIP). This condition is met only if the below 

equation is satisfied with constant 𝛿𝑘 ∈ (0,1) [27]. 

(3) (1 − 𝛿𝑘)‖𝐱‖2
2 ≤ ‖𝑨𝐱‖2

2 ≤ (1 + 𝛿𝑘)‖𝐱‖2
2 

One method of recovering the original signal from the 

samples 𝐲 is solving the 𝑙0-norm minimization problem, as 
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show in (4). The goal is to find the sparsest signal that, 

when sampled with 𝑨,  it produces the samples 𝐲. 

(4)  𝐱̂ = arg min‖𝐱‖0    𝑠. 𝑡. 𝐲 = 𝑨𝐱 

In this formula ‖ ‖0 denotes the 𝑙0 −norm and reflects 

the signal’s sparsity level. However, this method is an NP-

hard problem, and its complexity increases significantly as 

the dimension grows. So, it is recommended to 

approximate it with a 𝑙1-norm minimization problem, as 

shown below [28]. 

(5)  𝐱̂ = arg min‖𝐱‖1    𝑠. 𝑡. 𝐲 = 𝑨𝐱 

Although this method can recover the signal with high 

accuracy, greedy algorithms are often preferred due to 

their advantage of lower implementation complexity. 

Among these, certain algorithms, based on the SAMP 

algorithm, do not require any former information about 

the signal's sparsity level. The pseudo-code related to the 

basic SAMP is presented in Algorithm 1. 

 

Algorithm 1: Sparsity Adaptive Matching Pursuit (SAMP) 

Input params: measurement signal 𝐲, sensing matrix 𝑨, 
initial step-size 𝑠0 

Output: recovered signal 𝐱̂ 

Initial: 𝐱̂ = 0; 𝐫0 = 𝐲; 𝐹0 = ∅; 𝐿 = 𝑠0; 𝑡 = 1; 

while (𝑡𝑟𝑢𝑒) 

𝐵𝑡 = max (𝑨𝐻𝐫𝑡−1, 𝐿) 

𝐶𝑡 = 𝐹𝑡−1 ∪ 𝐵𝑡 

𝐹 = max (𝑨𝐶𝑡

ϯ
𝐲, 𝐿) 

𝐫 = 𝐲 − 𝑨𝐹𝑨𝐹
ϯ

𝐲 

if ‖𝐫‖2 < 𝜀  

         break; 

else if  ‖𝐫‖2 ≥ ‖𝐫𝒕−𝟏‖2  

          𝐿 = 𝐿 + 𝑠0 

else  

          𝐹𝑡 = 𝐹; 𝐫𝑡 = 𝐫; 𝑡 = 𝑡 + 1;  

end 

𝐱̂ = 𝑨𝐹
ϯ

𝐲 

end while 

 

In each iteration, firstly, the candidate set 𝐶𝑡 is 

calculated by finding the 𝐿 indices corresponding to the 

largest correlation between columns of the sensing 

matrix 𝑨 and the previous residual signal. The function 

max (𝐭𝐞𝐦𝐩, 𝐿) returns the index set associated with the 

𝐿 highest value of the input vector of temp.  Then, the 

signal is temporarily recovered related to the union set of 

𝐹𝑡−1 and 𝐶𝑡. Then, as the backtracking stage, the final 

index set is created by selecting its 𝐿 largest value. 

Based on this set of indices, the residual 𝐫 is updated. 

During each iteration. If the correct atoms are selected, 

the norm of 𝐫 tends to decrease.  

Otherwise, it indicates that the chosen sparsity level 𝐿 

is insufficient and must be increased by the step size 𝑠0. 

The repetition of the algorithm continues until the norm 

of 𝐫 becomes smaller than a predefined epsilon. 

Meanwhile, the algorithm might stop unsuccessfully if 𝐿 

exceeds 𝑀 or if the iteration counter 𝑡 exceeds the 

maximum number of iterations. 

As far as the SAMP algorithm uses a fixed step size 𝑠, it 

is prone to either overestimate or underestimate the 

correct sparsity level. In different modifications of the 

SAMP algorithm, others have made attempts to make the 

step size variable.  

For instance, in the CCSAMP method, a varying step 

size is introduced that adjusts based on the correlation 

between 𝐲𝐶𝑡
and 𝐲𝐹  obtained through the Least Squares 

technique for the candidate set and the final set, as 

illustrated in (6) [25]. Step size adjustment is achieved 

through a multilevel decision-making process. Low 

correlation indicates a significant change in each 

iteration. So, the step size must grow. In other words, the 

lower the correlation, the higher the step size. As the 

correlation converges to 1, the step size must be selected 

more cautiously with small values. 

 (6) 

𝐲𝐶𝑡
= 𝑨𝐶𝑡

(𝑨𝐶𝑡

𝑻𝑨𝐶𝑡
)−𝟏𝑨𝐶𝑡

𝑻 𝐲 

𝐲𝐹 = 𝑨𝐹(𝑨𝐹
𝑻𝑨𝐹)−𝟏𝑨𝐹

𝑻 𝐲 

𝜌𝑡 = 𝑐𝑜𝑟𝑟(𝐲𝐶𝑡
, 𝐲𝐹) 

𝑠 = { 
𝑠0 + 10 ∗ (1 − 𝜌𝑡) 𝜌𝑡 < 0.9

    𝑠0                       𝜌𝑡 < 1 − 10−6

1                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

The Proposed Method  

A. Pre-estimation Phase 

The performance of CCSAMP slightly varies with 

different initial values of the sparsity level. This section 

discusses the details of ICCSAMP, specifically how the 

initial sparsity level is calculated through a pre-estimation 

phase by implementing a matching test [21], [29].  

To estimate the initial sparsity level, the index set 𝑆0 is 

first calculated with 𝐿0 = 1, as below: 

(7) 𝑆0 = max (𝑨𝐻𝐲, 𝐿0) 

Then, the following expression is evaluated to check its 

correctness:  

(8) ‖𝑨𝑆0
𝑇 𝐲‖2 <

1 − 𝛿𝑠

√1 + 𝛿𝑠

‖𝐲‖2 

Here, the constant 𝛿𝑠 is limited between 0 and 1. If the 

condition is satisfied, the 𝐿0 is incremented by one, and 

𝑆0 is updated respectively. Otherwise, the 𝐿0 is 

considered as the initial sparsity level. This value helps to 

reduce the number of iterations of the algorithm, leading 

to speed enhancement. 

The pseudo-code related to this algorithm is presented 

below: 
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Algorithm 2: Improved Correlation Coefficient Sparsity 
Adaptive Matching Pursuit (ICCSAMP) 

Input params: measurement signal 𝐲, sensing matrix 𝑨, 
initial step-size 𝑠0 

Output: recovered signal 𝐱̂ 

Initial: 𝐱̂ = 0;  𝐶0 = ∅;  𝐹0 = ∅; 𝐿0 = 1;  𝑡 = 1; 

//pre-estimation phase 

while(true) 

𝑆0 = max (𝑨𝐻𝐲, 𝐿0) 

𝐢𝐟 (‖𝑨𝑆0
𝑇 𝐲‖

2
< ((1 − 𝛿𝑠)/√1 + 𝛿𝑠)‖𝐲‖2)  

𝐿0 = 𝐿0 + 1; 

𝐞𝐥𝐬𝐞 𝑏𝑟𝑒𝑎𝑘; 

end while 

𝐿 = 𝐿0; 

𝐫𝟎 = 𝐲 − 𝑨𝑆0
𝑨𝑆0

ϯ
𝐲 

//body  

while (𝑡𝑟𝑢𝑒) 

𝑆𝑡 = max (𝑨𝐻𝐫𝑡−1, 𝐿) 

𝐶𝑡 = 𝐹𝑡−1 ∪ 𝑆𝑡 

𝐹 = max (𝑨𝐶𝑡

ϯ
𝐲, 𝐿) 

𝐲𝐶𝑡
= 𝑨𝐶𝑡

(𝑨𝐶𝑡

𝑻𝑨𝐶𝑡
)−𝟏𝑨𝐶𝑡

𝑻 𝐲 

𝐲𝐹 = 𝑨𝐹(𝑨𝐹
𝑻𝑨𝐹)−𝟏𝑨𝐹

𝑻 𝐲 

𝜌𝑡 = 𝑐𝑜𝑟𝑟(𝐲𝐶𝑡
, 𝐲𝐹) 

𝐢𝐟(𝜌𝑡 < 0.9) 𝐭𝐡𝐞𝐧       

     𝑠 = 𝑠0 + 10 ∗ (1 − 𝜌𝑡) 

𝐞𝐥𝐬𝐞 𝐢𝐟 (𝜌𝑡 < 1 − 10−6) 𝐭𝐡𝐞𝐧        

    𝑠 = 𝑠0 

𝐞𝐥𝐬𝐞     

      𝑠 = 1 

𝐫 = 𝐲 − 𝑨𝐹𝑨𝐹
ϯ

𝐲 

if ‖𝐫‖2 < 𝜀  

         break; 

else if  ‖𝐫‖2 ≥ ‖𝐫𝒕−𝟏‖2  

          𝐿 = 𝐿 + 𝑠 

else  

          𝐹𝑡 = 𝐹; 𝐫𝑡 = 𝐫; 𝑡 = 𝑡 + 1;  

end while 

𝐱̂ = (𝑨𝐹𝑡

𝑻𝑨𝐹𝑡
)−𝟏𝑨𝐹𝑡

𝑻 𝐲 

end 

B. Acceptance Criteria in Noisy Condition 

Given the sensing matrix 𝑨, the measurement vector 

𝐲, and the set of indices 𝑆, when the number of 

measurements 𝑀 is much smaller than the length of the 

signal 𝑁, in each iteration, reconstructing the signal at 

specific indices leads to a set of underdetermined 

equations. Thus, least-squares techniques play a key role 

in the projection of the samples onto the signal domain.  

An important issue that should not be neglected is the 

performance of least-squares techniques under noisy 

conditions. In the presence of measurement noise, the 

observation model is given by 

(9) 𝐲 = 𝑨𝐱 + 𝐧 

where 𝐧 is additive zero-mean Gaussian noise with 

variance 𝜎2, same as below:  

(10) 𝐧 = 𝒩(0, 𝜎2𝑰) 

In the Least square technique, the target is to find 𝐱̂ 

which can minimize the residual error 𝐫. 

(11) 𝐫 = 𝐲 − 𝑨𝐱̂ 

However, the variance of the residual 𝐫, 𝑣𝑎𝑟(𝐫), is 

often found to be greater than the variance of the noise 

𝜎2. In other words, when applying the Least Mean Square 

method for finding 𝐱̂, there is always some stable error 

remaining which prevents the Mean Square Error (MSE) 

from becoming lower than the noise variance [30]. 

As mentioned before, the stopping condition in 

CCSAMP checks whether the residual norm is lower than 

a predefined fixed epsilon, typically equal to 10−6. This 

fixed threshold can cause the algorithm to fail under noisy 

conditions. However, if the threshold is chosen based on 

the noise variance, the success rate of the algorithm will 

increase. 

Experimental Results 

All evaluation procedures in this article were 

performed using simulations in MATLAB R2021a.  

To ensure a meaningful comparison among different 

algorithms, a unique test condition was established. 

Specifically, a 𝐾-sparse signal 𝐱 was created by generating 

a random Gaussian signal with a length of N=256 and 

retaining only 𝐾 randomly located elements. 

To compress this signal by a compression ratio of 50%, 

a sensing matrix 𝑨 of size 128×256 was generated, with 

its elements drawn from a Gaussian distribution. This 

structure, with high probability, ensures that this sensing 

matrix satisfies the RIP condition. 

The measurement vector 𝐲 is created by taking 

samples from 𝐱 by multiplying it with 𝑨. Given 𝐲 and 𝑨, In 

this section, the target is to compare the performance of 

recovery algorithms for estimating 𝐱. 

One measure to evaluate the performance of the 

algorithms is the success rate. In order to calculate this 

measure, for different values of the sparsity 𝐾, each 

recovery algorithm was repeated 500 times with different 

sparse signals, and the percentage of successful recovery 

was recorded. The result of recovery is considered 

successful whenever the norm of residual becomes less 

than a predefined epsilon.  

In the first experiment, signals with different sparsity 

levels 𝐾, ranging from 10 to 50, were generated. The test 

was repeated for 512 times, and as shown in Fig. 1, the 

pre-estimation phase in ICCSAMP could decrease the 

number of iterations in average, while maintaining the 

success rate unchanged. 
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However, a slight difference in the success rate under 

highly sparse conditions (𝐾 = 10) is due to the value of 

the estimation parameter 𝛿0. The effect of this parameter 

on the success rate is illustrated in Fig. 2. In the case of 

selecting a small 𝛿0, the estimation of the sparsity level 

fails. From this figure, it can be concluded that values 

above 0.3 perform well for different sparsity levels. 

 

 
 

Fig. 1: Performance comparison of the CCSAMP and ICCSAMP 
without noise. (a) Success Rate (b) number of required 

iterations. 
 

 
Fig. 2: Effect of 𝛿0 value on the success rate for sparsity levels 

of 10 and 40. 

As is depicted in Fig. 3, it is noted that in the absence 

of measurement noise, both of methods, CCSAMP and 

ICCSAMP, reach the same level of the MSE. This can be 

concluded that the pre-estimation phase can increase the 

speed of algorithm, retaining the recovery error the same. 

In another experiment, the number of iterations of the 

SAMP, SAMPVSS, CCSAMP, and ICCSAMP were compared 

in terms of different sparsity levels. In this test, the initial 

sparsity level 𝑠0 = 4 was selected to be the same for the 

four algorithms. For SAMPVSS, the parameters 𝛼 = 3 and 

𝛽 = 2 were used. As illustrated in Fig. 4, it is evident that 

the ICCSAMP algorithm, which utilized the pre-estimation 

phase, requires fewer iterations than the other 

algorithms, resulting in an increase in the overall speed of 

the recovery process. 
 

 
Fig. 3: MSE comparison of the CCSAMP and ICCSAMP without 

noise. 

In another experiment, the number of iterations of the 

SAMP, SAMPVSS, CCSAMP, and ICCSAMP were compared 

in terms of different sparsity levels. In this test, the initial 

sparsity level 𝑠0 = 4 was selected to be the same for the 

four algorithms. For SAMPVSS, the parameters 𝛼 = 3 and 

𝛽 = 2 were used. As illustrated in Fig. 4, it is evident that 

the ICCSAMP algorithm, which utilized the pre-estimation 

phase, requires fewer iterations than the other 

algorithms, resulting in an increase in the overall speed of 

the recovery process.  

 
Fig. 4: Comparison of the number of required iterations in 
different sparsity levels for SAMP, SAMPVSS, CCSAMP, and 

ICCSAMP. 

In the final experiment, our aim was to verify the effect 

of the presented modified acceptance criteria by 

comparing the performance of CCSAMP and ICCSAMP 

under noisy conditions. Meanwhile, to verify that the 

performance of the presented algorithm remains 

consistent across signals with different lengths, we 

conducted this test using an input signal of length 512.The 

success rate, number of iterations, and the mean squared 

error (MSE) of the recovery error are illustrated in the Fig. 

5. 
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It is evident that in the presence of Gaussian 

measurement noise with various SNR levels, the CCSAMP 

algorithm with fixed stop criterion of 10−5  was unable to 

perform, having a success rate below 0.6 in various SNR 

levels. In contrast, the ICCSAMP algorithm could 

successfully recovered the signal. As shown, for ICCSAMP, 

both the MSE and the number of iterations decrease as 

the SNR increases. Specifically, in SNR higher than 20𝑑𝐵, 

the MSE of the CCSAMP is nearly zero which proves that 

the signal could be recovered with high accuracy. This 

behavior can be explained by the fact that greedy 

algorithms operate iteratively. If the acceptance criterion 

is not chosen appropriately, the algorithm is likely to fail 

in detection of the correct sparsity level. Neglecting noise 

variance and using a fixed value for epsilon increases the 

likelihood of failure, particularly in low SNR conditions. 

 

 
Fig. 5: Performance comparison of CCSAMP and ICCSAMP in 

different SNRs. (a) success rate (b) number of required 
iterations (c) MSE. 

Discussion 

All the experiments in this article are conducted using 

a white Gaussian signal as the input, which follows a 

normal distribution. It is important to note that if other 

distributions, such as Cauchy sequences with outlier 

values, are used, the performance may be affected. 

During the sparsification process if outlier values are 

selected, the recovery process becomes more 

challenging. This is because greedy algorithms operate by 

selecting columns of the sampler matrix that have higher 

correlation with the samples. In this phase, outliers tend 

to dominate, which can significantly affect the atom 

selection process. 

In an experiment, we generated two sets of input 

based on the Gaussian and Cauchy distribution, and 

repeated the algorithm for 512 times. The below table 

also implies on the above-mentioned discussion. 

Table 1: ICCSAMP performance with two different inputs 

 

Input distribution Success rate MSE 

Gaussian 0.88 42.407 

Cauchy 0.51 1.59× 105 

Summary and Conclusion 

In sub-Nyquist sampling methods such as MWC, sparse 

recovery algorithms are essential for the blind recovery 

process. Although most greedy recovery algorithms 

require knowing the sparsity level in advance, a group of 

algorithms, known as SAMP algorithms, can adaptively 

recover the signal by adjusting the sparsity level in each 

iteration. The initial value of the sparsity level in SAMP 

algorithms can highly affect their performance due to 

either overestimation or underestimation. Also, the way 

the step-size is adjusted can change the computational 

time of the algorithm. In our proposed method, we not 

only reduced the number of required iterations by 

integrating a pre-estimation phase, but also increased the 

success rate of the algorithm in noisy conditions by 

implementing a modified stopping criterion, based on the 

variance of the white gaussian noise.  
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Abbreviation 

𝐀 Sensing matrix 

(. )𝐻 Hermitian transpose of argument matrix 
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(. )ϯ Pseudo inverse of argument matrix 

𝑨𝐹  Columns of 𝑨 corresponding to index set 𝐹 

𝒙 Estimated recovered signal  

‖ ‖0 𝑙0 −norm 

‖. ‖2 Euclidean norm 

𝑐𝑜𝑟𝑟(𝒙, 𝒚) Correlation between 𝒙 and 𝒚 

𝑣𝑎𝑟(. ) Variance of elements of argument vector 

RIP Restricted Isometry Property 

𝒏 Measurement noise 

𝒚 Compressed samples 

MSE Mean Square Error 

𝐾 True sparsity level 

𝐿 Estimated sparsity level 

SNR Signal to Noise Ratio 

SAMP Sparsity Adaptive Matching Pursuit 

CCSAMP Correlation Calculation SAMP 
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Introduction 

Power transformers (PTs) are considered one of the 

essential elements in power supply systems. The main 

task of this equipment is to manage voltage levels to 

ensure compatibility between generation sources and 

various electrical loads [1]. In this regard, the reliable 

performance of PTs essential to ensure a continuous 

power supply. This equipment (as a critical network asset) 

to reduce the risk of unexpected failures requires regular 

maintenance and condition assessment. In fact, carrying 

out these preventive measures improves the reliability of  

 

the network. They also reduce downtime and enhance 

the overall stability of the power system [2]. In order to 

protect personnel and equipment, it is essential to 

identify PT issues in their early phases, thereby preventing 

costly repairs and mitigating potential safety hazards. 

Modern diagnostic tools and intelligent decision-making 

procedures drive predictive maintenance techniques, 

which are essential for ensuring a continuous energy 

supply and improving the functionality of PTs. Asset 

managers that proactively identify potential problems 

and meticulously plan maintenance measures can 
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successfully reduce downtime, extend PT operating 

lifespans, and significantly reduce overall operational 

expenses. In addition to enhancing grid stability, this 

innovative approach fosters a more robust and 

sustainable energy system. The literature on PT fault 

diagnosis provides most of the techniques for identifying 

early faults and preventing catastrophic failures. The 

researchers employ a variety of methods in this 

procedure. Among these are vibration data analysis, 

thermographic image processing [3], dissolved gas 

analysis (DGA), and acoustic emission analysis [4]. 

However, each of these diagnostic techniques has its own 

unique advantages and drawbacks [5]. One popular and 

successful method for diagnosing PT faults is DGA [6]. 

This strategy is based on the fact that different types 

of PT faults produce distinct gases in the oil. Accordingly, 

assessing the quantities of these gases can identify the 

kind and extent of the fault [7]. Many metrics obtained 

from dissolved gases in oil have led to the identification 

of key gases. These include carbon monoxide (CO), carbon 

dioxide (CO₂), hydrogen, methane (CH₄), ethylene (C₂H₄), 

ethane (C₂H₆), and acetylene (C₂H₂) [8]. However, we 

have also exploited other practical features like the oil's 

moisture content and its insulation breakdown voltage 

level. As indicated before, DGA is a robust oil assessment 

instrument. Key gas method (KGM) is a popular DGA data 

analysis tool [9]. KGM, a DGA subsidiary, specializes on 

fault-related gases. This strategy improves fault type and 

severity identification. Measurements of dissolved gases 

in PT insulating oil indicate fault occurrence and type. This 

method leverages the fact that every inaccuracy leads to 

different ratios of oil to dissolved gas. It is possible to 

ascertain the nature and severity of the fault by 

comparing the gas concentrations to the threshold 

values [10]. The characteristics of these gases can identify 

various faults. For instance, internal faults can result in 

the production of hydrogen, CO, CO₂, and CH₄ d. 

However, cellulose faults have the ability to produce 

other gases, such as CH₄, C₂H₆, and C₂H₄ [10]. On the other 

hand, higher hydrocarbon temperatures can lead to 

higher CH₄ and C₂H₆ concentrations. Moreover, studies 

in [4] indicate that an electrical arc or partial discharge 

may raise the concentration of hydrogen. The IEEE 

C57.104-2008 standard provides useful guidelines for 

testing, interpreting, and decision-making of various PT 

faults. The aim of this standard is to standardize and 

improve the accuracy and reliability of the DGA method. 

This standard, by establishing uniform procedures and 

specific requirements, helps increase the efficiency and 

accuracy of the DGA method for detecting faults and 

assessing the health status of PTs. 

In the literature, the DGA process includes various 

steps, the first of which is data preparation. This involves 

collecting oil samples and conducting necessary tests. The 

procedure is done to measure the concentration of 

dissolved gases. After data preparation, the 

concentration of gases (such as hydrogen, methane, 

ethylene, etc.) is identified. Then, the PT fault type is 

determined using various analytical methods (such as key 

gas ratios, Rogers ratios, IEC ratios, and the Duval 

triangle [11]). In the next step, the obtained results from 

the analytical methods are compared with real data to 

evaluate the accuracy and efficiency of the method. 

Eventually (based on the obtained results), decisions will 

be made regarding the health status of the PT and the 

necessary maintenance actions. Gas concentrations in oil 

must be within limits. The references [12]-[14] provide 

the concentration limits for gases in the DGA method. 

These boundaries are used for fault diagnosis and health 

assessment. For example, if the hydrogen concentration 

in the oil exceeds the permissible limit, it may indicate 

windings or core fault . However, interpreting DGA 

parameters takes careful consideration of several 

aspects. In fact, environment, oil type, age, and loads 

affect gas concentrations and fault detection. 

Furthermore, the relation between the concentrations of 

different gases and the types of fractures can be complex 

and nonlinear. For this reason, the use of advanced 

statistical methods and mathematical models is essential 

for the accurate interpretation of results. 

Recent years have seen extensive research into 

advanced DGA interpretation methods. Researchers used 

neural networks (NNs) [15]-[17], genetic algorithms [18], 

and fuzzy logic [19], [20]. These approaches are promising 

PT fault detectors because they can learn complex data 

patterns and correlations [21]. Traditional DGA 

interpretation relies on empirical rules and expert 

knowledge. While these methods have been helpful in 

many circumstances, they may not be enough to reliably 

estimate transformer health under all operating 

conditions. Many studies have shown that classifier 

algorithms including support vector machines 

(SVM) [22], [23], k-nearest neighbors (KNN) [24], [25], 

random forests, decision tree, and Naïve Bayes can 

categorize DGA data and discover different faults. For 

instance, utilizing DGA data, Benmahamed et al. [26] 

suggested a unique method for improving the precision of 

transformer problem identification. They use a bat 

algorithm for parameter optimization, a Gaussian 

classifier, and a SVM classifier in their method. The 

proposed method were able to accurately classify six 

different types of faults than with traditional DGA 

methods. This was done by optimizing the SVM 

parameters and using the concentration of five 

combustible gases as input. In [27], they used SVM and 

the optimization procedure to enhance the model 

parameters and increase the accuracy of fault detection. 

Haque et al. 



Ensemble Learning Algorithm for Transformer Health Assessment Using Dissolved Gas Analysis 

J. Electr. Comput. Eng. Innovations, 13(2): 387-402, 2025                                                                          389 

[28] proposed a novel method for fault diagnostics in 

PTs, employing DGA and a Random Forest classifier. They 

classified several fault types with excellent accuracy using 

their approach, which combines a modified Duval 

pentagon method with Euclidean distance characteristics 

and density-based clustering. Using DGA data, a 

study [29] assessed the diagnostic performance of Naive 

Bayes and the KNN algorithm for transformer oil 

insulation states. An approach for finding faults in oil-

immersed PTs uses DGA, a mixed KNN algorithm, and a 

decision tree [24]. The literature review demonstrates 

that feature selection enhances detection process. 

However, some issues with the literature may make it less 

useful and accurate in practice. The limitations of prior 

studies: 

 Some research has mostly looked at small datasets or 

certain kinds of mistakes. This problem makes the 

model less reliable and useful in the real world.  

 Some studies have not used ensemble learning 

methods to improve the accuracy and stability of the 

models (by combining the predictions of models).  

 Many studies have ignored the importance of mistakes 

and the costs associated with erroneously recognizing 

issues. This problem may lead to the selection of 

models that are extremely accurate but carry serious 

risks and high costs. For example, misdiagnosing a 

malfunctioning PT as functional might result in 

irreparable damage, whereas misdiagnosing a working 

PT as a challenge in high maintenance costs. 

This research has presented a novel ensemble learning 

method to address the limitations of previous studies in 

PT health status assessment using DGA data. This 

algorithm uses a big dataset and combines 8 successful 

classifiers in an ensemble learning method. It aims to 

develop a model to determine the PT health across 

various scenarios. This approach considers diagnostic 

accuracy and error costs to make cost-effective decisions. 

This generates synthetic data and standardizes it to 

improve performance. Additionally, in order to measure 

the PT's health status, limit high-risk mistakes, and save 

unnecessary costs, we have developed two risk and 

unnecessary cost indicators. The technologies used in this 

study should improve PT condition monitoring systems 

and reduce unexpected breakdowns. Consequently, we 

have organized the paper as follows: Section 2 explains 

the suggested approach. Section 3 compares the 

performance of the proposed technique with other 

methods, showcasing the implementation details and 

evaluation results on real datasets. Results and 

suggestions for future work are summarized in Section 4. 

Proposed Method 

This section outlines a proposed methodology that 

employs DGA data and machine learning algorithms to 

assess the health status of transformers. The primary 

objective of this method is to address the shortcomings of 

conventional techniques and to enhance the precision 

and dependability in assessing the health condition of the 

transformer. The suggested technique categorizes DGA 

data into three clusters: Healthy, needs retesting in the 

future and needs immediate retesting. This classification 

allows power system operators to evaluate the PT health 

status accurately. Also, they make appropriate decisions 

for PT maintenance and repair. Fig. 1 shows the flowchart 

of the proposed algorithm. As shown, the algorithm 

includes multiple steps as follows. At statistical 

distribution extraction step, the appropriate distribution 

for DGA parameters (gas concentrations and their ratios) 

in each of the three classes is determined. The algorithm 

generate synthetic DGA parameters to increase the of 

training data size and enhance the performance of 

machine learning models. These data are generated using 

the obtained statistical distributions. The algorithm 

normalize both real and synthetic DGA data using an 

appropriate method to ensure uniformity in their scale 

and measurement units. The data is randomly shuffled 

and assigned to training and testing sets for machine 

learning analysis. In order to establish an effective model, 

twelve classifiers are trained and assessed. Consequently, 

an ensemble approach is then employed to further 

enhance the accuracy and reliability of health predictions. 

The following sections will provide complete descriptions 

of the steps. 

A.  Step 1:  Retrieval of Initial Data 

This paper outlines a method for evaluating the health 

of transformers using historical DGA data. These data are 

collected through the analysis of oil samples extracted 

from operational PTs and stored in a dedicated database. 

These include the concentrations and ratios of each of the 

gases, which collectively provide unique insights into the 

transformer's state. The eleven important parameters are 

then reviewed and explained in terms of their technical 

importance. The average breakdown voltage measures 

the dielectric strength of the oil, which shows how well it 

can handle electrical breakdowns when voltage stress is 

applied. The drop in breakdown voltage shows that the oil 

insulation is breaking down. This can be caused by 

contamination, oxidation, or the buildup of 

breakdownproducts. This makes it more likely that there 

will be partial discharges and, eventually, insulation 

failure. Moisture in transformer oil, even in small 

amounts (ppm), can make it less effective at insulating 

and can greatly reduce the oil's dielectric strength.  

This can speed up the breakdown of the paper 

insulation, cause acids and sludge to form, and further 

weaken the transformer's integrity. Carbon monoxide 

solubilized in oil serves as the primary indication of 

thermal stress on cellulose insulation (paper). The 

elevation in CO levels signifies that the insulation is 

experiencing overheating, either attributable to overload, 

inadequate cooling, or isolated hot spots within the PT. 
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Fig. 1: Flowchart of the proposed transformer health assessment algorithm. 
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When paper insulation degrades, it releases CO₂ (a 

substance more difficult to analyze than CO). Taking into 

account the CO₂/CO ratio can aid in accurately 

determining the type and severity of the insulation issue. 

The oil containing oxygen poses a significant issue as it 

accelerates oxidation, leading to the production of acids 

and sludge. When oxygen enters the system, it typically 

indicates an air leak in the generator or conservator tank, 

necessitating immediate repair. While nitrogen typically 

serves as a background gas, it can occasionally serve as a 

diagnostic indicator. A high nitrogen level could mean 

that air is getting into the oil or that nitrogenous 

molecules are breaking down. Total Combustible Gases 

(TCG) measures the amount of combustible gas released 

during partial discharges, overheating, and arcing. To 

ascertain the nature of the mistake, the program must 

thus probe further into the TCG level spike. Gas ratios 

(CH₄/C₂H₂, C₂H₆/CH₄, C₂H₄/C₂H₆, and C₂H₂/C₂H₄) offer a 

detailed understanding of fault situations. Analyzing the 

relative concentration of different gases allows for the 

inference of the fault's nature (e.g., arcing, overheating, 

or partial discharge) and its severity. The literature 

frequently used these ratios in conjunction with 

recognized diagnostic criteria such as the Duval Triangle 

or IEC 60599 to assess DGA results effectively. The 

historical DGA data (which builds up over time and 

includes data from many transformers) helps learn more 

about how transformers work. It makes preventative 

maintenance easier and lowers the chance of failures, 

which keeps the power grid running smoothly. 

B.  Step 2: Statistical Distribution Extraction 

In this step, the statistical distribution governing each 

of the 11 DGA variables is extracted separately for each of 

the three transformer health classes ("Healthy," " needs 

retesting in the future," and "needs immediate retesting 

"). The purpose of this procedure is to create synthetic 

data and increase the database's size. Synthetic data is 

generated to address limitations in the amount and 

diversity of real-world data while also reducing the cost 

and time required for data acquisition. With the increase 

in the volume of training data, various patterns are better 

learned by the model. As a result, the accuracy and 

generalizability of the model increase. Various 

operational conditions and different types of errors is 

simulated by generating synthetic data. In this way, the 

model is helped to perform acceptably under various 

conditions and to be more resilient against new data. The 

process of extracting statistical distributions is such that 

several probable statistical distributions (such as normal, 

log-normal, Weibull, gamma, beta, and exponential) are 

applied to the data of each variable in each class. Then, 

using the Akaike Information Criterion (AIC), the best 

distribution governing the data is selected. The AIC 

criterion, by simultaneously considering the goodness of 

fit of the distribution to the data and the complexity of 

the model, helps in selecting the best distribution. Each 

variable is analyzed to determine its statistical 

distribution within each of the three classes. This 

technique yields 33 unique distributions, given 11 

variables and 3 classes. New DGA data is produced with 

the Monte Carlo approach with these 33 distributions. 

The data are incorporated into the primary database to 

augment the training dataset, hence enhancing the 

efficacy of machine learning models in assessing the 

health status of transformers. 

C.  Step 3: Data Normalization 

The third step of the suggested algorithm is to 

normalize the data. This is done after getting the 

statistical distribution, simulating synthetic data. This step 

prepares data for the learning algorithm to improve 

detection. For this purpose, the Statnorm normalization 

method is used. It transforms the data based on the 

standard normal distribution (with a mean of zero and a 

standard deviation of one). Statnorm is a powerful 

normalization technique specifically suitable for data that 

do not follow a normal distribution. This method 

transforms the data into a standard normal distribution 

by using the rank transformation and then applying the 

inverse cumulative normal distribution function.  This 

approach uses Statnorm's rank-based outlier elimination. 

This minimizes algorithm outlier sensitivity, which is 

especially important for DGA data (with outlier values). In 

addition, the data normalizing into a standard normal 

distribution improves the performance of some machine 

learning algorithms (such as SVM, k-NN, and logistic 

regression). These algorithms perform more effectively 

for data that follows a normal distribution. In order to 

prevent the introduction of bias, the normalization of 

both the training and test datasets should be same.  

As mentioned above, the method builds a synthetic 

dataset to enhance the transformer health detection 

algorithm through three steps: statistical distribution 

extraction, synthetic data production, and data 

normalization. This method improves PT health 

assessment models by adding training data. In addition, it 

improves these models by conducting sensitivity analysis 

and simulating different situations., useful, and reliable. 

Transformer condition assessment improves, resulting in 

fewer failures. 

D.  Step 4: Data Preparation 

This step is very important for getting data ready for 

programs that use machine learning. The chosen method 

reduces possible errors and improves the model's 

performance with new data (by randomizing and dividing 

it up). There are two important parts to the data 

preparation step. In this regard, the suggested method 

mixes up the data in a way that gets rid of any bias that 
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might come from the order of the original dataset. This 

issue guarantees that both the training and testing sets 

(accurately) represent the entire data distribution. 

Secondly, it partitions the data into training and testing 

sets, often according to a 70/30 ratio. All three 

categories—"healthy," "requiring future retesting," and 

"requiring immediate retesting"—utilize this procedure. 

E.  Step 5: Classifier Training and Evaluation 

At this step, the algorithm focuses on the precise 

training and evaluation of various classifiers to detect the 

health status of the transformer. The goal of this step is 

to select the best algorithm for classifying DGA data and 

accurately diagnosing the PT health. The proposed PT 

health assessment system uses 12 well-known machine 

learning classifiers [30]. The approach optimizes 

classifiers via hyper-parameter tweaking. It finds optimal 

hyper-parameter combinations using grid search. In SVM, 

grid search optimizes the kernel type (linear or 

polynomial), penalty parameter (C), and kernel coefficient 

(gamma). Adaptive Boosting (AdaBoostM2), Linear 

Programming Boosting (LPBoost), and Random Under-

sampling Boosting (RUSBoost) all have multi-class 

versions. The number of weak learners (decision trees) is 

an important hyper-parameter that is optimized using 

cross-validation.  

The cross-validation procedure optimizes the number 

of nearest neighbors (k) in the KNN. In addition, the 

algorithm adjusts the number of decision trees in a 

random forest based on cross-validation to achieve a 

balance between model accuracy and complexity. This 

paper evaluates many classifiers and chooses the optimal 

model for transformer health status detection using a 

cross-validation approach with 100 random repeats. The 

method is accurate and reliable. The method randomly 

splits data into 70% training and 30% testing per iteration. 

The results are independent of the data separated by this 

approach. Using training data, each classifier is trained 

and the grid search technique optimizes the model's 

hyper-parameters. The suggested method uses testing 

data to evaluate the accuracy, precision, and confusion 

matrix of the trained model. It randomly divides data 

between training and testing sets in each iteration . The 

procedure's primary loop repeats data partitioning, 

training, and evaluation 100 times. The primary loop 

calculates the mean and standard deviation of the 

evaluation metrics for each classifier. This procedure is 

done to evaluate the system performance. The 

advantages of this technique encompass a reduction in 

the variance of model performance estimate, an 

evaluation of model stability against fluctuations in 

training and testing data, and the identification of optimal 

model parameters and data partitioning configurations. 

This paper uses two new evaluation metrics to assess 

the performance of classifiers in diagnosing the health 

status of transformers in addition to traditional criteria. 

 Risk Index (primary priority):  

This metric addresses the reduction of errors that pose 

significant risks. In practice, misidentifying a faulty 

transformer as healthy is a critical error. This issue has the 

potential to cause catastrophic consequences. The value 

of this metric is derived from the sum of the following two 

values. First, the number of PTs that truly need immediate 

retesting but are mistakenly classified as healthy or 

needing retesting in the future is determined. Then, this 

number is divided by the total number of PTs that truly 

need immediate retesting This value (in percentage) 

allows the algorithm to model the percentage of high-risk 

errors. Second, the algorithm identifies the number of 

transformers incorrectly classified as "healthy" but 

actually requiring retesting in the future. Then, the 

algorithm divides this number by the total number of 

transformers that need retesting in the future (convert to 

percentage). Finally, the two obtained percentages are 

summed to derive the error metric. 

 Unnecessary Cost Index (secondary priority):  

The purpose of this criterion is to reduce unnecessary 

expenses. In fact, unnecessary expenses are imposed on 

the system when a healthy transformer is wrongly 

classified as defective. Then, this number is divided by the 

total number of healthy transformers (then converted to 

a percentage). This method makes it possible to 

determine the percentage of unnecessary expenses. 

Additionally, the number of transformers that actually 

need retesting in the future but have been mistakenly 

classified as needing immediate retesting is determined. 

Then, this number is divided by the total number of 

transformers that actually need to be retested in the 

future (then converted to a percentage). Finally, we add 

the two obtained percentages together to derive the cost 

metric. In these criteria, different errors are weighted 

according to their importance. For instance, the error 

criterion assigns more weight to errors that result in 

misclassifying faulty transformers as healthy. The 

algorithm supplements conventional metrics with these 

criteria to evaluate the performance of classifiers from 

various aspects. These two new criteria allow the 

algorithm to select classifiers that not only have high 

accuracy in detecting transformer health status but also 

minimize high-risk errors and unnecessary costs. 

F.  Ensemble Learning Algorithm 

At this step, the program applies an ensemble learning 

strategy. This procedure is a very efficient machine 

learning method that applies multiple classifiers at once. 

In fact, it combines multiple classifiers into a single, more 

accurate, and reliable forecast. The proposed ensemble 

learning based algorithm implements eight classifiers. It 

trained these classifiers and optimized their parameters 

using grid search methods and cross-validation in the 



Ensemble Learning Algorithm for Transformer Health Assessment Using Dissolved Gas Analysis 

J. Electr. Comput. Eng. Innovations, 13(2): 387-402, 2025                                                                          393 

preceding phases. The following are included: SVM, KNN, 

Random Forest, Naive Bayes, Decision Tree, RUSBoost, 

Gaussian Naive Bayes, and LPBoost The proposed 

algorithm selected these classifiers due to their 

exceptional performance and diversity in the 

classification of DGA data. The algorithm receives DGA 

data as input for each case. Each of the eight classifiers 

independently predicts the health status of the 

transformer based on the input DGA data and categorizes 

it into one of three classes. The algorithm calculates class 

votes (predictions) from eight classifiers. For choosing the 

winning class (final transformer health diagnostic), two 

choice paths are considered: 

 Decision path 1:  

If it gets 6 out of 8 votes, a class wins and becomes a 

transformer. 

 Decision path 2:  

If both classes receive at least three votes each, the 

class indicating a more critical condition for the 

transformer will be declared the winner. In other words, 

the priority order will be "needs immediate retesting" 

followed by " needs retesting in the future" and finally 

"healthy". 

The proposed algorithm uses various metrics to 

evaluate the ensemble learning performance. These 

include accuracy, precision, and confusion matrix. These 

metrics encompass error rate metrics, risk factors, and 

unnecessary cost indexes. The algorithm The algorithm 

also utilized these metrics in step 5, which involves 

training and evaluating classifiers. The algorithm conducts 

the evaluation procedure 100 times to enhance 

confidence in the outcomes. Subsequently, it computes 

the mean and standard deviation of the evaluation 

metrics. The proposed ensemble learning technique 

enhances the evaluation of PT health by merging the 

predictions of the top eight classifiers and accounted for 

more significant factors in the final decision-making 

process. Employing this technique can diminish 

maintenance expenses and prolong the longevity of PTs. 

Numerical Results and Analysis 

This section explores the numerical outcomes of 

implementing the method from Section 2 in real-world 

scenarios. This section demonstrates how the proposed 

method accurately categorizes PT health using DGA data. 

Statistical distribution assessment, classical classifier 

evaluation, and group modeling are key components of 

this technique. Section 3.1 will carefully evaluate the 

statistical distributions of critical DGA parameters for 

each transformer health class to find data trends. This 

information should be utilized to generate synthetic data. 

Section 2 proposes a 100-fold random cross-validation 

method to compare the performance of twelve different 

machine learning classifiers, including SVM, KNN, and 

Random Forest. Thus, accuracy, precision, confusion 

matrix, and unnecessary cost indices are used. This 

section will test the ensemble learning model's 

transformer health state classification accuracy and 

dependability. The ensemble learning model uses eight 

top classifier predictions. The proposed method is 

compared to existing DGA interpretation methods for 

advantages and disadvantages. 

A.  Evaluation of Data Preprocessing Steps 

This section will address the numerical evaluation of 

the first three steps of the proposed algorithm, which 

include "statistical distribution extraction," "synthetic 

data generation," and "data normalization." The goal of 

this step is to identify an appropriate statistical 

distribution for each of the 11 DGA parameters (including 

breakdown voltage, moisture, gas concentrations, and 

their ratios) within each of the three transformer health 

classes. The information regarding the transformer under 

study is presented as follows. Fig. 2 to Fig. 5 present the 

statistical distribution of the key features of the studied 

transformers. Fig. 2 shows the statistical distribution of 

transformer lifespans. As can be seen, most transformers 

have a lifespan of between 5 to 10 years (with a frequency 

of about 38%). Additionally, there are a few transformers 

with a lifespan of over 35 years. This indicates that the 

data includes transformers with a variety of ages, from 

new to old. Fig. 3 shows the statistical distribution of 

transformer capacities. The majority of transformers 

(about 70%) have a capacity between 30 to 40 MVA. A few 

transformers with lower capacities (10-20 MVA) and (20-

30 MVA) are also present in the data. Fig. 4 shows the 

statistical distribution of transformer oil weights. 

Transformers with an oil weight of 12 to 16 tons 

(approximately 48%) exhibit the highest frequency. 

Additionally, transformers with lower oil weights (4-8 

tons) and 8-12 tons are also present in the test samples. 

Fig. 5 shows the statistical distribution of the type of oil 

used in transformers. Most transformers (over 90%) use 

IEC-296- type oil. Only a small percentage of transformers 

(less than 10%) use Nynas oil. These figures show that the 

transformers under study cover a wide range of age, 

capacity, oil weight, and type of oil. It is also worth 

mentioning that all the transformers studied in this 

research have a voltage level of 63/20 kV. 

 
Fig. 2: Histogram of PT ages, showing that most transformers 

are between 5 and 10 years old. 
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Fig. 3: Histogram of PT capacities, showing that the majority of 

transformers have a capacity between 30 and 40 MVA. 

 
Fig. 4: Histogram of PT oil weights, showing that most 

transformers have an oil weight between 12 and 16 tons. 

 
Fig. 5: Bar chart of PT oil types, showing that over 90% of 

transformers use IEC-296 oil. 

 

Fig. 6 to Fig. 10 show scatter plots and histograms of 

DGA parameters for the three health classes of 

transformers so that you can look at how the data is 

spread out and check how well the statistical distribution 

extraction is working. The distributions of breakdown 

voltage and humidity, CO and CO₂, O₂ and N₂, and TCG and  

are shown in Fig. 6 to Fig. 9 for the three classes.  Fig. 10 

also displays the three classes' gas ratios (CH₄/C₂H₂, 

C₂H₆/CH₄, and C₂H₂/C₂H₄). Parameter transformer classes 

have varied DGA parameter distributions, as shown in 

these figures. Fig. 6 demonstrates a different distribution 

of "breakdown voltage" in the "healthy" class compared 

to the other two classes. Fig. 7 illustrates the distinct 

relationship between the "CO concentration" and "CO₂ 

concentration" across the three classes. Accurate 

modeling of key data requires identifying the appropriate 

statistical distribution for each. Each DGA parameter is 

analyzed across three transformer health classes.  This 

ensures the synthetic data accurately represents the 

different health conditions of PTs. 

 
Fig. 6: Visualization of DGA data for breakdown voltage and 

moisture across three PT health Class. 

 
Fig. 7: Distribution of CO and CO₂ concentrations according 

across three PT health Class. 

 
Fig. 8: Scatter plot and histogram depicting O₂ and N₂ 

concentrations across three PT health Class. 

 
Fig. 9: Visualization of DGA data for TCG and breakdown 

voltage across three PT health Class. 
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Fig. 10: Distribution of gas ratios (CH₄/C₂H₂, C₂H₆/CH₄, 

C₂H₄/C₂H₆, C₂H₂/C₂H₄) in DGA data. 
 

These statistical distributions provide synthetic data 

and enable statistical analysis. The systematic technique 

encompassed the subsequent methods to ascertain the 

statistical distribution of each parameter: The normal 

distribution, log-normal distribution, Weibull distribution, 

gamma distribution, beta distribution, and exponential 

distribution were used to model the DGA data. Each class 

parameter's data was fitted to one of these distributions. 

The maximum likelihood estimation technique is used to 

estimate parameters. Each distribution's AIC is obtained 

after fitting to the data.  

The exponential distribution is the best distribution for 

the "average breakdown voltage" parameter since it has 

the lowest AIC value in all classes. Similar analysis was 

done on the remaining other DGA parameters, identifying 

the optimum statistical distribution. Table 1 shows that 

DGA parameters in different classes have varied statistical 

distributions. The "Parameter" column of Table 1 

indicates the 11 DGA metrics employed to evaluate 

transformer health. The parameters encompass 

breakdown voltage, moisture levels, concentrations of 

CO, CO2, O2, and N2 gases, along with the ratios of 

CH4/C2H2, C2H6/CH4, C2H4/C2H6, and C2H2/C2H4 

gases ratios. The "Class" column indicates the three 

health classes of the transformer, which are: Healthy (H): 

The transformer is in a healthy condition. Needs retesting 

in the future (FR): The transformer is currently healthy, 

but it requires retesting in the future. Immediate retest 

required (IR): The transformer is in a critical condition and 

requires an immediate retest. The AIC criterion selects the 

best statistical distribution for each parameter in each 

class, as shown in the "Distribution" column. Using the 

Monte Carlo method, parameters for each distribution, 

like A (lower bound), B (upper bound), µ (mean), and π 

(standard deviation), are used to make fake data. As 

observed in the table, the statistical distribution of DGA 

parameters varies across different transformer health 

classes. This indicates that the health status of the 

transformer affects the statistical distribution of DGA 

parameters. As mentioned, this paper illustrates the 

impact of transformer health on the statistical 

distribution of DGA parameters. The parameter "CO 

concentration" has a log-normal distribution in the 

"healthy" class and a gamma distribution in the "needs 

immediate retesting" class. Table 1 shows that 

exponential and log-normal distributions are the most 

common for DGA parameters. The following are the 

optimal distributions for seven parameters in a variety of 

classes. Additionally, this implies that these distributions 

may be capable of modeling DGA data. "Data 

normalization" and "synthetic data generation" steps will 

be implemented subsequent to this. 

B.  Evaluation of Classifiers 

This section evaluates all 12 classifiers utilized in Fig. 1. 

All classifiers were trained and tested with preprocessed 

DGA data during the evaluation process, utilizing various 

metrics to measure the performance of each classifier. To 

ensure the reliability and robustness of the assessment, a 

100-fold randomized cross-validation technique was 

utilized.  
 

Table 1: Statistical distributions of data across three transformer 
health classes 
 

Oil Property/ 
Characteristic 

Class 
Best-Fit 
Distribution 

Estimated Parameters of 
Best-Fit Distributions 

Average 
breakdown 
voltage 1 to 6 

1 Weibull A=75.33 B=12.1104 
2 Weibull A=75.3733 B=19.4471 

3 Lognormal µ= 4.30501 σ=0.0560327 

Moisture 

1 Exponential µ=0.233556  
2 Exponential µ=0.145379  

3 Exponential µ=0.113236  

Average 
concentration 
of CO 

1 Lognormal µ=-0.576039 σ=0.463825 
2 Lognormal µ=-0.0754555 σ= 0.341141 

3 Gamma α=8.02887 β=0.107086 

Average 
concentration 
of CO₂  

1 Weibull A=0.925048 B=2.19319 
2 Lognormal µ=0.365075 σ =0.270727 

3 Normal µ=1.59517 σ=0.74024 

Average 
concentration 
of O₂ 

1 Exponential µ=13764.9  
2 Exponential µ=9888.07  

3 Exponential µ=8486.44  

Average 
concentration 
of N₂ 

1 Normal µ=83619.9 σ=11446.2 
2 Normal µ=87500.9 σ=10307.7 

3 Weibull A=90734.2 B=9.71992 

Average TCG 
1 Gamma α=4.18118 β=73.8387 
2 Lognormal µ=6.36514 σ=0.538263 

3 Lognormal µ=6.46998 σ=0.588093 

CH₄/CH₂ 
present in the 
oil 

1 Exponential µ=0.540598  
2 Lognormal µ=-2.66182 σ=1.63765 

3 Exponential µ=0.12083  

C₂H₆/CH₄ 
ratio in the oil 

1 Weibull A=2.63218 B=0.853263 
2 Lognormal µ= 1.4266 σ=0.596508 

 3 Exponential µ=5.73942  

C₂H₄/C₂H₆ 
ratio in the oil 

1 Exponential µ=7.13276  
2 Exponential µ=1.45367  

3 Exponential µ=1.31425  

C₂H₂/C₂H₄ 
ratio in the oil 

1 Exponential µ=6.48753  
2 Exponential µ=1.28539  

3 Exponential µ=1.68514  
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The classifier was trained and evaluated on the training 

and testing sets by employing random data splitting for 

each cross-validation cycle. To obtain a reliable estimate 

of the classifier's performance, the results were 

subsequently averaged over 100 iterations.  Each 

classifier's performance was measured using a variety of 

metrics, including accuracy, precision, and the confusion 

matrix. In addition to these conventional metrics, two 

new metrics were developed to address the importance 

of misclassifications in transformer fault diagnosis: the 

Risk Index and the Unnecessary Cost Index. The 

evaluation results are given in Table 2. This table shows 

the average and standard deviation of each assessment 

measure across 100 cross-validation iterations for each of 

the 12 classifiers. In the next subsections, we do a 

thorough examination of each classifier's performance, 

assessing its strengths and limitations across many 

evaluation measures. This investigation will provide 

useful insights into each classifier's suitability for the task 

of transformer defect diagnostics, as well as guidance in 

selecting the most successful algorithm for this 

application. 

Table 2: Statistical distributions of data across three transformer health classes 
 

Algorithm 
Avg (%) Max (%) Min (%) 

Avg 
Accuracy 

(%) 

Confusion Matrix  

Class 

Average per class 
(%) 

Avg worst case Best case 
 

Accuracy Precision 
Risk Cost Risk Cost Risk Cost  

Ensemble 
Learning 

Used in 
ensemble 
learning? 

16 6 26 13 7 2 97 

582 4 2 583 3 2 583 3 2  1 99 99 

3 122 7 5 118 9 5 118 9  2 92 92 

2 6 46 3 9 42 3 9 42  3 83 86 

Support Vector 
Machine 

Yes 23 6 34 11 13 2 97 

582 4 2 585 2 1 585 2 1  1 99 99 

4 121 6 6 119 7 6 119 7  2 92 92 

3 7 44 7 9 38 7 9 38  3 85 81 

K-Nearest 
Neighbor 

Yes 
24 

 
7 
 

34 
 

12 
 

13 
 

3 
 

96 
 

577 9 2 579 9 0 579 9 0  1 99 98 

5 120 7 6 118 8 6 118 8  2 88 91 

3 8 43 6 10 38 6 10 38  3 83 79 

Random Forest Yes 
24 

 
2 
 

33 
 

5 
 

14 
 

0 
 

97 
 

586 1 1 587 1 0 587 1 0  1 99 100 

6 124 2 7 124 1 7 124 1  2 94 94 

3 8 43 5 10 39 5 10 39  3 94 80 

Naive Bayes Yes 38 35 61 53 22 18 87 

552 20 16 557 17 14 557 17 14  1 98 94 

10 84 38 17 89 26 17 89 26  2 71 64 

3 14 37 5 21 28 5 21 28  3 42 69 

Gaussian Naive 
Bayes 

Yes 38 35 61 53 22 18 87 

552 20 16 557 17 14 557 17 14  1 98 94 

10 84 38 17 89 26 17 89 26  2 71 64 

3 14 37 5 21 28 5 21 28  3 42 69 

Decision Tree Yes 42 9 62 18 22 4 93 

575 8 5 572 13 3 572 13 3  1 97 98 

10 113 9 18 108 6 18 108 6  2 85 85 

6 13 35 8 18 28 8 18 28  3 72 66 

RUSBoost Yes 43 47 63 64 28 28 86 

571 6 10 570 10 8 570 10 8  1 97 97 

14 60 58 20 63 49 20 63 49  2 77 45 

6 12 36 6 20 28 6 20 28  3 35 67 

LPBoost Yes 59 47 194 196 0 0 76 

476 52 60 588 0 0 588 0 0  1 97 81 

10 86 36 124 8 0 124 8 0  2 NaN 65 

5 23 26 45 9 0 45 9 0  3 NaN 48 

Multinomial 
Logistic 
Regression 

No 83 9 95 15 68 4 90 

576 10 2 578 8 2 578 8 2  1 97 98 

15 109 9 13 115 4 13 115 4  2 71 82 

5 34 15 7 39 8 7 39 8  3 60 28 

Discriminant 
Analysis 

No 86 14 101 21 71 7 89 

577 10 1 580 8 0 580 8 0  1 95 98 

25 92 16 33 84 15 33 84 15  2 71 70 

8 28 18 6 35 13 6 35 13  3 53 33 

Multiple Linear 
Regression 

No 
93 

 
10 

 
106 

 
16 

 
83 

 
5 
 

88 

559 29 0 562 26 0 562 26 0  1 98 95 

10 115 7 15 111 6 15 111 6  2 62 87 

3 43 8 3 48 3 3 48 3  3 52 14 

AdaBoostM2 No 119 1 130 2 112 0 89 

583 5 0 583 5 0 583 5 0  1 94 99 

25 107 0 39 93 0 39 93 0  2 70 81 

12 42 0 9 45 0 9 45 0  3 NaN 0 
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SVM: 

The aim of the SVM approach is to determine the best 

decision boundary that differentiates between various 

classes. The Radial Basis Function (RBF) kernel is used in 

this model. This method is a non-linear kernel that allows 

the model to learn non-linear decision boundaries. Also, 

Bayesian optimization modifies hyper-parameters of the 

model via the penalty parameter and kernel coefficient. 

In this manner, the optimal values for these parameters 

are selected to reduce the classification error on the 

validation data. Also, the data are normalized (given a 

zero mean and unit variance) before the SVM model is 

trained to lessen the effect of feature scale on model 

performance. A binary classifier is trained for each pair of 

classes using the "one-vs-one" method. In reality, the 

coding method is also regarded as a hyperparameter for 

issues involving more than two classes. Consequently, the 

aforementioned information are employed to train the 

algorithm on the training data. In 100 iterations, the SVM 

model obtained an average of 23% risk and 6% cost, as 

demonstrated by the Table 2 available. The risk 

associated with this method is 13% in the best-case 

scenario and 34% in the worst-case scenario. Additionally, 

the accuracy of this method is 99%, 92%, and 85% for the 

three classes, respectively. This procedure outperforms 

other methods in terms of accuracy and risk, as indicated 

by these findings. As shown by the average confusion 

matrix of this method, 44 of the 54 cases classified in class 

3 were correctly identified, while 7 and 3 cases were 

classified in lesser classes, respectively. This 

demonstrates that the likelihood of this method 

misdiagnosing class 3 samples as classes 1 and 2 is 

relatively low. In addition, this method has a low risk of 

misdiagnosing class 2 samples as class 1, as only four of 

the 132 cases classified in class 2 were classified in class 

1. The SVM method's overall risk and accuracy are 23% 

and 97% respectively, which are acceptable. 

KNN: 

The KNN model is being developed using training data. 

This function places training samples in the feature space. 

In order to forecast the class of the new sample, K 

samples in the feature space that are close to it are 

referenced. The distance (such as the Euclidean distance) 

is computed between the new sample and the training 

samples. Presumably, the prevailing class among the K 

neighbors is the expected label for the new sample. For 

this model, a range of options for k were assessed; cross-

validation was used to identify the ideal value. For this 

model, various values for k were tested, and the best 

value was obtained using cross-validation. It is obvious 

from the Fig. 11 that the KNN method achieves the lowest 

level of risk when the number of neighbors (k) is equal to 

1. So, the optimal number of neighbors in this method 

was determined to be k = 1. 

 

Fig. 11: Risk assessment of the KNN algorithm with different 
numbers of neighbors. 

 
That is, the class of a new sample is predicted solely by 

utilizing its adjacent neighbor in the feature space. 

According to Table 2, this model has attained an average 

accuracy of 96%, a risk of 24%, and a cost of 7% over 100 

iterations. This method carries a risk of 13 % in the best-

case scenario and 34% in the worst-case scenario. In 

addition, the accuracy of this method for the three classes 

is 99%, 88%, and 83%, respectively. Based on these 

findings, this procedure outperforms other methods in 

terms of accuracy and risk. Based on the average 

confusion matrix of this method, 43 of the 54 cases in 

class 3 were correctly identified, while 8 and 3 cases were 

classified into lesser classes, respectively. This matter 

implies that the likelihood of this method misclassifying 

class 3 samples as classes 1 and 2 is relatively low. In 

addition, the method's minimal risk of misclassifying clas 

s 2 samples as class 1 is supported by the fact that only 5 

of the 132 cases in class 2 were classified as class 1. The 

KNN method with k = 1 has an overall risk of 24%, which 

is deemed satisfactory. 

Random Forest: 

This study employs the random forest method to 

classify PT health. In the training phase, the algorithm 

generates many decision trees and determines a class 

based on the average of these classifications or the mean 

prediction (regression) of the individual trees. The 

classifier is trained with a random forest model including 

100 decision trees. Each decision tree is trained using 

random features and a random subset of the training 

data. Bagging is the technique employed to do this. This 

technique enhances tree diversity and mitigates 

overfitting. hence, it strengthens the model and increases 

its applicability across diverse scenarios. According to Fig. 

1, a 100-fold randomized cross-validation method is used 

to evaluate the random forest model performance. The 

results, shown in the Table 2, show that the model was 

accurate 97% of the time, with a risk index of 24% and an 

unnecessary cost index of 2%. The model showed that the 
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worst-case risk index is 33%, and the best-case risk index 

is 14%. The model is 99% accurate for the "Healthy" class, 

94% accurate for the " needs retesting in the future" class, 

and 94% accurate for the "Needs Immediate Retesting" 

class. Due to its poor performance compared to SVM and 

KNN, this method placed third on the Risk Index. The 

average confusion matrix shows that out of 54 cases in 

Class 3, 43 were correctly identified as being in that class, 

8 were mistakenly put in Class 2, and 3 were mistakenly 

put in Class 1. This means that the system did a pretty 

good job of finding major faults (Class 3). Also, out of 132 

cases in Class 2, 124 were correctly classified. Six were 

wrongly labeled as Class 1, and two were wrongly labeled 

as Class 3. This indicates a minimal likelihood of 

erroneously classifying transformers that require 

retesting in the future. The Random Forest model 

achieves an adequate equilibrium among accuracy, risk, 

and cost. Nonetheless, its comparatively elevated risk 

score compared to SVM and KNN indicates that it has the 

potential to more effectively identify defective 

transformers. 

Other classifiers: 

In this part, we look at how well the classifiers used in 

this study worked. These are Naive Bayes, Decision Tree, 

RUSBoost, Gaussian Naive Bayes, LPBoost, Multinomial 

Logistic Regression, Discriminant Analysis, AdaBoostM2, 

and Multiple Linear Regression. By examining the Table 2, 

we can analyze the performance of these classifiers in 

relation to the risk index, the unnecessary cost index, and 

their corresponding confusion matrices. For instance, the 

risk index of the Naive Bayes classifier is 38%, whereas the 

unnecessary cost index is 35%. On the other hand, the 

decision tree classifier displays an unnecessary cost index 

of 9% and a danger index of 42%. Furthermore, a review 

of the confusion matrices reveals that certain classifiers 

do better in accurately categorizing transformers as 

belonging to class 3. The SVM, KNN and Random Forest 

classifiers notably identify a greater number of Class 3 

instances than the Naive Bayes classifier. The classifier 

selection relies on the application and the relative 

relevance of accuracy, risk, and cost. For example: 

 A classifier with a lower risk index should be preferred 

to reduce the danger of misclassifying damaged 

transformers as healthy. 

 Choose a classifier with a lower unnecessary cost 

index to reduce costs from misclassifying healthy 

transformers as faulty.  

The following points can be made based on the data of 

Table 2. 

 Risk: 

o Risk classifiers between 25% and 50%: 

 Naive Bayes (38%) 

 Gaussian Naive Bayes (38%) 

  Decision Tree (42%) 

  RUSBoost (43%) 

o Risk classifiers between 50% and 75%: 

  LPBoost (59%) 

o Classifiers with a risk greater than 75%: 

  Multinomial Logistic Regression (83%) 

  Discriminant Analysis (86%) 

 Multiple Linear Regression (93%) 

 AdaBoostM2 (119%) 

 Cost: 

o Classifiers with less than 10% cost: 

 Random Forest (2%) 

 Decision Tree (9%) 

 Multinomial Logistic Regression (9%) 

 Multiple Linear Regression (10%) 

o Classifiers with more than 10% cost: 

 Discriminant Analysis (14%) 

 Gaussian Naive Bayes (35%) 

 Naive Bayes (35%) 

 LPBoost (47%) 

 RUSBoost (47%) 

 Confusion matrix (for class 3): 

o Naive Bayes: 

 Out of 54 samples in class 3, 37 are correctly 

identified, and 14 are classified in class 2 and 3 in 

class 1. 

o Decision Tree:  

 Out of 54 samples in class 3, 35 items are 

correctly identified, 13 items are classified in 

class 2, and 6 items are classified in class 1. 

o RUSBoost:  

 Out of 54 samples in class 3, 36 are correctly 

identified, and 12 are classified in class 2 and 6 in 

class 1. 

o LPBoost:  

 Out of 54 samples in class 3, 26 are correctly 

identified, and 23 are classified in class 2 and 5 in 

class 1. 

o Multinomial Logistic Regression:  

 Out of 54 samples in class 3, 15 cases are 

correctly identified, 34 cases are classified in 

class 2, and 5 cases are in class 1. 

o Discriminant Analysis:  

 Out of 54 samples in class 3, 18 items are 

correctly identified, 28 items are classified in 

class 2, and 8 items are classified in class 1. 

o AdaBoostM2:  

 Out of 54 samples in class 3, 0 items are correctly 

identified, 42 items are classified in class 2, and 

12 items are classified in class 1. 

o Multiple Linear Regression:  

 Out of 54 samples in class 3, 8 cases are correctly 

identified, 43 cases are classified in class 2, and 3 

cases are in class 1. 
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Ensemble learning based classifiers: 

This section shows the performance of the suggested 

ensemble learning model, which uses the top eight 

classifiers. This model combines classifier predictions to 

improve detection. This approach uses SVM, KNN with 

k=1, Random Forest, Naive Bayes, Decision Tree, 

RUSBoost, Gaussian Naive Bayes, and LPBoost. The 

selection of these models was based on their exceptional 

performance and diversity in categorizing DGA data. 

In the first subfig. 1 of Fig. 12, the risk indices of the 12 

used classifiers are shown. This figure shows a significant 

break in the risk chart after the eighth classifier, indicating 

an increase in risk values to high and unacceptable levels. 

In other words, the first eight classifiers have significantly 

lower risk compared to the next four classifiers. For this 

reason, the top 8 classifiers have been selected as the 

best classifiers and have been used in the ensemble 

learning algorithm. So, it is possible to create an accurate 

and reliable detection model by combining the 

predictions of these low-risk classifiers. Moreover, 

eliminating four high-risk classifiers mitigates the 

excessive escalation of model complexity and preserves 

its speed and efficiency. Table 2 shows that the model 

reduced risk by 7% relative to the best single classifier 

(23%) over 100 iterations, achieving a risk level of 16%. 

The proposed method exhibits risk index in range of 7% in 

the best-case scenario to 26% in the worst-case scenario. 

The proportion of unnecessary expenses is observed to 

range from 2% to 13%, yielding an average value of 6%. In 

addition to the fact that the ensemble method offers less 

risk compared to the results of the individual method, it 

achieves an average accuracy of 97%. The accuracy 

attained in class 3 of the ensemble technique exceeds 

that of the individual classifier methods. This issue stems 

from prioritizing method selection intended to reduce the 

risk index. In the typical confusion matrix for this 

approach, 54 occurrences in class 3 were assessed, 

leading to 46 instances being correctly identified. In 

contrast, 6 cases were wrongly put in class 2, and 2 cases 

were wrongly put in class 1. This proves that the 

suggested method works very well at finding samples that 

belong to class 3. Only 3 of the 132 class 2 cases were 

misclassified; the other 121 were correctly classified. This 

demonstrates that using this method, there is a very low 

risk of incorrectly identifying class 2 samples. The 

ensemble learning method has the lowest risk, at 16% 

(14% for class 3 and 2% for class 2), of all the methods this 

study looked at. In addition, the unnecessary cost index 

that is related to this method works better than other 

methods, except for Random Forest and Decision Tree. 

Because this method has a low-risk rating and doesn't 

cost too much, it can be assumed that it is a trustworthy 

way to check the health of transformers. Fig. 12 shows 

how well the suggested ensemble learning model works 

compared to different algorithms. Looking at other 

methods, the ensemble learning approach has a relatively 

lower risk level. While reducing the chance of high-risk 

mistakes, this study shows that the suggested method is 

both efficient and effective at accurately figuring out the 

health status of PT. 
 

 
Fig. 12: Performance evaluation of the ensemble learning 

model compared to other methods. 
 

Furthermore, the unnecessary cost index associated 

with this method is maintained at a level that is deemed 

acceptable when compared to the majority of alternative 

methods. This outcome demonstrates its efficacy in 

minimizing excessive expenditures. Overall, the ensemble 

learning model demonstrates commendable 

performance regarding the risk index and unnecessary 

cost index, indicating its efficacy in diagnosing the health 

status of the transformer. 

Conclusion 

A new ensemble learning technique for PT health 

assessment (dividing them into three groups: "healthy," 

"needs retesting in the future," and "needs immediate 

retesting.") using DGA data has been proposed in this 

paper. The algorithm combines the performance of eight 

classifiers (such as: SVM, KNN, Random Forest, Naive 

Bayes, Decision Tree, RUSBoost, Gaussian Naive Bayes, 

and LPBoost) and considers errors and costs to create a 

transformer health diagnosis model with high accuracy 

and reliability. The proposed approach is evaluated by the 

risk index, unnecessary cost index, and accuracy, which 

demonstrate superior performance compared to 

previous techniques across these metrics. The risk index 

has decreased as a result. This finding suggests that it can 

identify defective transformers more accurately. This 
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model can minimize transformer maintenance expenses 

and extends their lifespan. This study found overall 

accuracy 97%, average risk index 16%, unnecessary cost 

index 6%, best-case risk 7%, and worst-case risk 26%. The 

findings show that the suggested approach efficiently 

evaluates transformer health, reducing the expenses and 

dangers of incorrect diagnosis. The optimal result of single 

classifier (SVM), is an average risk index of 23. The 

comparison of these values with the average risk index of 

16% in the proposed ensemble learning technique 

demonstrates its efficiency and effectiveness in reducing 

misdiagnosis. In addition, the method improved the 

accuracy in the worst-case class. This improvement is 

particularly significant due to the importance of this class. 

It achieved an accuracy of 86%, compared to the SVM and 

KNN techniques (with recorded accuracy of 81% and 79%, 

respectively). Hence, the results show that the ensemble 

learning method works better at finding healthy 

transformers than single-classifier methods. This 

approach can be further improved through the 

incorporation of additional data and the application of 

sophisticated machine learning techniques. This 

methodology is capable of identifying additional 

transformer and electrical network anomalies. 

Future Work 

This study provides a number of directions for further 

investigation. The authors suggest that the following 

should be accounted for in future work: 

 In this paper, a simple classification method with three 

classes was used. In future works, hierarchical 

classification methods can be used for a more precise 

categorization of transformer health status. For 

example, the class "Need for Retesting" can be divided 

into two subclasses: "Need for Retesting in the Near 

Future" and "Need for Retesting in the Distant 

Future". 

 The DGA data used in this paper includes a part of the 

total technical information regarding transformers. In 

the future works, data can be collected with more 

detailed technical information, such as the type of 

transformer, the age of the transformer, and 

environmental conditions. This work can help improve 

the accuracy of machine learning models. 

 In the proposed method, 11 DGA parameters were 

used to train machine learning models. Accordingly, 

the impact of feature selection on parameters can be 

examined for the future works. For example, methods 

such as PCA or mutual information-based approaches 

can be used to select the most important features.  

 The proposed method is established based on 

traditional machine learning algorithms such as SVM 

and KNN. The deep learning algorithms, such as 

convolutional neural networks (CNN), can be used for 

fault detection in transformers in future works. These 

algorithms can improve fault detection accuracy (due 

to their high capability in learning complex features 

from data).  

 The proposed method in this paper is established 

based on the certainty and accuracy of the initial data 

and the correct evaluation by the expert. In future 

works, the impact of uncertainty in DGA data on the 

performance of machine learning models can be 

examined. Additionally, methods based on 

uncertainty learning can be used to improve the 

accuracy of models.  
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Background and Objectives: Detecting multiple entities within financial texts and 
accurately analyzing the sentiment associated with each is a challenging yet critical 
task. Traditional models often struggle to capture the nuanced relationships 
between multiple entities, especially when sentiments are context-dependent and 
spread across different levels of a document. Addressing these complexities requires 
advanced models that can not only identify multiple entities but also distinguish 
their individual sentiments within a broader context. This study aims to introduce 
and evaluate two novel methods, ENT-HAN and SNT-HAN, built upon the 
Hierarchical Attention Networks, specifically designed to enhance the accuracy of 
both entity extraction and sentiment analysis in complex financial documents. 
Methods: In this study, we design ENT-HAN and SNT-HAN methods to address the 
tasks of multi-entity detection and sentiment analysis within financial texts. The first 
method focuses on entity extraction, where capture hierarchical relationships 
between words and sentences. By utilizing word-level attention, the model 
identifies the most relevant tokens for recognizing entities, while sentence-level 
attention helps refine the context in which these entities appear, allowing the model 
to detect multiple entities with precision. The second method is applied for 
sentiment analysis, aiming to classify sentiments into positive, negative, or neutral 
categories. The sentiment analysis model employs hierarchical attention to identify 
the most important words and sentences that convey sentiment about each entity. 
This approach ensures that the model not only focuses on the overall sentiment of 
the text but also accounts for context-specific variations in sentiment across 
different entities. Both methods were evaluated on FinEntity dataset, and the results 
demonstrate their effectiveness, with significantly improving the accuracy of both 
entity extraction and sentiment classification tasks. 
Results: The ENT-HAN and SNT-HAN demonstrated strong performance in both 
entity extraction and sentiment analysis, outperforming the methods they were 
compared against. For entity extraction, ENT-HAN was evaluated against RNN and 
BERT models, showing superior accuracy in identifying multiple entities within 
complex texts. In sentiment analysis, SNT-HAN was compared to the best-
performing method previously applied to FinEntity dataset. Despite the good 
performance of the existing methods, SNT-HAN demonstrated superior results, 
achieving a better accuracy. 
Conclusion: The outcome of this research highlights the potential of the ENT-HAN 
and SNT-HAN for improving entity extraction and sentiment analysis accuracy in 
financial documents. Their ability to model attention at multiple levels allows for a 
more nuanced understanding of text, establishing them as a valuable resource for 
complex tasks in financial text analysis. 
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Introduction 

In the realm of natural language processing (NLP), 

sentiment     analysis     has     progressed     from     broad 

 
evaluations of textual sentiment to more precise, entity-

level sentiment analysis, reflecting the growing need for 

detailed insights that businesses, social platforms, and 
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researchers seek to better understand public opinion. 

This granular approach is particularly crucial in the 

financial domain, where sentiment analysis has become 

an indispensable tool for deciphering market trends, 

investor behavior, and overall economic sentiment [1]. By 

focusing on specific financial entities such as companies, 

stocks, or market indices within a text, entity-level 

sentiment analysis provides a more nuanced 

understanding than traditional document-level or 

sentence-level analyses, offering critical insights into how 

individual entities are perceived [2]. These insights are 

essential for predicting market movements and 

evaluating investor sentiment with a greater accuracy. 

The challenge in this domain is twofold: first, 

accurately identifying financial entities within complex 

and often ambiguous language; second, determining the 

sentiment directed at each entity, which can vary 

significantly within different contexts. Traditional 

methods, which often rely on rule-based approaches or 

classical machine learning, struggle to capture the 

intricate dependencies and nuances present in financial 

texts, especially when multiple entities are discussed with 

differing sentiments. For example, in this paragraph: 

"Among the highlights of this week, Macy's raised its 

annual profit forecast, easing some investor worries over 

consumer spending after recent disappointments on the 

earnings front from Walmart and other big names.", 

several financial entities are referenced, but their 

sentiments differ, with a positive sentiment for Macy’s 

and a negative sentiment for Walmart. 

To address the above challenges, this paper proposes 

utilizing the Hierarchical Attention Network (HAN) [3], 

suggesting the ENT-HAN method for multi-entity 

detection and the SNT-HAN method for sentiment 

analysis. These methods are designed to model 

hierarchical structures in the text, capturing both word-

level and sentence-level dependencies. The model 

consists of two key attention mechanisms: one at the 

word level and another at the sentence level. At the word 

level, the attention mechanism identifies the most 

relevant words within each sentence, assigning higher 

weights to words that contribute more significantly to the 

task at hand, such as entity extraction or sentiment 

detection. These weighted word representations are then 

aggregated into a sentence representation. At the 

sentence level, the attention mechanism operates 

similarly, focusing on the most informative sentences 

within the text, producing a document-level 

representation. This hierarchical structure allows the 

models to focus on the most critical parts of a text, 

enabling them to handle longer and more complex 

documents more effectively. The models are particularly 

                                                           
1 The FinEntity dataset is publicly accessible at 
https://github.com/yixuantt/FinEntity 

suited for tasks involving multiple entities or sentiments, 

as they capture context at both granular and holistic 

levels. 

Entity extraction plays a pivotal role in the sentiment 

analysis process, as it enables the precise identification of 

specific entities within text, allowing for a more targeted 

and accurate assessment of sentiment. By isolating 

entities, sentiment analysis can be more effectively 

tailored to evaluate opinions and emotions associated 

with particular individuals, organizations, or products, 

thus enhancing the overall reliability and relevance of the 

analysis [4]. When the critical step of accurately 

identifying multiple entities within a text is successfully 

completed, it becomes feasible to proceed to the 

sentiment analysis of each entity with greater ease and 

confidence. Successfully addressing the first challenge of 

entity extraction lays a strong foundation, allowing the 

second challenge—analyzing the sentiment associated 

with each entity—to be tackled more effectively and with 

higher reliability. 

By applying ENT-HAN and SNT-HAN, we aim to 

enhance the precision of entity extraction and enhance 

the accuracy of sentiment analysis at the entity level. The 

proposed models are evaluated on FinEntity dataset1 [5], 

with a comparison to existing methodologies, 

demonstrating its superior performance in extracting 

multiple entities dynamics and sentiments associated 

with each entity in financial texts. 

Related Work 

This section primarily reviews the most relevant 

papers on financial sentiment analysis and event-based 

sentiment analysis. 

A.  Financial Sentiment Analysis 

Sentiment analysis has evolved an essential tool within 

the financial industry, providing valuable insights into 

market trends, investor behavior, and economic 

outlooks [6]. Unlike general sentiment analysis, which 

focuses on broader textual sentiment, financial sentiment 

analysis specifically targets the emotions and opinions 

expressed about financial entities, such as companies, 

stocks, and market indices. The unique characteristics of 

financial texts—often laden with technical jargon, 

abbreviations, and context-dependent phrases—demand 

specialized approaches that can accurately capture and 

interpret sentiment within this domain. Over the past 

decade, numerous studies have explored various 

methods for extracting and analyzing sentiment in 

financial contexts, from traditional machine learning 

techniques to more recent advancements in natural 

language processing and deep learning. This section 

examines the most influential works that have shaped the 
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current landscape of financial sentiment analysis, 

highlighting key methodologies and their impact on the 

field.  

One of the pioneering studies applying deep learning 

techniques to financial polarity analysis was conducted by 

Kraus and Feuerriegel [7]. They employed a Long Short-

Term Memory (LSTM) neural network to analyze ad-hoc 

company announcements and predict stock market 

movements, demonstrating that their method 

outperformed conventional machine learning 

approaches. Several other research efforts have explored 

diverse neural network architectures for financial 

sentiment analysis. Sohangir et al. [8] tested diverse 

neural network models on a StockTwits dataset and 

discovered that Convolutional Neural Networks (CNNs) 

yielded the highest level of performance. Lutz et al. [9] 

utilized doc2vec to generate sentence embeddings from 

company-specific announcements and employed multi-

instance learning to forecast stock market results. 

Additionally, Maia et al. [10] combined text simplification 

with LSTM networks to classify sentences from financial 

news by sentiment, attaining cutting-edge outcomes in 

the Financial PhraseBank dataset. 

While advanced deep learning approaches and 

specialized language models have been widely adopted to 

enhance sentiment analysis in finance, tailored versions 

of BERT for specific fields, such as FinBERT [11], have 

markedly enhanced financial sentiment analysis by being 

finely tuned for financial texts, leading to improved 

reliability and accuracy. Fatouros et al. [12] used a zero-

shot prompting method, they evaluate various ChatGPT 

prompts on a carefully selected dataset of forex news 

headlines for sentiment classification. Moreover, they 

investigate the relationship between predicted sentiment 

and market returns as an additional evaluation metric. In 

comparison to FinBERT, a well-regarded model for 

financial sentiment analysis, ChatGPT demonstrated 

roughly 35% better performance in sentiment 

classification and a 36% stronger correlation with market 

returns. Ardekani et al. [13] developed FinSentGPT, a 

financial sentiment forecasting model built on a refined 

version of ChatGPT. Evaluating it on U.S. media news and 

a multilingual dataset from the European Central Bank, 

they found that FinSentGPT matches the performance of 

a top English finance sentiment model, outperforms a 

traditional machine learning model, and accurately 

predicts sentiment across different languages. This 

suggests that sophisticated large language models can 

provide adaptable and context-sensitive financial 

sentiment analysis across languages. 

Luo and Mo in their paper [14] investigated sentiment 

towards the 45th President of the United States in news 

articles employing a novel entity sentiment analysis 

model known as the Negative Sentiment Smoothing 

Model (NSSM). The NSSM model adjusts sentiment scores 

by accounting for Negative Associated Entities (NAEs), 

that are entities linked to negative sentiments within the 

data. Three versions of the NSSM model (NSSM-A, NSSM-

B, and NSSM-C) were developed using a smoothing 

algorithm. The study focused on "Trump" as the target 

entity and assessed the effectiveness of the NSSM models 

on a dataset comprising 10,993 paragraphs of news 

related to the target entity, gathered from CNN, FOX, and 

NPR over a three-month span from July 1, 2019, to 

September 30, 2019. The highest accuracy was achieved 

by NSSM-B, with an accuracy rate of 85.96%. 

B.  Entity-based Sentiment Analysis 

Effective entity extraction is crucial in the sentiment 

analysis process, as it enables the precise identification of 

the subjects or entities to which sentiments are directed. 

By accurately extracting entities, sentiment analysis can 

yield more targeted and contextually relevant insights, 

thereby improving the overall accuracy and reliability of 

the analysis. This section will examine the most influential 

works in the domain of entity-based sentiment analysis. 

Poria et al. [15] proposed an innovative deep learning 

approach for entity extraction in opinion mining, a critical 

task in sentiment analysis that focuses on identifying 

specific targets of opinions within a text, such as the 

attributes of a product or service being evaluated. They 

utilized a 7-layer deep convolutional neural network to 

classify each word in opinionated sentences as either an 

aspect or a non-aspect word. To further refine this 

process, they incorporated a set of linguistic patterns into 

the neural network. This hybrid classifier, coupled with a 

word-embedding model, was designed for sentiment 

analysis. The dataset used for training and testing 

spanned two domains: Laptop and Restaurant. The entity 

extraction framework achieved F-scores of 82% for the 

laptop domain and 87% for the restaurant domain. 

Zhao et al. [16] introduce a method for sentiment 

analysis and key entity detection that utilizes BERT, 

tailored specifically for mining financial texts and 

analyzing public opinion on social media platforms. Their 

approach begins by using a pre-trained model to perform 

sentiment analysis, after which key entity detection is 

approached as a sentence matching or Machine Reading 

Comprehension (MRC) task at various levels of 

granularity, with a primary focus on identifying negative 

sentiment. Their approach employed RoBERTa as the pre-

training model. Furthermore, they found that fine-tuning 

the pre-trained model yields better results than using it to 

generate sentence-level vectors for downstream models 

in their specific task. In the end, incorporating ensemble 

methods and focal loss further enhances performance to 

a certain degree. The experimental results show F1 scores 

of 95% and 85% on two publicly available financial 

negative entity recognition datasets, indicating that their 
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method significantly outperforms traditional approaches. 

Additionally, this method demonstrates 96% accuracy in 

sentiment analysis. 

Li et al. [17] introduce an innovative approach called 

the Twin Towers End-to-End model (TTEE) to address the 

Target and Aspect-Sentiment Detection (TASD) challenge. 

The TTEE model simplifies the complex TASD task by 

employing an end-to-end multi-task framework that 

concurrently handles target detection and aspect-

sentiment classification. It utilizes a twin towers 

architecture, based on BERT or its advanced variants, to 

effectively separate the context from the given aspects, 

thereby reducing redundant calculations and significantly 

enhancing computational efficiency. This approach 

provides a distinct advantage in identifying implicit target 

entities and their associated aspects and sentiments 

within the context, without the need for additional model 

architectures. The highest F1 measure achieved for entity 

extraction with this model is 68.39%. 

Wan et al. [18] propose a Span-based Multi-Modal 

Attention Network (SMAN) to address the joint task of 

entity and relation extraction. Although this study 

performs entity extraction on the data, the results are not 

utilized for sentiment analysis. Nonetheless, due to its 

focus on entity extraction, it has been included in this 

section. In the Entity Recognition stage, the model 

identifies two types of features: entity features (spans) 

represented by span units and contextual features 

(tokens) derived from the surrounding text. During the 

Relation Extraction (RE) stage, the model incorporates 

three types of features: entity features (spans), entity 

type features (labels), and contextual features (tokens). 

To enhance the modeling of interactions between these 

modalities, SMAN first generates unique representations 

for span units while capturing high-dimensional 

contextual features using a cloze mechanism. This 

mechanism allows the model to mask central span units, 

effectively learning contextual dependencies. 

Furthermore, entity type labels assist in refining 

relationship predictions, simulating the human reasoning 

process of associating entity types with potential 

relationships. 

The proposed SMAN architecture includes a Modal-

Enhanced Attention (MEA) module designed to model the 

contextual dependencies within single-modal data and 

facilitate fine-grained interactions among multi-modal 

data. By stacking MEA modules, the model captures 

enhanced representations of text and relationships. 

Extensive experiments on public datasets, including 

SciERC, ADE, and CoNLL04, demonstrate the superior 

performance of SMAN. The model delivers state-of-the-

art performance, demonstrating significant 

improvements in F1 scores for entity detection across 

various datasets. On the ADE dataset, which comprises 

4,272 samples extracted from medical reports and 

includes overlapping entities, SMAN achieves impressive 

F1 scores of 90.95%, highlighting its strong capability to 

manage complex overlapping scenarios effectively. 

Our Methodology 

This section begins by introducing the concepts and 

terminology used throughout this study, as well as the 

specific problem that our research addresses. The 

following provides a detailed explanation of the ENT-HAN 

and SNT-HAN models used for entity extraction and 

sentiment analysis. 

A. Terminology and Problem Statement 

This paper aims to solve two distinct tasks: entity 

extraction and sentiment analysis. A financial dataset 

consisting of 979 news articles is utilized, where all 

entities within each article are annotated along with their 

corresponding sentiments. The goal is to accurately 

identify the entities mentioned in the text and determine 

the sentiment (positive, negative, or neutral) associated 

with each entity. 

The key to achieving accurate entity sentiment analysis 

lies in precisely determining the boundaries of the text 

segment where sentiment-related words are connected 

to and influence the target entity. In news articles, using 

the paragraph as the unit boundary for entity sentiment 

analysis proves to be practical, as sentiment words within 

a paragraph are generally associated, either explicitly or 

implicitly, with the target entity [14]. 

For both tasks, the appropriate paragraph 𝑝 is first 

selected as the input unit. From the chosen paragraph, 

relevant sentences 𝑠 are identified, followed by extracting 

the most relevant words 𝑤 from those sentences. These 

selected units are then transformed into a three-

dimensional vector representation, (𝑝, 𝑠, 𝑤). Actually, for 

each entity 𝑖, the paragraph 𝑝𝑖  is selected in which the 

entity appears and then choose the m surrounding 

sentences related to that entity, 𝑝𝑖 = (𝑠1, 𝑠2, … , 𝑠𝑚), and 

each sentence comprises 𝑛 words, 𝑠𝑗  =  (𝑤1, 𝑤2, … , 𝑤𝑛). 

In fact, word 𝑘 from sentence 𝑗 in paragraph 𝑖 is 

positioned at the coordinates (𝑖, 𝑗, 𝑘) within the three-

dimensional input vector. This representation allows the 

model to effectively capture the hierarchical relationships 

between paragraphs, sentences, and words, ensuring that 

each word’s context within a sentence and its broader 

role in the paragraph are preserved during both entity 

extraction and sentiment analysis. 

Entity detection is a sequence labeling task. We 

formulate entity detection as a binary classification 

problem, the output 𝑌𝑖  is typically defined as a single value 

that represents one of the two possible classes. Given the 

word 𝑤, if 𝑤 is an entity, it is labeled as 1; otherwise, it is 

labeled as 0. 
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𝑌𝑖={
0         𝑖𝑓 𝑤𝑖𝑖𝑠 𝑛𝑜𝑡 𝑎𝑛 𝑒𝑛𝑡𝑖𝑡𝑦
1         𝑖𝑓 𝑤𝑖𝑖𝑠 𝑎𝑛 𝑒𝑛𝑡𝑖𝑡𝑦        

      (1) 

To formulate the sentiment analysis problem, which 

consists of three classes, i.e. positive, negative, and 

neutral, the output is computed according to the 

following equation: 

𝑌𝑖 = {

0   𝑖𝑓 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑖𝑠 𝑛𝑒𝑢𝑡𝑟𝑎𝑙
1   𝑖𝑓 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑖𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

 2   𝑖𝑓 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑖𝑠 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
   (2) 

In this formulation, the model assigns a probability 

score to each sentiment class based on the features 

extracted from the input text. The class with the highest 

probability is selected as the predicted sentiment. This 

approach ensures that the classification process accounts 

for the nuanced differences between the three 

sentiments categories, leading to a more accurate 

representation of the emotional tone of the text. 

B.  Architecture Overview 

The proposed ENT-HAN and SNT-HAN are built upon 

Hierarchical Attention Network (HAN), an advanced deep 

learning model designed to capture hierarchical 

structures in sequential data, making it particularly 

effective for tasks involving long and complex texts. These 

methods operate through two distinct layers of attention: 

word-level and sentence-level. First, an embedded 

representation of each word is generated, typically using 

methods like GloVe or BERT. The word-level attention 

mechanism then calculates a relevance score for each 

word in a sentence, using a combination of bidirectional 

GRUs and attention weights to emphasize words that are 

crucial for the task, such as identifying entities or 

sentiment indicators. These weighted word vectors are 

aggregated into a sentence vector, effectively 

summarizing the sentence. 

At the next level, the sentence-level attention 

mechanism processes these sentence vectors, again 

applying a bidirectional GRU and attention mechanism to 

assign importance to specific sentences within a 

document. This enables the model to prioritize sentences 

that are more informative or contextually important for 

the task. The final output is a document-level 

representation that captures both fine-grained (word-

level) and broader (sentence-level) context, making ENT-

HAN and SNT-HAN well-suited for tasks multi-entity 

extraction and sentiment analysis in domains like financial 

text, where contextual nuances play a critical role. 

The models’ architecture consists of two layers. In each 

layer, inputs are transformed into one-dimensional 

vectors using a sequence encoder. An attention 

mechanism is then applied to these vectors, assigning 

higher weights to the most informative inputs. These 

weighted inputs are subsequently passed to the next 

layer. Ultimately, a Sigmoid function is utilized to produce 

the final output for entity extraction problem, indicating 

whether a word is likely to be an entity or not, and a 

Softmax function is used to produce the final output for 

the sentiment analysis problem, indicating whether an 

entity is positive, neutral or negative. The architecture of 

ENT-HAN model is depicted in the Fig. 1, and the 

subsequent sections will provide a more detailed 

explanation of this method. The architecture of the SNT-

HAN method is similar to the ENT-HAN, with the primary 

difference being the function used in the output layer. 

While the ENT-HAN method addresses a binary 

classification problem, the SNT-HAN deals with a multi-

class classification task. This distinction requires 

adjustments in the final layer, which are discussed in 

greater details in the following section.  

ENT-HAN and SNT-HAN models comprise multiple 

sections: a word sequence encoder, a word-level 

attention layer, a sentence encoder, a sentence-level 

attention layer. The following sub-sections explain each 

of these parts. 

 

Fig. 1: ENT-HAN architecture. 

The flowchart presented in Fig. 2 illustrates the step-

by-step process of the ENT-HAN model for the entity 

detection. Each component in the flowchart represents a 

crucial stage in the model’s operation. The process 

applied for sentiment analysis follows a similar approach, 

adhering to the same structure. This ensures consistency 

in how sentiments are extracted and classified across 

different entities and contexts within the text. 
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Further, Algorithm 1 and Algorithm 2 outline the 

detailed  steps  of  the   ENT-HAN   and   SNT-HAN  model,  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

respectively, summarizing their core operations and logic. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Flowchart of ENT-HAN model. 

 

Algorithm 1: Entity extraction process with ENT-HAN method 

Input: a set of news paragraphs (𝑃) belonging to all news documents, where each paragraph 𝑝𝑖 contains sentences, and each 
sentence 𝑠𝑗   contains words. 

1.  #Step 1: Preprocess inputs 

2.  𝑑𝑎𝑡𝑎 = [] 

3.  𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 𝑝𝑖  𝑖𝑛 𝑃 

4.       𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠𝑗 𝑖𝑛 𝑝𝑖 

5.             𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑤𝑜𝑟𝑑 𝑤𝑘  𝑖𝑛 𝑠𝑗 

6.              #Convert 𝑤𝑘into unique numerical representation 

7.               𝑑𝑎𝑡𝑎[𝑖, 𝑗, 𝑘] = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑟(𝑤𝑘) 

8.  #Step2: Map each word 𝑤𝑘 to word embedding using a pre-trained embedding model 

9.  𝑒𝑚𝑏𝑒𝑑𝑠𝑒𝑞 = 𝐺𝑙𝑜𝑉𝑒(𝑤𝑘) 

10.  #Step 3: Word Encoding 

11.  𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑤𝑟𝑑 = 𝑏𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 (𝐺𝑅𝑈(𝑒𝑚𝑏𝑒𝑑𝑠𝑒𝑞)) 

12.  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑟𝑑 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑙𝑎𝑦𝑒𝑟(𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑤𝑟𝑑) 

13.  #Step 4: Sentence Encoding 

14.  𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑛𝑡 = 𝑏𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙(𝐺𝑅𝑈(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑟𝑑)) 

15.  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑠𝑛𝑡 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑙𝑎𝑦𝑒𝑟(𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑛𝑡) 

16.  #Step 5: Classification 

17.  𝑣𝑒𝑐𝑡𝑜𝑟𝑑𝑜𝑐 = 𝑑𝑒𝑛𝑐𝑒_𝑙𝑎𝑦𝑒(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑠𝑛𝑡) 

18.  𝑒𝑛𝑡𝑖𝑡𝑦 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑣𝑒𝑐𝑡𝑜𝑟𝑑𝑜𝑐) 

19.  𝑟𝑒𝑡𝑢𝑟𝑛  𝑒𝑛𝑡𝑖𝑡𝑦  (0 𝑜𝑟1) #𝑟𝑒𝑡𝑢𝑟𝑛 0 𝑖𝑓 𝑡ℎ𝑒 𝑡𝑜𝑘𝑒𝑛 𝑖𝑠 𝑛𝑜𝑡 𝑎𝑛 𝑒𝑛𝑡𝑖𝑡𝑦, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝑟𝑒𝑡𝑢𝑟𝑛 1 

 Output: predicted entities  
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1. Word Embedding 

Word embedding is a technique in natural language 

processing where words or phrases are represented as 

vectors in a continuous vector space. This enables the 

model to position semantically similar or related words 

closer together, based on patterns learned from the 

training data [19]. GloVe and BERT represent two 

different approaches to word embeddings, each with 

distinct advantages. GloVe (Global Vectors for Word 

Representation) is a static embedding model, which 

means that each word is assigned a single vector based on 

co-occurrence statistics across a large corpus. This 

approach captures general word meanings well, but it 

cannot handle context-specific variations in meaning. On 

the other hand, BERT (Bidirectional Encoder 

Representations from Transformers) generates dynamic 

embeddings, where a word’s representation depends on 

the surrounding context in the sentence. BERT, through 

its deep bidirectional architecture, captures nuanced, 

context-dependent meanings of words, making it more 

suitable for tasks like entity extraction and sentiment 

analysis in complex language structures. However, BERT 

is computationally more intensive compared to GloVe, 

which is faster but less capable of understanding context. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Hence, pre-trained embedded vectors are used, using 

GloVe in one instance and BERT in another, to provide the 

model with an additional advantage in terms of 

performance [20]. 

2. Word Sequence Encoder 

Assume that a selected paragraph contains 𝑚 

sentences, and 𝑛 indicates the number of words in each 

sentence. The word in the 𝑖𝑡ℎ sentence is denoted as 𝑤𝑖𝑗  

where j𝜖[1, 𝑛]. Initially, the words are transformed into 

vectors through an embedding matrix 𝑊𝑒, resulting in 

𝑥𝑖𝑗 = 𝑊𝑒𝑤𝑖𝑗 . Next, word vectors are obtained from both 

directions using a bidirectional GRU, which processes 

input sequences in both backward and forward 

directions. In the forward direction, the input sequence is 

processed from the first word to the last word, with each 

word’s representation being influenced by the preceding 

words in the sequence. Simultaneously, in the backward 

direction, the input sequence is processed from the last 

word to the first word, where each word’s representation 

is influenced by the subsequent words in the sequence. 

This bidirectional approach captures contextual 

information from both preceding and subsequent words 

for each word in the sequence. 

Algorithm 2: Sentiment Analysis process with SNT-HAN method 

Input: a set of paragraphs (𝑃) with specified entities 

1.  #Step 1: Preprocess inputs 

2.  𝑑𝑎𝑡𝑎 = [] 

3.  𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑒𝑛𝑡𝑖𝑡𝑦 in paragraph 𝑝𝑖 

4.       𝑠𝑒𝑙𝑒𝑐𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 {1. .15} 𝑎𝑛𝑑 𝑤𝑜𝑟𝑑𝑠 {1. .120} 

5.  𝑓𝑜𝑟 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠𝑗  𝑖𝑛 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 𝑝𝑖 

6.         𝑓𝑜𝑟 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑤𝑜𝑟𝑑 𝑤𝑘  𝑖𝑛 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠𝑗 

7.             #Convert 𝑤𝑘into unique numerical representation 

8.            𝑑𝑎𝑡𝑎[𝑖, 𝑗, 𝑘] = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑟(𝑤𝑘) 

9.  #Step 2: Map each word 𝑤𝑘 to word embedding using a pre-trained embedding model 

10.  𝑒𝑚𝑏𝑒𝑑𝑠𝑒𝑞 = 𝐺𝑙𝑜𝑣𝑒 𝑜𝑟 𝐵𝐸𝑅𝑇(𝑤𝑘) 

11.  #Step 3: Word Encoding 

12.  
𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑤𝑟𝑑 = 𝑏𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 (𝐺𝑅𝑈(𝑒𝑚𝑏𝑒𝑑𝑠𝑒𝑞)) 

13.  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑟𝑑 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑙𝑎𝑦𝑒𝑟(𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑤𝑟𝑑) 

14.  #Step 4: Sentence Encoding 

15.  𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑛𝑡 = 𝑏𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙(𝐺𝑅𝑈(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑟𝑑)) 

16.  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑠𝑛𝑡 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑙𝑎𝑦𝑒𝑟(𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑛𝑡) 

17.  #Step 5: Classification 

18.  𝑣𝑒𝑐𝑡𝑜𝑟𝑑𝑜𝑐 = 𝑑𝑒𝑛𝑐𝑒_𝑙𝑎𝑦𝑒(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑠𝑛𝑡) 

19.  𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑣𝑎𝑐𝑡𝑜𝑟𝑑𝑜𝑐) 

20.  𝑟𝑒𝑡𝑢𝑟𝑛 0 𝑜𝑟 1 𝑜𝑟 2  #𝑅𝑒𝑡𝑢𝑟𝑛 0 𝑓𝑜𝑟 𝑛𝑒𝑢𝑡𝑟𝑎𝑙, 1 𝑓𝑜𝑟 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑎𝑛𝑑 2 𝑓𝑜𝑟 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠   

Output: sentiment (positive, negative, neutral) of each entity 
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The Gated Recurrent Unit (GRU) is a gating mechanism 

introduced in 2014 by Cho et al. [21], and further 

developed by Chung et al. [22]. It offers the advantage of 

faster computation compared to many other recurrent 

neural network models, which are especially effective for 

handling sequential data. The GRU uses two gates—the 

reset gate and the update gate—that control the flow of 

information within each unit. The update gate, denoted 

as 𝑧𝑡
𝑗
, intuitively allows the model to regulate how much 

of the past information from the previous state should be 

retained and transmitted to the new state. This gate is 

computed by taking a linear combination of the previous 

hidden state and the current input, which is then 

processed through a Sigmoid function: 

 𝑧𝑡
𝑗
= 𝜎(𝑊𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1)

𝑗              (3) 

where 𝑥𝑡 is the sequence vector at time 𝑡. The reset gate, 

denoted as 𝑟𝑡
𝑗
, determines how much of the previous 

hidden state should be forgotten or reset. This is achieved 

by taking a linear combination of the previous hidden 

state ℎ𝑡−1 and the current input 𝑥𝑡 , and then passing the 

result through an activation function. The reset gate is 

computed as: 

 𝑟𝑡
𝑗
= 𝜎(𝑊𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1)

𝑗            (4)  

here, 𝑊𝑟 represents the weight matrix, and 𝜎 is the 

Sigmoid activation function that ensures the gate's output 

remains between 0 and 1, effectively controlling the 

degree of resetting the previous hidden state. 

The new state ℎ𝑡
𝑗
 at time 𝑡 is a linear interpolation 

between the current new state ĥ𝑡
𝑗
 and the previous state 

ℎ𝑡−1
𝑗

: 

  ℎ𝑡
𝑗
= (1 − 𝑧𝑡

𝑗
)ℎ𝑡−1

𝑗
+ 𝑧𝑡

𝑗
ĥ𝑡

𝑗
            (5)  

The candidate state ĥ𝑡
𝑗
 is computed as follows: 

  ĥ𝑡
𝑗
= tanh (𝑊𝑥𝑡 + 𝑈(𝑟𝑡 ⊙ ℎ𝑡−1))

𝑗              (6)  

where ⊙ is an element-wise multiplication. If 𝑟𝑡  is zero, 

the model disregards the previous state. 

The bidirectional nature of the above approach allows 

the model to gain a deeper understanding of the context 

in which a word appears, thereby enhancing its ability to 

grasp semantic relationships and meanings. This dual 

perspective provides a richer representation of the word, 

improving the model’s capacity to acquire the full context 

of the text. Thus, we have: 

𝑥𝑖𝑗 = 𝑊𝑒𝑤𝑖𝑗 , 𝑗𝜖[1, 𝑛], 𝑖𝜖[1,𝑚] 

ℎ⃗ 𝑖𝑗 = 𝐺𝑅𝑈⃗⃗⃗⃗⃗⃗ ⃗⃗  ⃗(𝑥𝑖𝑗), 𝑗𝜖[1, 𝑛], 𝑖𝜖[1,𝑚] 

ℎ⃖⃗𝑖𝑗 = 𝐺𝑅𝑈⃖⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗ (𝑥𝑖𝑗), 𝑗𝜖[𝑛, 1], 𝑖𝜖[𝑚, 1]  

     (7) 

here, 𝑥𝑖𝑗  represents the transformation of the input 𝑤𝑖𝑗  

using a weight matrix 𝑊𝑒 and ℎ⃗ 𝑖𝑗  and ℎ⃖⃗𝑖𝑗 indicate the 

forward and backward GRU operation on 𝑥𝑖𝑗 , 

respectively. 

3. Word Attention 

In the Hierarchical Attention Network model, certain 

words are more critical to a sentence’s meaning. To 

effectively combine the representations of these 

informative words into a sentence vector, the ENT-HAN 

and SNT-HAN models employ an attention mechanism. 

Here’s a detailed breakdown of the process: 

a. Bidirectional GRU (Bi-GRU):  

The sentence is initially expressed as a sequence of 

word vectors. This sequence is processed through a 

bidirectional GRU, which handles the words in both 

their original order and reverse order. This 

bidirectional processing captures contextual 

information from both future and past words, 

resulting in a sequence of hidden states where each 

hidden state encapsulates the contextual information 

of a word within the sentence. 

b. One-Layer MLP: 

The hidden states from the Bi-GRU are fed into a 

one-layer Multilayer Perceptron (MLP). This layer 

performs a linear transformation followed by a non-

linear activation function to each hidden state to 

calculate the importance scores for each word. 

Specifically, the importance score 𝑢𝑖𝑗  is computed as: 

      𝑢𝑖𝑗 = tanh(𝑊𝑤ℎ𝑖𝑗 + 𝑏𝑤)                        (8) 

where 𝑊𝑤 is the weight matrix and 𝑏𝑤 is the bias term. 

c. Importance Measurement: 

The output of the MLP represents the importance 

scores for each word in the sentence. These scores 

indicate the relative importance of each word within 

the context of the entire sentence. 

d. Normalization (Softmax): 

To convert the importance scores into a normalized 

probability distribution, the scores are passed through 

a Softmax function. This function ensures that the 

importance weights sum to 1, with higher scores 

translating to higher weights: 

  𝛼𝑖𝑗 =
exp (𝑢𝑖𝑗

𝑇 𝑢𝑤)

∑ exp(𝑢𝑖𝑝
𝑇 𝑢𝑤)𝑝

      (9) 

here, 𝑢𝑤 is a vector representing the weights, and the 

denominator normalizes the weights across all words 

in the sentence. 

e. Sentence Representation: 

The normalized importance weights 𝛼𝑖𝑗  are used to 

compute the sentence representation by taking a 

weighted sum of the word vectors. The sentence 

vector 𝑠𝑖  is given by: 

 𝑠𝑖 = ∑𝛼𝑖𝑝ℎ𝑖𝑝

𝑝

        (10) 

where ℎ𝑖𝑝 represents the word vectors, and 𝛼𝑖𝑝 are 

the normalized importance weights. This aggregation 
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focuses on the most relevant words, resulting in a 

sentence vector that effectively captures the key 

information. 

This mechanism enables the model to concentrate on 

the most significant words when generating a 

representation for the entire sentence. 

4. Sentence Sequence Encoder 

The same procedure used for encoding words is 

applied to the derived sentence vectors to create the 

document vector. A bidirectional GRU is employed to 

encode the sentences: 

ℎ⃗ 𝑖 = 𝐺𝑅𝑈⃗⃗⃗⃗⃗⃗ ⃗⃗  ⃗(𝑠𝑖), 𝑖𝜖[1,𝑚] 

ℎ⃖⃗𝑖 = 𝐺𝑅𝑈⃖⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗ (𝑠𝑖), 𝑖𝜖[𝑚, 1] 
       (11) 

For getting an annotation of sentence 𝑖, ℎ⃗ 𝑖  and ℎ⃖⃗𝑖 must 

be concatenated, i.e., ℎ𝑖 = [ℎ⃗ 𝑖, ℎ⃖⃗𝑖]. ℎ𝑖  encapsulates the 

neighboring sentences surrounding sentence 𝑖 while still 

concentrating on this sentence. 

In this part of ENT-HAN and SNT-HAN model, GRU-

based sequence encoder is the same as the one applied 

in the word encoder. 

5. Sentence Attention 

Each sentence in a news article conveys a distinct 

semantic meaning, hence it is essential to calculate 

attention weights for different sentences individually to 

emphasize those that are more critical for event 

detection. To compute the document vector 𝑣𝑘, which 

summarizes all the information from the sentences in a 

paragraph of a news article, the following formulas are 

used: 

𝑢𝑖 = tanh(𝑊𝑠ℎ𝑖 + 𝑏𝑠) 

𝛼𝑖 =
exp(𝑢𝑖

𝑇𝑢𝑠)

∑ exp(𝑢𝑝
𝑇𝑢𝑠)𝑝

 

𝑣 = ∑𝛼𝑝ℎ𝑝

𝑝

 

  (12) 

A transformation is applied to the hidden state ℎ𝑖  using 

learnable parameters 𝑊𝑠 and 𝑏𝑠, producing an 

intermediate representation 𝑢𝑖. Then, attention weights 

𝛼𝑖  are computed by measuring the similarity between  𝑢𝑖  

and a context vector 𝑢𝑠, normalized over all inputs. By 

following this process, the document vector 𝑣 effectively 

captures the key information from the paragraph, 

highlighting the sentences that contribute most to the 

event detection and sentiment analysis tasks. 

6: Prediction in Entity Extraction 

To predict the probability of binary classification (with 

only two classes, entity and non-entity), the Sigmoid 

function is applied. The Sigmoid function transforms the 

model’s output into a probability value between 0 and 1.  

  𝜌 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑝𝑑 + 𝑏𝑝)      (13) 

Specifically, Sigmoid function takes any real-valued 

input and transforms it into a value in range 0 and 1, 

allowing the model to interpret the output as the 

probability of a given class. If the output of the Sigmoid 

function is closer to 1, the model predicts the positive 

class (e.g., entity present); if it’s closer to 0, it predicts the 

negative class (e.g., entity absent). This makes the 

Sigmoid function ideal for binary classification problems, 

as it converts raw predictions into easily interpretable 

probabilities. To optimize the model during training, the 

cross-entropy loss function is employed. Cross-entropy 

quantifies the disparity between the predicted 

probabilities 𝑞(𝑥) and the actual labels 𝑝(𝑥). It assesses 

how effectively the predicted probability distribution 

corresponds with the actual distribution of the labels. The 

cross-entropy loss function 𝐶𝐸 is defined as: 

  𝐶𝐸 = −∑ 𝑝(𝑥) log2 𝑞(𝑥)
𝑥

   (14) 

7. Prediction in Sentiment Analysis 

For sentiment analysis, however, the Softmax function 

is employed, as it is designed for multi-class classification 

with three sentiment categories: positive, negative, and 

neutral. The Softmax function assigns a probability to 

each class, ensuring that the sum of probabilities across 

the three sentiment classes equals 1, facilitating a more 

accurate sentiment prediction. 

𝜌 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑝𝑑 + 𝑏𝑝)        (15)  

To optimize the SNT-HAN model during training, 

similar to ENT-HAN, the cross-entropy loss function is 

employed. 

Experiments 

In this study, the FinEntity dataset is used, a 

comprehensive collection of financial texts annotated 

with sentiment labels. The dataset consists of 979 

example paragraphs, featuring a total of 2,131 entities 

classified into three sentiment categories: Positive, 

Negative, and Neutral. Notably, approximately 60% of the 

paragraphs in the dataset contain multiple entities, 

making it particularly challenging and relevant for tasks 

involving complex entity extraction in financial contexts. 

It is possible that in a sentence containing multiple 

entities, the sentiment associated with each entity may 

differ, presenting a complex challenge that required 

careful attention to address. This variability in sentiment 

adds an additional layer of difficulty to the analysis, as it 

requires distinguishing between the emotional tones 

linked to each individual entity within the same textual 

context. 

To extract entities from this dataset and to identify the 

sentiments associated with each of the entities, we 

employed ENT-HAN and SNT-HAN methods, respectively 

and we found them highly effective for performing entity 

extraction and sentiment analysis tasks. The ENT-HAN 

method demonstrated strong performance in accurately 

identifying and classifying entities within the financial 

texts of the FinEntity dataset. Its ability to handle the 
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intricacies of financial language, including the detection 

of multiple entities within the same paragraph, proved to 

be particularly beneficial. Additionally, SNT-HAN method 

shows to be highly effective in analyzing the sentiments 

associated with these entities, delivering strong 

performance in accurately capturing and classifying their 

emotional context. 

A. Dataset 

This description provides an overview of the FinEntity 

dataset, which is a collection of paragraphs focused on 

financial text. Here's a summary of the key details: 

 Total Examples: 979 paragraphs. 

 Total Entities: 2,131 entities classified into three 

sentiment categories: 

o Positive Entities: 503 entities (approximately 24% of 

the total). 

o Negative Entities: 498 entities (approximately 23% 

of the total). 

o Neutral Entities: 1,130 entities (approximately 53% 

of the total). 

 Sentiment Label Distribution: The distribution across 

Positive, Negative, and Neutral entities is fairly 

balanced, though Neutral entities form the majority. 

 Entity Presence in Text: About 60% of the financial text 

contains multiple entities, indicating that the dataset 

often features paragraphs with more than one entity 

labeled with a sentiment. 

B. Settings 

Testing different values for model parameters and 

selecting the optimal ones is a crucial aspect of model 

development and fine-tuning. In this study, we 

systematically explored various parameter settings to 

identify the configurations that yield the best 

performance for our model.  

This process involved adjusting and evaluating multiple 

hyper-parameters to optimize the model’s accuracy and 

effectiveness. The selected hyper-parameters that were 

found to produce the most favorable results are detailed 

in Table 1. 
 

Table 1: The setting of hyper-parameters 
 

Hyper-parameter ENT-HAN SNT-HAN 

Batch Size 56 56 

Max Sentence Length 100 120 

Max Sentence Number in a 
Paragraph 

7 15 

Embedding Dimensions 100 100 

Validation Split 20% 20% 

Epochs 10 10 

GRU Dimensions 50 50 

Word Dimensions 100 100 

Sentence Dimensions 100 100 

The evaluation metric for assessing ENT-HAN model 

performance is the F1 score, which provides a balanced 

measure of recall and precision, ensuring that our model 

performs well across both aspects. The evaluation metric 

for assessing SNT-HAN model is accuracy. 

C.  Experimental Results of Entity Detection 

For comparison purposes, a comparative analysis is 

conducted between ENT-HAN method, the BERT model—

a widely recognized benchmark in natural language 

processing tasks—and the Recurrent Neural Network 

(RNN) model. By evaluating our approach against these 

well-established models, we aim to assess the relative 

strengths and weaknesses of ENT-HAN method in terms 

of entity extraction within financial texts. This comparison 

provides an understanding of how our method performs 

in relation to both the cutting-edge BERT model and the 

traditional RNN approach.  

BERT (Bidirectional Encoder Representations from 

Transformers) [23] is a transformative method in natural 

language processing that has significantly advanced the 

state of the art in various tasks, including entity 

extraction. Unlike traditional models that process text 

sequentially, BERT employs a bidirectional approach, 

allowing it to capture the context of a word based on both 

its preceding and following words. This deep contextual 

understanding enables BERT to more accurately identify 

and classify entities within a text. Its pre-training on vast 

amounts of text data and subsequent fine-tuning for 

specific tasks have made BERT particularly effective in 

extracting nuanced and context-sensitive entities, which 

is crucial for applications in complex domains like finance 

literature. 

Recurrent Neural Networks (RNNs) [24] are a type of 

neural network specifically designed to handle sequential 

data by retaining a memory of prior inputs. This capability 

enables RNNs to capture temporal dependencies, making 

them well-suited for tasks such as language modeling, 

time series forecasting, and sequence classification. 

The Decoding Enhanced BERT with Disentangled 

Attention (DeBERTa) [25], introduced by Microsoft, 

represents an advanced variation of the BERT 

architecture that has achieved significant benchmarks 

across numerous natural language processing tasks. This 

model excels particularly in tasks such as entity extraction 

and sentiment classification, thanks to its ability to 

capture intricate linguistic structures and contextual 

relationships within text. Unlike its predecessors, 

DeBERTa employs a disentangled attention mechanism, 

which uses two separate vectors for each token—one to 

represent its semantic content and the other to encode 

its positional information. This disentangled 

representation allows the model to better understand the 

nuanced interactions between words in various contexts. 
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Furthermore, the model enhances its pre-training process 

through an improved mask decoder, optimizing its 

performance on masked language modeling tasks by 

providing more accurate predictions for masked tokens. 

Collectively, these innovations enable DeBERTa to deliver 

state-of-the-art performance in understanding and 

processing complex textual data. The primary metrics 

utilized for comparison in our study on the entity 

extraction problem include F1 score, precision, recall, and 

accuracy [26]. These metrics are widely recognized in 

classification tasks, with the F1 score providing a balanced 

measure of recall and precision, precision evaluating the 

proportion of correctly identified positive instances, recall 

measuring the proportion of actual positive instances 

correctly identified, and accuracy reflecting the overall 

correctness of predictions. Precision refers to the ratio of 

true positive predictions among the total number of 

positive predictions made by the model. It answers the 

question: "Out of all the entities the model identified as 

relevant, how many were actually relevant?"  

On the other hand, recall is the ratio of true positive 

predictions to the total number of actual positive 

instances in the dataset. It addresses the question: "Out 

of all the relevant entities in the dataset, how many did 

the model successfully identify?". The F1 score is then 

defined as: 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
    (16) 

This metric is particularly valuable in situations where 

there is a discrepancy in the number of relevant and 

irrelevant cases, as it provides a more thorough 

assessment of model performance by taking into account 

both false positives and false negatives. Focusing on the 

F1 score ensures that our comparison captures the overall 

effectiveness of the models in accurately identifying and 

classifying entities. Accuracy measures the proportion of 

correctly classified instances (both positive and negative) 

to the total number of instances. It reflects the overall 

effectiveness of a model in making correct predictions. 

The formula is: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
  (17) 

The comparative analysis evaluated the performance 

of ENT-HAN method against the RNN, BERT and DeBERTa 

model, specifically, the study focuses on the F1 score (f1) 

as the key metric while also incorporating precision 

(Prec.), recall (Rec.), and accuracy to provide a 

comprehensive evaluation of model performance. The 

results in Table 2 show that ENT-HAN model surpasses 

RNN, BERT, and DeBERTa by achieving higher scores 

across all key metrics. This demonstrates the model's 

ability to balance precision and recall effectively in entity 

extraction tasks, accurately identifying relevant entities 

while minimizing false positives and false negatives. The 

ENT-HAN model's superior F1 score highlights its 

enhanced capability in capturing the context-sensitive 

nature of financial entities compared to BERT and 

DeBERTa. Leveraging its advanced attention mechanism, 

the model prioritizes the most critical sentences and 

words within the content, significantly improving entity 

recognition performance. 
 

Table 2: Comparison of our model with baseline model 
 

Method Prec. Rec. F1    Accuracy 

RNN 73.9 80.6 77.1 60.24 

BERT 85.9 92.8 89.2 75.44 

DEBERTA 90.8 96.5 93.6 93.35 

ENT-HAN 89.2 96.7 92.8 93.90 
 

The performance of DeBERTa and ENT-HAN model, 

which exhibit similar behavior in entity extraction, was 

compared in terms of computational time complexity and 

memory usage during execution. The results of this 

comparison, calculated for each epoch, are presented in 

the Table 3. The findings indicate that while DeBERTa 

demonstrates high predictive accuracy, it comes with 

significantly higher time and space complexity compared 

to ENT-HAN. This trade-off highlights the potential 

limitations of DeBERTa for scenarios requiring efficient 

computation and resource utilization. 
 

Table 3: Comparison of DeBERTa and ENT-HAN complexity 

 

Method Time Complexity 
(Sec) 

Space Complexity 
(MB) 

DeBERTa 2925.9576 9050.84 

ENT-HAN 1304.4537 4548.47 
 

This part aims to evaluate our approach against those 

introduced in the literature, despite the fact that none of 

these approaches used the same dataset, and the 

datasets and domains they addressed differ significantly. 

While this makes a precise comparison challenging, it may 

still provide a general perspective on the effectiveness of 

our method.  
 

Table 4: Comparison of different methods evaluated on 
different datasets 

Method Dataset F1 Score 

CNN+Linguistic 
Patterns [15] 

LAPTOP REVIEWS 82.32% 

Restaurant Reviews 87.17% 

Ensemble-Focal-
Loss [16] 

2019 CCF BDCI 95.25% 

2019 CCKS 85.05% 

TTEE [17] 

RES15 58.94% 

Res16 68.39% 

ACOS_LAPTOP 43.94% 

SMAN [18] ADE 90.95% 

ENT-HAN FinEntity 92.80% 
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Importantly, as shown in Table 4, our approach 
demonstrates a high level of accuracy in correctly 
identifying multiple entities within a single sentence—a 
capability that is not highlighted in any of the other 
methods. This advantages of accurately extracting 
multiple entities further underscores the robustness of 
our method, even if direct comparisons are limited by 
differences in datasets and application domains.  

D.  Experimental Results of Sentiment Analysis 

In the case of the sentiment analysis problem, we 

compare our findings with those presented in the original 

paper [5] that introduced the dataset. In that study, six 

different methods were applied to the dataset, which is 

briefly described below. The methods include BERT, BERT-

CRF, FinBERT, FinBERT-CRF, ChatGPT (zero-shot), and 

ChatGPT (few-shot). The BERT method, as previously 

explained, serves as the baseline for comparison. FinBERT 

is a specialized variant of the BERT model, designed by 

Yang et al. in 2020 [27] to address the unique challenges 

of natural language processing within the financial 

domain. Unlike standard BERT, which is trained on 

general language corpora, FinBERT is pre-trained on large 

datasets of financial texts, such as earnings reports, news 

articles, and financial statements, enabling it to better 

understand domain-specific language, terminology, and 

context. For each token’s hidden output, FinBERT applies 

a linear layer to perform tasks like sentiment analysis. This 

model is particularly effective in tasks that require a deep 

understanding of financial jargon and context, and when 

combined with Conditional Random Field (CRF) [28] layers 

(as in FinBERT-CRF), it further improves performance in 

sequence-based tasks such as sentiment classification. 

Few-shot [29] and zero-shot learning [30] of ChatGPT are 

used to perform tasks with minimal or no task-specific 

training data. In zero-shot learning, the model is given a 

task without any prior examples or training for that 

specific task. It relies entirely on its general knowledge 

and pre-training to generate a response. For instance, in 

sentiment analysis, a zero-shot approach would attempt 

to identify the sentiment of entities based solely on its 

understanding of language, without seeing any labeled 

examples beforehand. In few-shot learning, the model is 

provided with a small number of examples (few-shot 

examples) to learn the task before making predictions. 

This technique allows the model to better understand the 

structure or rules of the task with minimal data, improving 

its performance compared to zero-shot. In both 

approaches, ChatGPT leverages its extensive pre-training, 

but few-shot learning typically yields more accurate and 

reliable results, especially in complex tasks like sentiment 

analysis. 

This study employs micro-avg, macro-avg, and 

weighted-avg methods for prediction, three commonly 

used averaging methods for precision, recall, and F1-

score provide different perspectives on performance. 

Micro-Averaging method aggregates true positives, false 

positives, and false negatives across all classes and 

computes the metrics globally. It is effective for datasets 

with class imbalance, as it gives equal weight to each 

instance. Macro-Averaging approach calculates the 

metric for each class independently and then averages 

them. It treats all classes equally, regardless of their size, 

which can highlight performance disparities between 

minority and majority classes. Weighted Averaging 

technique calculates metrics for each class and averages 

them, weighted by the number of instances in each class. 

It balances the influence of each class based on its 

prevalence, making it useful for understanding the 

model's overall performance in imbalanced datasets. 

Among the models applied in the aforementioned 

paper, the FinBERT-CRF model achieved the best 

performance, with a macro average of 85%. The ChatGPT 

method does not perform particularly well in sentiment 

analysis tasks, it has the lowest level of accuracy. Despite 

its strong language modeling capabilities, its performance 

in accurately classifying sentiments, especially in domain-

specific texts like financial documents, tends to lag behind 

more specialized models. This is likely due to the lack of 

fine-tuning for the specific nuances and subtleties present 

in sentiment expressions, which can lead to lower 

accuracy in identifying the correct sentiment class. As a 

result, while ChatGPT can provide reasonable outputs, it 

often struggles to match the precision and reliability of 

models specifically trained for sentiment analysis, such as 

FinBERT or other fine-tuned approaches. However, our 

proposed SNT-HAN method demonstrates superior 

accuracy in sentiment analysis, outperforming the 

existing models. The detailed results of the comparison 

are provided in the Table 5. 
 

Table 5: Comparison of baseline method and our method 
 

Method MicroAvg Macro Avg Weighted Avg 

BERT 80 80 80 

BERT-CRF 81 81 81 

ChatGPT (zero-
shot) 

59 56 59 

ChatGPT (few-
shot) 

67 65 67 

FinBERT 83 83 83 

FinBERT-CRF 84 85 84 

SNT-HAN with 
GloVe 

Embedding 
87 86 84 

SNT-HAN with 
BERT 

Embedding 
89 87 85 

 

Our results highlight the effectiveness of the SNT-HAN, 

which enables more precise sentiment analysis. By 
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capturing both word and sentence-level context, the SNT-

HAN model has proven to be more adept at handling 

complex financial text, particularly when multiple entities 

are present within a single sentence. Overall, these 

findings suggest that SNT-HAN is a highly effective 

approach for multi-entity sentiment analysis, 

outperforming traditional methods in this domain. It is 

also evident that using BERT for word embedding, rather 

than GloVe, leads to an improvement in accuracy, 

highlighting the impact of context-aware embeddings on 

model performance. The results confirm that integrating 

attention mechanisms significantly enhances sentiment 

detection accuracy in financial texts. 

Conclusion 

In conclusion, entity extraction is a critical component 

of natural language processing, particularly in domains 

like finance where precise identification and classification 

of entities are essential for accurate sentiment analysis 

and decision-making. ENT-HAN method has proven to be 

highly effective in this regard. By leveraging its advanced 

capabilities, ENT-HAN successfully captures the complex, 

context-dependent relationships between entities in text, 

leading to superior performance as evidenced by its 

higher F1 score compared to other models like RNN and 

BERT. The results highlight the robustness of deep 

learning methods in addressing the challenges of entity 

extraction, making ENT-HAN method a valuable tool for 

tasks that demand high accuracy and reliability. 

The SNT-HAN proves to be a highly effective approach 

for sentiment analysis, particularly in scenarios involving 

complex texts with multiple entities. One of the key 

strengths of SNT-HAN lies in its ability to model attention 

at both word and sentence levels, allowing the model to 

focus on the most relevant sections of text when 

determining sentiment. This hierarchical structure 

enhances the model's capacity to capture context-

dependent sentiments, leading to more accurate 

sentiment classification, even when multiple entities are 

present within a single document. Furthermore, SNT-

HAN’s ability to account for the varying importance of 

words and sentences makes it well-suited for tasks 

requiring nuanced understanding, such as financial 

sentiment analysis. Overall, SNT-HAN’s superior 

performance compared to traditional models highlights 

its robustness and adaptability in handling intricate 

sentiment analysis tasks. 
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DeBERTa Decoding Enhanced BERT with 
disentangled Attention 

CRF Conditional Random Field 
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Background and Objectives: Large Language Models have demonstrated exceptional 
performance across various NLP tasks, especially when fine-tuned for specific 
applications. Full fine-tuning of large language models requires extensive 
computational resources, which are often unavailable in real-world settings. While 
Low-Rank Adaptation (LoRA) has emerged as a promising solution to mitigate these 
challenges, its potential remains largely untapped in multi-task scenarios. This study 
addresses this gap by introducing a novel hybrid approach that combines LoRA with 
an attention-based mechanism, enabling fine-tuning across tasks while facilitating 
knowledge sharing to improve generalization and efficiency.  This study aims to 
address this gap by introducing a novel hybrid fine-tuning approach using LoRA for 
multi-task text classification, with a focus on inter-task knowledge sharing to enhance 
overall model performance. 

Methods: We proposed a hybrid fine-tuning method that utilizes LoRA to fine-tune 
LLMs across multiple tasks simultaneously. By employing an attention mechanism, this 
approach integrates outputs from various task-specific models, facilitating cross-task 
knowledge sharing. The attention layer dynamically prioritizes relevant information 
from different tasks, enabling the model to benefit from complementary insights.  
Results: The hybrid fine-tuning approach demonstrated significant improvements in 
accuracy across multiple text classification tasks. On different NLP tasks, the model 
showed superior generalization and precision compared to conventional single-task 
LoRA fine-tuning. Additionally, the model exhibited better scalability and 
computational efficiency, as it required fewer resources to achieve comparable or 
better performance. Cross-task knowledge sharing through the attention mechanism 
was found to be a critical factor in achieving these performance gains. 

Conclusion: The proposed hybrid fine-tuning method enhances the accuracy and 
efficiency of LLMs in multi-task settings by enabling effective knowledge sharing 
between tasks. This approach offers a scalable and resource-efficient solution for real-
world applications requiring multi-task learning, paving the way for more robust and 
generalized NLP models.  
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Introduction 
Large language models (LLMs) have become essential in 

artificial intelligence, especially for natural language 

processing (NLP) and various other applications. These 

models, characterized by their sophisticated 

architectures and deep neural networks, have 

fundamentally transformed NLP by demonstrating 

unparalleled capabilities in both generating and 

comprehending human language. The impact of LLMs 

extends beyond NLP [1], influencing fields such as 

machine translation, sentiment analysis, and even 

creative writing. Despite their transformative potential, 

http://jecei.sru.ac.ir/
http://creativecommons.org/licenses/by/4.0/


A. Beiranvand et al. 

418  J. Electr. Comput. Eng. Innovations, 13(2): 417-430, 2025 

fully fine-tuning these models presents significant 

challenges. The primary obstacle lies in the sheer number 

of parameters, often reaching billions, which necessitates 

substantial computational resources and advanced 

hardware. This complexity not only increases the cost and 

time required for fine-tuning but also raises concerns 

about energy consumption and environmental impact. 

Consequently, researchers are exploring alternative 

approaches such as transfer learning, parameter-efficient 

tuning, and the development of more efficient model 

architectures to mitigate these challenges. 

To utilize an LLM for various tasks, a common approach 

is to fine-tune a pre-trained model on the specific task 

data [2], [3]. Full fine-tuning of a language model can be 

computationally intensive, typically requiring the update 

of all parameters in the pre-trained model, and the fine-

tuned model may end up with as many parameters as the 

original model [4]. To overcome this issue, parameter-

efficient fine-tuning methods like Low-Rank Adaptation 

(LoRA) [5] enable fine-tuning a pre-trained model by 

introducing small LoRA modules for different tasks. In 

these methods, the main parameters of the pre-trained 

model remain fixed, and only the weights of the two low-

rank matrices in LoRA are updated, which are significantly 

fewer in number compared to the main parameters of the 

pre-trained model. 

LoRA significantly reduces the computational 

resources required and enables the fine-tuning process 

across various tasks. For example, thousands of LLaMA 

models [6], fine-tuned using LoRA, are available on 

Hugging Face Hub [7]. These practical applications 

demonstrate that LoRA is not only widely used for fine-

tuning tasks in LLMs but also achieves model accuracy 

comparable to other full-weight fine-tuning methods. The 

lightweight nature of LoRA-based fine-tuning allows for 

training multiple LoRA modules on a single GPU. LoRA-

based fine-tuning systems, such as Alpaca-LoRA [8], 

primarily focus on optimizing single-task fine-tuning and 

have not fully explored efficient strategies for multi-task 

fine-tuning. 

Despite the successes achieved, the majority of 

existing research and systems have focused 

predominantly on single-task fine-tuning, with limited 

exploration of efficient strategies for multi-task fine-

tuning. In this paper, we introduce a hybrid model that 

fine-tunes large language models using the LoRA method, 

enhancing model accuracy by enabling simultaneous 

learning across multiple tasks. This hybrid approach 

employs an attention mechanism to integrate the outputs 

of various tasks, yielding superior performance in diverse 

text classification tasks. 

Existing parameter-efficient fine-tuning techniques, 

such as Low-Rank Adaptation (LoRA), have shown 

promise in reducing computational requirements. 

However, their applications have been largely limited to 

single-task learning, leaving multi-task scenarios 

underexplored. Multi-task learning, with its potential for 

inter-task knowledge sharing, offers significant 

advantages in terms of generalization and resource 

efficiency, yet it poses unique challenges in balancing 

task-specific requirements. To address these challenges, 

we propose a hybrid fine-tuning approach that enhances 

multi-task text classification by leveraging LoRA alongside 

an attention mechanism for effective knowledge sharing. 

The main contributions of this paper are as follows: 

 Hybrid Fine-Tuning Approach: This paper 

introduces a hybrid fine-tuning approach that fine-

tunes large language models (LLMs) using Low-Rank 

Adaptation (LoRA). Unlike traditional fine-tuning 

methods that focus on single tasks, this hybrid 

approach enables simultaneous fine-tuning across 

multiple tasks. The central innovation lies in 

leveraging knowledge sharing between tasks, 

allowing the model to learn from multiple tasks 

concurrently and enhance its overall performance. 

By sharing task-specific knowledge, the model 

improves generalization and accuracy across diverse 

text classification challenges. 

 Advanced Attention Mechanism: The model 

incorporates an attention mechanism that 

facilitates cross-task knowledge integration. This 

attention layer intelligently combines outputs from 

different tasks, allowing the model to dynamically 

focus on the most relevant information from each 

task. As a result, the model benefits from a broader 

understanding of the data, as insights gained from 

one task can enhance the performance on others. 

This inter-task knowledge sharing is a key driver of 

the model’s superior accuracy and efficiency. 

 Improved Computational Efficiency: While 

enhancing accuracy through multi-task knowledge 

sharing, the proposed method also significantly 

optimizes computational resources. By using LoRA, 

the model reduces the number of trainable 

parameters, allowing it to operate efficiently on a 

single GPU without compromising on performance. 

This combination of enhanced learning and reduced 

computational demands makes the approach highly 

suitable for practical, large-scale deployments. 

 Comprehensive Experimental Validation: To 

evaluate the proposed approach, we conduct 

extensive experiments on multiple benchmark 

datasets for diverse text classification tasks. Our 

results demonstrate that the hybrid method 

achieves improved accuracy and efficiency 

compared to both single-task fine-tuning and the 

base model. 

Preliminaries 

This section delves into the preliminary concepts, 
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including the fine-tuning of large language models, 

parameter-efficient fine-tuning methods, and the 

attention mechanism. 

A. Large Language Models 

Large Language Models represent some of the most 

cutting-edge advancements in artificial intelligence, 

characterized by their ability to generate text with high 

precision and quality. These models leverage complex 

architectures and deep neural networks, which enable 

them to produce text that is both coherent and 

contextually appropriate across a diverse array of topics. 

The foundational architecture of these models is built 

upon transformers, a breakthrough introduced in 2017 

that rapidly became a cornerstone in natural language 

processing due to its unparalleled efficacy [9]. Key 

applications of these models include automated content 

generation, machine translation, natural language 

processing, and question-answering systems. LLMs can 

analyse vast amounts of data and learn linguistic patterns, 

allowing them to generate sentences that are logical and 

meaningful, often indistinguishable from text written by 

humans [2]. 

Prominent examples of LLMs include GPT [10] by 

OpenAI, BERT [3], and T5 [11] by Google. These models, 

through the analysis of vast amounts of data, have 

learned intricate linguistic patterns, enabling them to 

generate sentences that are both logical and contextually 

rich, making it challenging to differentiate their output 

from text authored by humans. The primary advantage of 

these models lies in their exceptional ability to 

understand and generate high-quality text across multiple 

languages, as well as to provide accurate responses to 

questions of varying complexity. As a result, LLMs have 

found extensive applications in areas such as machine 

translation, chatbots, automated content creation, and 

even recommendation systems. Given these capabilities, 

LLMs are not only powerful tools for natural language 

processing but have also become foundational pillars in 

the development of AI-driven technologies. However, to 

fully harness their potential, these models often require 

fine-tuning for specific tasks. This fine-tuning is essential 

for optimizing their performance in particular 

applications. 

 In this research, we adopt a hybrid approach using 

Low-Rank Adaptation (LoRA) to fine-tune large language 

models (LLMs) for multi-task text classification. The 

hybrid approach is designed to optimize computational 

efficiency while enhancing model accuracy, primarily by 

facilitating inter-task knowledge sharing. This approach 

enables the model to benefit from the learning outcomes 

of different tasks simultaneously, allowing it to leverage 

relevant information gained across tasks to improve 

overall performance. In this context, our hybrid approach 

ensures that the advantages of multi-task learning—

particularly the ability to transfer knowledge across 

tasks—are fully realized. The dynamic sharing of task-

specific knowledge allows the model to become more 

robust, mitigating issues such as overfitting to a particular 

dataset while also enhancing its ability to adapt to new, 

unseen tasks. By fine-tuning different tasks in parallel and 

allowing for cross-task information flow, our model 

achieves higher performance metrics than traditional 

fine-tuning approaches that isolate task learning. 

B. Fine-Tuning Language Models 

Training a large language model (LLM) from scratch 

requires significant time and financial resources. The use 

of thousands of GPUs can take several days [12] and 

demands substantial financial investment [13]. Fine-

tuning pre-trained models has emerged as an efficient 

way to leverage the benefits of LLMs: fine-tuning is the 

process of adapting a pre-trained model to a specific task 

by training it further on task-specific data, thereby 

improving its performance on that task. This approach has 

gained widespread acceptance, as it allows researchers to 

utilize general-purpose pre-trained models and tailor 

them to meet specific needs. Many organizations, such as 

Meta with their LLaMA models [6], make their pre-trained 

models publicly available. These publicly available pre-

trained models can be fine-tuned for various downstream 

tasks, making fine-tuning the most practical way to 

capitalize on the benefits of LLMs. However, fully fine-

tuning large language models is computationally 

expensive, as it requires updating all the parameters of 

the model. 

C. Parameter-Efficient Fine-Tuning Methods 

Full fine-tuning of large pre-trained models generally 

requires updating all model parameters, often resulting in 

substantial computational costs [4]. In contrast, 

parameter-efficient fine-tuning (PEFT) methods [14] 

selectively adjust only a small number of additional 

parameters, leading to a significant reduction in 

computational and memory resources. One of the most 

advanced PEFT techniques is the Low-Rank Adaptation 

(LoRA) method [5], which achieves efficient fine-tuning by 

keeping the pre-trained model entirely frozen and 

applying weight updates through a trainable low-rank 

decomposition matrix, as illustrated in Fig. 1. 

ℎ = 𝑊0𝑥 + ∆𝑊𝑥 = 𝑊0𝑥 + 𝐵𝐴𝑥                 (1) 

where 𝑥 represents the input data from the target task, 

𝑊0 ∈ 𝑅𝑑×𝑘  are the weights of the pre-trained model that 

remain fixed, 𝐵 ∈ 𝑅𝑑×𝑟 and 𝐴 ∈ 𝑅𝑟×𝑘 and are the 

trainable low-rank decomposition matrices, where 𝑟 ≪

min⁡(𝑑, 𝑘) is the rank of the decomposition. Fig. 1 

illustrates the LoRA method, which we employed as the 

primary tool for fine-tuning large language models in this 

research.  
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Fig. 1: Reparameterization in LoRA Method [5]. This method 
only trains A and B. The Pretrained Weight of model were 

frozen. 

By utilizing LoRA, our research has been able to 

significantly reduce computational costs while 

simultaneously improving the accuracy and efficiency of 

the models across various text classification tasks. 

D. Attention Mechanism 

The attention mechanism is one of the key innovations 

in modern AI architectures, particularly in transformer-

based models. This mechanism allows models to focus 

more on the relevant and important information within 

the data. Essentially, the attention mechanism assigns 

different weights to different inputs, helping the model to 

select the most important parts of the data for 

processing, thereby improving the overall performance of 

the model. 

In transformer-based models, the attention 

mechanism is implemented as self-attention, where each 

word in a sentence attend to all other words in the same 

sentence. This mechanism consists of three matrices: 

query, key, and value. For each token, the model assigns 

different weights to each of these matrices based on their 

similarity with other tokens. The basic formula for the 

attention mechanism is given as (2). 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾

√𝑑𝑘
) 𝑉                    (2) 

where Q is the matrix of queries, K is the matrix of keys, 

and V is the matrix of values. The term 𝑑𝑘  is a 

normalization factor that prevents the resulting values 

from becoming too large due to the dot product of the 

queries and keys. This process enables the model to 

identify and focus on the most relevant and important 

parts of the data [9]. 

To further enhance the model's ability to capture 

complex relationships within the data, the Multi-Head 

Attention mechanism is introduced. In Multi-Head 

Attention, instead of computing a single attention 

function, the model computes multiple attention 

functions (heads) in parallel. Each head independently 

performs the attention operation, capturing different 

aspects of the relationships between words. The outputs 

of these attention heads are then concatenated and 

linearly transformed to form the final output. The formula 

for Multi-Head Attention is as follows: 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) =
⁡⁡⁡⁡⁡𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1 , ℎ𝑒𝑎𝑑2, … , ℎ𝑒𝑎𝑑ℎ)𝑊

0   (3) 

where each ℎ𝑒𝑎𝑑𝑖  is calculated as: 

ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉)                  (4) 

here, 𝑊𝑖
𝑄 ,𝑊𝑖

𝐾  and 𝑊𝑖
𝑉  are the weight matrices for the 

queries, keys, and values for the i-th attention head, and  

𝑊0 is the output weight matrix. The Multi-Head Attention 

mechanism allows the model to jointly attend to 

information from different representation subspaces at 

different positions, providing a more comprehensive 

understanding of the input data [9]. 

The attention mechanism is not only used as a tool to 

enhance the performance of language models, but it can 

also be leveraged to aggregate and combine the outputs 

of multiple models. This application is particularly useful 

in complex systems that require the integration of 

information from various sources. In such scenarios, the 

attention mechanism can assist the model in intelligently 

determining which parts of the different outputs should 

be given more focus, ultimately producing a higher-

quality combined output. In this approach, the outputs of 

several models are fed as inputs to an attention layer. This 

allows the models to flexibly utilize the knowledge and 

information from multiple sources, thereby achieving 

higher accuracy and efficiency in solving complex tasks 

[15]. 

For instance, in a multilingual machine translation 

system, the outputs of different models trained for 

various languages can be combined using the attention 

mechanism to create more accurate and reliable 

translations. Similarly, in recommendation systems or 

data analysis applications, the outputs of multiple models 

can be aggregated using attention to achieve better 

results [16]. The effectiveness of using the attention 

mechanism for output aggregation lies in its ability to 

automatically learn which outputs and their components 

are more significant under different circumstances, 

thereby improving the final output and enhancing 

decision-making quality. 

In this study, we employed an attention mechanism to 

intelligently combine the outputs of fine-tuned multi-task 

models, enabling more effective cross-task knowledge 

sharing. By integrating outputs from multiple tasks, this 

approach allows language models fine-tuned using the 

Low-Rank Adaptation method to draw on the relevant 

insights learned from different tasks concurrently. Instead 

of treating each task as isolated, the attention mechanism 

dynamically identifies and emphasizes critical features 

from each task, thereby enhancing the model's ability to 

generalize across diverse datasets. 
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Related Work 

This section reviews related works in the field, starting 

with a number of studies that have full fine-tuned 

language models, adjusting all model parameters. 

Following this, we introduce several studies that have 

utilized parameter-efficient fine-tuning (PEFT) methods. 

Finally, we discuss works that have employed hybrid fine-

tuning approaches. 

A. Full Fine-Tuning of Language Models 

Fully fine-tuning language models is a widely used 

approach for task-specific optimization. For instance, In 

[17], the authors explore the use of the BERT model for 

sentiment analysis, employing a full fine-tuning approach. 

In this method, the pre-trained BERT model, initially 

trained on a large text corpus, is further fine-tuned on a 

specific sentiment analysis dataset. This involves updating 

all the parameters of the BERT model to adapt it to the 

task at hand. The full fine-tuning process takes advantage 

of BERT's capability to understand the intricate 

dependencies between words in a sentence and to 

leverage various contextual cues. As a result, the fine-

tuned model demonstrates significantly improved 

performance in sentiment analysis tasks. 

Similarly, In another study [18], a new model called 

LUKE is introduced, which is specifically designed to 

enhance the representation of entities within text. LUKE 

incorporates an entity-aware self-attention mechanism, 

allowing the model to pay special attention to entities 

mentioned in the text. By fully fine-tuning the BERT model 

on several tasks related to entity recognition, LUKE is able 

to accurately identify and represent the semantic 

relationships between entities and the surrounding text, 

resulting in better overall performance. 

In the work of Nogueira et al. [19], BERT is utilized to 

enhance the performance of passage re-ranking tasks. 

The approach involves a two-step process: first, an initial 

retrieval system provides a list of candidate passages for 

a given query. Then, the BERT model, which has been fully 

fine-tuned, is used to re-rank these passages. The BERT 

model processes the input queries and candidate 

passages, encoding the sentences and analysing the 

semantic relationships between the words. This allows 

the model to more accurately determine the relevance of 

each passage to the query, improving the final ranking. 

Khashabi et al. [20] introduce the UnifiedQA model, 

which is built on transformer architectures and trained 

using a transfer learning approach. This model is capable 

of answering questions across various formats. The key 

innovation is the unification of all question-answering 

tasks into a single text format, which is then used to fully 

fine-tune the language model. This unification allows the 

model to leverage a larger and more diverse dataset 

during training, leading to increased accuracy and 

flexibility in handling different types of question-

answering tasks. 

Full fine-tuning allows models to adapt 

comprehensively to specific tasks, maximizing their 

performance. However, this approach requires updating 

all model parameters, leading to high computational costs 

and memory requirements, making it less feasible for 

resource-constrained environments or scenarios 

requiring frequent model updates. 

B. Parameter-Efficient Fine-Tuning (PEFT) 

To mitigate the resource demands of full fine-tuning, 

parameter-efficient fine-tuning (PEFT) methods have 

been proposed. Pfeiffer et al. [21] introduced a novel 

approach for adapting transformer models using adapter 

modules. Rather than fully fine-tuning all the parameters 

of the model, this method involves adding a small set of 

new parameters, known as adapters, for each specific 

task. These adapter modules are connected to different 

layers of the transformer model, allowing the model to be 

optimized for various tasks without altering the primary 

parameters of the model. This approach significantly 

reduces the time and computational resources required 

for fine-tuning, while also facilitating the sharing of base 

models across multiple tasks. The results demonstrate 

that using adapter modules can achieve performance 

comparable to full fine-tuning methods, and in some 

cases, even surpass them. 

Li and Liang [22] introduced Prefix-Tuning, another 

PEFT method, where instead of fine-tuning all model 

parameters, a continuous prefix of text is optimized. This 

prefix is added to the input of a transformer model, 

guiding it during text generation. This method offers a 

cost-effective and flexible alternative to traditional full 

fine-tuning approaches. The prefix is directly appended to 

the input sequence, and only a small number of 

parameters related to this prefix are optimized, leaving 

the rest of the model unchanged. The models used in 

their experiments, primarily GPT-2 and other generative 

transformer models, demonstrated that Prefix-Tuning 

could achieve performance similar to, or even better 

than, full fine-tuning while only optimizing a small portion 

of the model's parameters. 

Stickland and Murray [23] proposed the PALs 

(Projected Attention Layers) method, another PEFT 

approach that adapts the BERT model to various tasks by 

replacing standard attention layers with projected 

attention layers. This method allows the model to be 

effectively adapted to various tasks by adding additional 

parameters to the attention layers, which are fine-tuned 

for each specific task. This approach enables efficient 

adaptation without the need to fine-tune all of the 

model's parameters, significantly reducing the 

computational load while maintaining high performance 

across multiple tasks. 
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Zhang et al. [24] introduced LoRA-FA, a novel method 

designed to improve the efficiency of fine-tuning large 

language models. The primary goal of LoRA-FA is to 

reduce the memory overhead associated with fine-tuning 

LLMs by minimizing the need for activation memory 

without sacrificing performance or incurring heavy 

recomputation costs. LoRA-FA works by keeping the low-

rank weight matrix A fixed while only updating the higher-

rank weight matrix B. This effectively reduces the 

activation memory required during the fine-tuning 

process. The method has been extensively tested across 

various models and scales, with empirical results showing 

that LoRA-FA offers comparable accuracy to full 

parameter fine-tuning and LoRA, while significantly 

reducing memory costs.  

PEFT methods significantly reduce computational and 

memory requirements, enabling fine-tuning on resource-

limited devices. However, these methods may not 

achieve the same level of performance improvement as 

full fine-tuning, especially for tasks requiring deep model 

adaptations. 

C. Hybrid Fine-Tuning Approaches 

Hybrid approaches aim to balance the comprehensive 

adaptation of full fine-tuning with the efficiency of PEFT. 

These approaches combine the strengths of both full fine-

tuning and parameter-efficient fine-tuning methods, 

aiming to optimize model performance while minimizing 

computational resources. These approaches leverage the 

comprehensive capabilities of full fine-tuning by updating 

a significant portion of the model's parameters while 

simultaneously employing parameter-efficient 

techniques to reduce the overall computational cost. 

Sar et al. [25] introduced the USE model, designed to 

generate high-quality representations of sentences and 

textual phrases. This model is particularly geared towards 

improving performance across a range of natural 

language processing (NLP) tasks and machine learning 

applications. The USE model employs two main 

architectures for generating vector representations of 

sentences: 

Transformer-based Encoder: This version of the USE 

model is built upon the transformer architecture and 

utilizes the multi-head attention mechanism to 

understand semantic dependencies within the text. Due 

to its ability to model complex relationships between 

words, this architecture is particularly well-suited for 

applications requiring high precision and detail. 

Deep Averaging Network (DAN): This version is lighter 

and faster, focusing on the simplicity of averaging word 

embeddings rather than employing the full transformer 

architecture. 

In [26], the authors propose an approach that 

integrates Low-Rank Adaptation (LoRA) with traditional 

fine-tuning techniques. This hybrid method allows for the 

efficient fine-tuning of large language models by updating 

both a small, low-rank set of parameters and a larger set 

of fully fine-tuned parameters. This combination enables 

the model to achieve high performance with reduced 

computational costs compared to traditional full fine-

tuning methods. 

Similarly, the work by Kim et al. [27] explores a hybrid 

fine-tuning approach that combines Prefix-Tuning with 

full parameter fine-tuning. By optimizing a prefix of 

continuous text in conjunction with full fine-tuning, the 

model benefits from the flexibility and efficiency of 

parameter-efficient methods while retaining the 

comprehensive improvements provided by full fine-

tuning. The results demonstrate that this hybrid approach 

can achieve performance levels comparable to full fine-

tuning while requiring fewer computational resources. 

 Hybrid approaches effectively combine the strengths 

of full and parameter-efficient fine-tuning, achieving a 

good trade-off between performance and resource 

efficiency. However, their complexity can increase 

implementation overhead and may require careful tuning 

to balance the contributions of different components. 

By critically analysing these methods, this paper 

identifies the potential of hybrid approaches to leverage 

the advantages of knowledge sharing and efficiency, 

forming the foundation for the proposed hybrid fine-

tuning method. 

Methodology 

In this section, we introduce a novel hybrid model 

designed to enhance the fine-tuning process of large 

language models (LLMs) using the Low-Rank Adaptation 

(LoRA) technique. Our proposed method is structured to 

combine the strengths of multiple fine-tuned models to 

improve overall accuracy and efficiency in various text 

classification tasks. Each component model in our hybrid 

architecture shares the same pre-trained weights 𝑊∗, but 

has its own learnable parameters ∆𝑊𝑚, which correspond 

to the matrices A and B in the LoRA method. After fine-

tuning for each task, the weights 𝑊𝑚 are defined as: 

𝑊𝑚 = 𝑊∗ + ∆𝑊𝑚                      (5) 

During the fine-tuning process on the data of task m, 

the objective is to optimize ∆𝑊𝑚. For this optimization is 

formulated as follows: 

ℒ(∆𝑊𝑚) = ⁡min
∆𝑊

∑ − log 𝑝(𝑦𝑛⁡|𝑋𝑛; ⁡𝑊
∗ + ∆𝑊𝑚)

𝑁
𝑛=1      (6) 

where N denotes the number of training samples for task 

m, 𝑋𝑛  represents the input samples, and 𝑦𝑛 are their 

corresponding labels. 

Fig. 2 illustrates the proposed framework and the 

integration of these fine-tuned models. 

Each of these fine-tuned models functions as an 

independent module within the proposed framework, as 

depicted on the left side of Fig. 2. These modules are 
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specifically tailored to handle individual tasks by 

employing the LoRA (Low-Rank Adaptation) fine-tuning 

technique. This approach allows for efficient adaptation 

of large language models to specific tasks without 

requiring complete retraining of the model, thus 

optimizing computational resources. For example, as 

shown in the left section of Fig. 2, the i-th module is 

designed for the task of sentiment analysis. The input to 

this module is a sentence, which could represent any 

textual content, such as a review, a social media post, or 

a customer feedback comment. The module processes 

the input and classifies it into one of the predefined 

categories like here: positive or negative sentiment. 

To ensure accurate classification, a task-specific head 

is integrated into the module. This head maps the model's 

internal representations to the class space relevant to the 

sentiment analysis task. This mapping step is crucial for 

transforming the abstract feature representations 

learned by the model into interpretable outputs aligned 

with the specific requirements of the task. 

The training process is guided by the computation of 

an error signal, which quantifies the difference between 

the predicted class and the true class label. This error is 

calculated using the cross-entropy loss function (7), a 

widely used metric in classification problems that 

effectively handles the probabilistic nature of model 

outputs. Once the error is computed, it is backpropagated 

through the network, enabling the model to adjust its 

parameters and improve its performance on the 

sentiment analysis task during subsequent iterations. 

𝐿𝑜𝑠𝑠𝑐𝑙𝑠 = ℒ(𝐻𝑒𝑎𝑑(𝐿𝑀(𝑋)), 𝑦)                                        (7) 

This modular design not only enhances the flexibility of 

the overall framework but also ensures that each module 

is highly specialized and optimized for its respective task, 

ultimately contributing to the robustness and adaptability 

of the proposed system. 

In this way, it is possible to fine-tune 𝑘 distinct modules 

on k different tasks. Each module is trained to learn task-

specific knowledge, ensuring optimal performance for its 

assigned task. This approach ensures that the expertise 

gained by each module is highly specialized, tailored to 

the unique requirements of the respective task. 

The main proposed model, depicted on the right side 

of Fig. 2, is essentially a combination of these individual 

modules. By integrating the knowledge acquired by each 

module, the overall model leverages the specialized 

expertise of all modules to perform complex or 

multifaceted tasks effectively. 

This design allows the system to benefit from the 

modularized training of diverse tasks, enabling a flexible 

and scalable architecture. As a result, the proposed 

framework can tackle multiple tasks simultaneously or 

sequentially by drawing on the task-specific knowledge 

embedded within its constituent modules. This modular 

combination enhances the adaptability and efficiency of 

the model, particularly in multi-task learning scenarios. 

Based on the model depicted in Fig. 2, the outputs of 

the fine-tuned models are initially aggregated using the 

aggregation function Agg1 and converted into a vector. It 

is important to note that these model outputs represent 

the values computed by the language model before 

passing through the softmax layer and being transformed 

into probability values. Subsequently, these aggregated 

values pass through an attention layer. The attention 

layer computes a new vector for each of these input 

vectors, determining how much attention each task's 

output should receive and adjusting the values 

accordingly. All outputs from the attention layer are then 

passed to a second aggregation function, Agg2, and finally 

combined with the output of the neural network layer 

using the Agg3 function, forming the final output of the 

model. 

Aggregation functions are versatile tools designed to 

combine multiple inputs into a singular, cohesive output. 

The most widely used aggregation functions include: 

Mean Function: Computes the average of the input 

values, providing a balanced representation of the data. 

Max/Min Function: Identifies the highest or lowest value 

among the inputs, highlighting the most extreme values. 

Sum Function: Adds up all input values, offering a 

cumulative measure of the inputs. 

These are just a few examples, and a variety of other 

functions can also be utilized depending on the specific 

needs of the task at hand. 

Attention Layer: This layer utilizes the self-attention 

mechanism, where the outputs from the Agg1 function 

serve simultaneously as queries (Q), keys (K), and values 

(V). After applying Agg1, each output from the fine-tuned 

models functions as its own query, key, and value. This 

allows the model to not only focus on its own output but 

also to dynamically attend to the outputs of other models 

fine-tuned on different tasks. This interaction enables the 

model to weigh the relevance of each output in the 

context of the others, leading to a more informed and 

refined final result. 

Normalization: To enhance the model's performance, the 

aggregated data is normalized. Normalizing the data 

ensures that the model inputs fall within a specified 

range, which aids in accelerating the learning process and 

improving prediction accuracy. Moreover, this process 

prevents the model from disproportionately focusing on 

features with larger scales, which could lead to 

imbalances in learning. Overall, data normalization not 

only reduces the model's training time but also helps in 

improving its generalization ability.  
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Fig. 2: The left image depicts a single module undergoing fine-tuning of a language model on a specific task (sentiment analysis) 
using the LoRA method. The right image illustrates the proposed framework, which combines these fine-tuned modules for the 

target task (here, MNLI). 

For normalization, after each aggregation function, a 

normalization layer is added. In this layer, after 

calculating the mean μ and variance 𝜎2, the data is 

normalized according to (8): 

 X̂i =
xi−μ

√σ2+ϵ
       (8) 

where ϵ is a small value added to prevent division by zero. 
Following normalization, by adding two learnable 
parameters, the output of the normalization layer is given 
by 

𝑦𝑖 = 𝛾𝑥̂𝑖 + 𝛽                                    (8) 

During the training phase of the proposed model, only 

the parameters of the Feed-Forward Network (FFN) and 

the attention layers are updated. The language model and 

all k modules remain frozen, with only their learned 

knowledge being shared across tasks. This design allows 

the model to focus on learning the new task (e.g., the 

MNLI task shown in Fig. 2) without altering the 

parameters of the pre-trained language model or the 

task-specific modules. 

By leveraging this knowledge-sharing property, the 

framework can achieve high performance and accuracy 

on previously unseen tasks without the need to fine-tune 

the entire language model for each new task. This 

approach ensures that the expertise gained from prior 

tasks is effectively utilized to generalize to new scenarios, 

significantly reducing the need for extensive retraining. 

Additionally, since the proposed framework employs 

parameter-efficient methods during the module training 

phase, such as LoRA (Low-Rank Adaptation), the 

computational cost of training is kept minimal. Unlike full 

fine-tuning approaches, which require updating the 

entire language model, this method modifies only a small 

subset of parameters. Consequently, the training and 

inference processes are computationally efficient, 

allowing the model to run effectively on a single GPU. 

This efficiency makes the framework practical and 

scalable, particularly in resource-constrained settings, 

while maintaining high performance across both seen and 

unseen tasks. It demonstrates the capability of leveraging 

modular and efficient design principles to achieve robust 

task adaptation with minimal computational overhead. 

Experiments and Results 

To evaluate the effectiveness of the proposed method, 

several experiments were conducted. This section details 

the experiments and the results obtained from them. 

A. Datasets 

To fine-tune and evaluate the model, the GLUE dataset 

[28] was used, which encompasses multiple tasks. The 

details of the dataset are provided in Table 1. 

To assess the generalization ability of the model, four 

additional datasets—STS-B, IMDB, AG News, and TREC—

were employed, none of which were used in the training 

process of the hybrid method. 
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The STS-B dataset, part of the GLUE benchmark [28], is 

designed for evaluating semantic similarity between 

sentence pairs. Each pair is annotated with a similarity 

score ranging from 0 to 5, where higher scores indicate 

greater semantic similarity. 

The IMDB dataset [29], widely used for sentiment 

analysis, contains 50,000 movie reviews evenly split into 

25,000 training samples and 25,000 test samples. Each 

review is labelled as either positive or negative, and the 

dataset is balanced, ensuring equal representation of 

both sentiment classes. 

The AG News dataset [30] is a benchmark dataset used 

for news categorization. It consists of 120,000 training 

samples and 7,600 test samples, categorized into four 

classes: World, Sports, Business, and Science/Technology. 

Each sample includes a title and a brief description of the 

news article, making it ideal for evaluating text 

classification methods. 

The TREC dataset [31], widely utilized for question 

classification, contains 5,452 training questions and 500 

test questions categorized into six main types: 

Abbreviation, Entity, Description, Human, Location, and 

Numeric. These classes are further divided into finer 

subcategories, offering a hierarchical structure that is 

useful for question classification and intent detection 

tasks.  

B. Evaluation Metrics 

In this subsection, we describe the evaluation metrics  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

used to assess model performance across different 

datasets, as summarized in Table 1. 

Each metric is selected based on the specific nature 

and objectives of the corresponding task. 

Accuracy is a standard evaluation metric for 

classification tasks. It measures the proportion of 

correctly predicted samples relative to the total number 

of samples. This metric is widely used in datasets such as 

SST-2, IMDB (sentiment analysis), AG_NEWS, TREC, MNLI, 

QNLI, RTE, WNLI (natural language inference), and MRPC, 

QQP (paraphrase detection) [28]. The formula for 

accuracy is given as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                               (9) 

where: 

TP (True Positives): The number of correctly predicted 

positive samples. 

TN (True Negatives): The number of correctly predicted 

negative samples. 

FP (False Positives): The number of incorrectly predicted 

positive samples. 

FN (False Negatives): The number of incorrectly predicted 

negative samples. 

Matthews Correlation Coefficient (MCC) [28] is a 

robust evaluation metric specifically suited for binary 

classification tasks, particularly in scenarios with 

imbalanced datasets. It considers all four categories of the 

confusion matrix (true positives, true negatives, false 

Table 1: Details of the datasets 

Metric Labels #Test #Train #Class Type Task  

Accuracy positive, negative 872 6920 2 Sentiment SST-2 

Single-sentence Matthews_Correlation 
grammatical, 

not_grammatical 
1042 8551 2 acceptability CoLA 

Accuracy 
entailment, neutral, 

contradiction 
9815 392702 3 NLI MNLI 

Sentence-pair 

Accuracy 
entailment, 

not_entailment 
5463 104743 2 NLI QNLI 

Accuracy 
entailment, 

not_entailment 
277 2490 2 NLI RTE 

Accuracy 
entailment, 

contradiction 
72 635 2 NLI WNLI 

Accuracy 
equivalent, 

not_equivalent 
408 3668 2 Paraphrase MRPC 

Accuracy 
equivalent, 

not_equivalent 
40431 363846 2 Paraphrase QQP 

Accuracy positive, negative 25000 25000 2 Sentiment IMDB 

Single-sentence 

Accuracy 
World, Sports, 

Business, 
Science/Technology 

7600 120000 4 
News 

Categorization 
AG_NEWS 

Accuracy 
Abbreviation, Entity, 
Description, Human, 

Location, Numeric 
500 5452 6 

Question 
Classification 

TREC 

Pearson - 1500 5749 Regression 
Sentiment. 
similarity 

STS-B Sentence-pair 
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positives, and false negatives) to provide a balanced 

assessment of model performance. In this study, MCC is 

employed for the CoLA dataset, which focuses on 

grammatical acceptability. The formula for MCC is: 

𝑀𝐶𝐶 =
(𝐹𝑃∗𝐹𝑁)−(𝑇𝑃∗𝑇𝑁)

√(𝑇𝑁+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑃+𝐹𝑃)
                         (10) 

MCC ranges from −1 to +1, where +1 indicates perfect 

prediction, 0 indicates no better than random prediction, 

and −1 indicates total disagreement between prediction 

and observation. 

Pearson Correlation Coefficient [28] is used to 

measure the strength and direction of the linear 

relationship between predicted and actual values in 

regression tasks. It is particularly relevant for the STS-B 

dataset, where the objective is to evaluate semantic 

similarity scores between sentence pairs. A higher 

correlation indicates a stronger agreement between 

predicted and true scores. The formula for the Pearson 

correlation is: 

𝑃𝑒𝑎𝑟𝑠𝑜𝑛⁡𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
∑ (𝑥𝑖−𝑥̅)(𝑦𝑖−𝑦̅)
𝑛
𝑖=1

∑ (𝑥𝑖−𝑥̅)
2∑ (𝑦𝑖−𝑦̅)

2𝑛
𝑖=1

𝑛
𝑖=1

           (11) 

where: 

𝑥𝑖  and 𝑦𝑖: Predicted and actual values, respectively. 

𝑥̅ and 𝑦̅: Mean of predicted and actual values, 

respectively. 

n: Number of samples. 

A higher correlation value (closer to +1) indicates a 

stronger agreement between predicted and true scores. 

C. Experimental Settings 

For the experiments, the language models DistilBERT 

[32] with approximately 66 million parameters, BERT-

base [3] with approximately 110 million parameters, and 

                                                           
1 https://github.com/Azadeh297/Attention-hybrid-method 

the ELECTRA [33] model in both small and base versions 

with approximately 14 million and 110 million 

parameters, respectively, were used. Each of the tasks 

was fine-tuned individually on these models using the 

LoRA method. The implementations were carried out in 

Python using the Transformers [34] and Huggingface PEFT 

[35] libraries.  

In the experiments, the number of fine-tuned models 

was set to k=9, except for the experiment examining the 

number of tasks, where this variable is adjusted. During 

the LoRA fine-tuning process, the ⁡∆𝑊𝑚 matrices were 

applied to all three matrices—key, value, and query—in 

the language model's attention module with a rank of r=4, 

chosen based on preliminary experiments where this 

value provided a balance between computational 

efficiency and model accuracy.  

Lower values of r were found to reduce the model’s 

expressive power, while higher values increased 

computational costs without significant gains in 

performance. The AdamW optimizer was used in all 

experiments, and the models were trained for 20 epochs. 

The initial learning rate was set to 2𝑒 − 5 with weight 

decay=0.01, and the batch size was 16 for all datasets. We 

employed the NVIDIA GeForce RTX 3090 24GB. The mean 

function was used for both aggregation functions Agg1 

and Agg2, while the sum function was employed for Agg3. 

The number of heads in the model is 4. The code related 

to this paper is available at this link1.  

D. Evaluation of the Proposed Method's Performance 

In this section, we present the results of training the 

proposed method on all datasets after 20 epochs. The 

results, as shown in Table 2 for the two language models 

utilized, indicate the validation accuracy achieved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2:  The effectiveness of the proposed method (AttEns) and other methods 

Average SST2 CoLA QNLI MNLI 
MNLI-
mm 

RTE MRPC QQP WNLI Method LLM 

0.3700 0.4908 0.0000 0.4794 0.3178 0.3267 0.4729 0.3161 0.3771 0.5493 Model 

DistilBERT 
0.5763 0.8337 0.1458 0.6908 0.5238 0.5288 0.5523 0.7107 0.7648 0.4366 FFN 
0.6164 0.9162 0.0000 0.7426 0.7426 0.7389 0.4440 0.6838 0.8432 0.4366 FT_LoRA 
0.7348 0.8933 0.3952 0.8473 0.7523 0.7610 0.6642 0.8014 0.8544 0.6447 AttEns 

0.4565 0.5149 0.0950 0.4880 0.3226 0.3302 0.5090 0.6789 0.6066 0.5633 Model 
BERT-
base 

0.5947 0.8589 0.3084 0.6847 0.5294 0.5372 0.5956 0.6985 0.7600 0.3802 FFN 
0.7351 0.9082 0.4993 0.8813 0.7940 0.8087 0.5848 0.7009 0.8615 0.5774 FT_LoRA 
0.7576 0.9105 0.4988 0.8795 0.8007 0.8102 0.6714 0.8186 0.8654 0.5633 AttEns 

0.4477 0.4988 0.0104- 0.5249 0.3216 0.3303 0.5270 0.3137 0.4742 0.5915 Model 
ELECTRA-

Small 
0.5881 0.6938 0.3268 0.7100 0.4787 0.4869 0.5523 0.7132 0.7542 0.5774 FFN 
0.7026 0.8772 0.3463 0.8504 0.7671 0.7823 0.5631 0.7377 0.8362 0.5633 FT_LoRA 
0.7496 0.8853 0.5312 0.8533 0.7708 0.7870 0.6787 0.8235 0.8396 0.5774 AttEns 

0.4568 0.5080 0.020- 0.4946 0.3532 0.3585 0.5018 0.6838 0.3604 0.3943 Model 

ELECTRA-
Base 

0.6703 0.8337 0.5208 0.7810 0.6320 0.6472 0.5956 0.7436 0.8000 0.4788 FFN 

0.7788 0.9288 0.6012 0.9203 0.8607 0.8647 0.7003 0.8431 0.8822 0.4084 FT_LoRA 

0.8126 0.9369 0.6362 0.9211 0.8632 0.8651 0.7689 0.8627 0.8825 0.5774 AttEns 
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The models evaluated are as follows: 

Model: The base language model without any additional 
training or fine-tuning was used to infer the data, and its 
accuracy was calculated. 
FFN: A single neural network layer was added on top of 
the base language model and fine-tuned. In this 
configuration, the parameters of the base model remain 
fixed, and only the parameters of the added neural 
network layer are updated. 
FT_LoRA: The language model was fine-tuned separately 
on the data using the LoRA method. 
AttEns: The proposed method. 

The values listed in Table 2 for all datasets represent 

accuracy, except for the CoLA dataset, where the 

evaluation metric is the Matthews correlation coefficient. 

Based on the results in Table 2, the proposed method has 

achieved the highest accuracy in most tasks. This 

improvement is attributed to the use of the attention 

mechanism and the integration of information from 

multiple tasks, allowing the model to identify more 

complex patterns and thereby achieve higher accuracy. 

To better explain this improvement, consider the QNLI 

task, which is related to natural language inference. In this 

task, the AttEns method achieved an accuracy of over 

92%. One reason for this improvement could be the 

method's ability to recognize complex relationships 

between sentences. For instance, imagine that the model 

needs to compare two sentences to determine whether 

the second sentence is a logical conclusion of the first. In 

traditional methods like FFN or FT_LoRA, this process is 

carried out directly without utilizing information from 

other tasks. However, in the AttEns method, the model 

also leverages information from other tasks, such as 

recognizing contradictions in MNLI and semantic 

sentence matching in QQP. This combination of 

information allows the model to perform better in 

identifying complex relationships, particularly in tasks 

related to natural language inference. 

In tasks like RTE, MRPC, and WNLI, there is a significant 

difference in the accuracy obtained from the proposed 

method compared to the single fine-tuned model. One 

possible reason for this is the smaller number of samples 

in these datasets compared to others. The proposed 

hybrid model has demonstrated higher accuracy in 

situations where limited data is available, potentially 

because the single fine-tuned model might have 

overfitted due to the small dataset size, resulting in 

poorer performance. This finding suggests that the 

proposed method can offer better generalizability even in 

data-limited scenarios. 

By comparing the results obtained from different 

language models, in many cases, the larger language 

model has yielded better results, indicating that using a 

larger language model with more parameters can be 

effective in improving model performance. 

To further evaluate the proposed method, we applied 

it to four additional datasets, IMDB, STS-B, AG_NEWS and 

TREC where the fine-tuned models for these datasets 

were not used in the combination of the proposed 

method. The results are shown in Table 3. According to 

the results, the AttEns method outperformed the FFN and 

FT_LoRA methods on all four datasets. For example, on 

the IMDB dataset, the AttEns method achieved an 

accuracy of 0.9397, which is clearly better than the FFN 

(0.8405) and FT_LoRA (0.8789) methods. This 

improvement in accuracy demonstrates the proposed 

method's high generalization ability to unseen data and 

indicates better performance in real-world scenarios. 

Imagine that the model needs to detect the sentiment of 

a movie review in the IMDB dataset. In traditional 

methods like FFN or FT_LoRA, the model only uses the 

training data from the same dataset, limiting its ability to 

generalize to new data. However, in the AttEns method, 

the model uses the attention mechanism to also leverage 

information from other related tasks. For example, if the 

model learned how to identify similar sentences in the 

QQP dataset, it could enhance this knowledge and apply 

it to better understand the sentiment in movie reviews. 

Table 3: Results of the proposed method on two datasets not 
used in the combination of the proposed method (BERT-base 
language model) 

TREC AG_NEWS IMDB STS-B Method  

0.0180 0.2505 0.4956 -0.0608 Model 

0.7666 0.8942 0.8405 0.2247 FFN 

0.8220 0.9107 0.9397 0.4158 AttEns 

 

On the STS-B dataset, the AttEns method also achieved 

an accuracy of 0.4158, which is an improvement 

compared to other methods. This improved performance 

indicates that the proposed model has high generalization 

ability even in scenarios where data is limited or 

heterogeneous. 

The results show that using the attention mechanism 

and integrating information from various tasks enables 

the model to better identify and analyse complex features 

in new data, which is particularly important in real-world 

scenarios and unseen data. 

E. Evaluating the Impact of k 

In this section, the impact of the number of 

components, k, in the proposed hybrid model is 

examined. The results of this experiment are presented in 

Fig. 3. This chart demonstrates that increasing the 

number of components generally improves the accuracy 

of the hybrid model, although the extent of this 

improvement varies at different points. As observed in 

Fig. 3, the accuracy of the model significantly improves 

when the number of components increases from 3 to 5. 
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This enhancement is due to the increased capacity of 

the model to learn and integrate diverse information from 

various tasks. 

When the number of components reaches 7, accuracy 

continues to improve in some datasets, but the 

improvement is not as pronounced. As the number of 

components increases, the model can examine each part 

of the data with greater detail, resulting in better 

performance. However, while the model continues to 

improve in accuracy, this improvement becomes slower 

compared to earlier stages. This slowdown occurs 

because, with more components, the model needs to 

process more information, requiring more resources for 

complete and optimized processing. This observation 

highlights the importance of selecting an appropriate 

number of components to optimize the model's 

performance. 

 

 

Fig. 3: Results of the proposed method for different values of k 
(BERT-base language model). 

Limitations and Future Work 

While the proposed hybrid fine-tuning method 

demonstrates notable improvements in accuracy and 

computational efficiency, several limitations must be 

acknowledged. Firstly, the method’s effectiveness has 

been primarily validated on text classification tasks. Its 

applicability to other NLP domains, such as sequence 

generation or machine translation, remains unexplored 

and requires further investigation. Secondly, the reliance 

on specific datasets like GLUE may constrain the 

generalizability of the findings to other domains or 

languages. Future research should aim to extend this 

approach to a broader range of datasets and languages 

while examining its compatibility with other parameter-

efficient fine-tuning techniques. Additionally, exploring 

the trade-offs between various aggregation functions and 

attention mechanisms could provide valuable insights for 

further optimizing model performance. 

Results and Discussion 

The results obtained from various datasets indicate 

that the proposed AttEns method consistently 

outperforms traditional fine-tuning approaches such as 

FFN and FT_LoRA across multiple NLP tasks. As shown in 

Table 2, AttEns achieves the highest accuracy in most 

datasets, particularly excelling in QNLI (92.11%), RTE 

(86.51%), and IMDB (93.97%). This improvement is 

primarily due to the model’s ability to integrate task-

specific information through an attention-based 

ensemble mechanism, which enhances its ability to 

identify complex patterns and generalize across tasks. 

Additionally, the method exhibits superior performance 

on datasets with limited samples, such as RTE and MRPC, 

where single-task fine-tuning often leads to overfitting. 

Furthermore, the generalization ability of AttEns is 

evident in its strong performance on IMDB, STS-B, 

AG_NEWS, and TREC, despite these datasets not being 

explicitly incorporated into the model’s training. The 

improvement in STS-B (41.58%) suggests that the 

attention mechanism enables the model to leverage 

knowledge from related tasks, leading to better sentence 

similarity evaluation. Moreover, the analysis of k, the 

number of task components, reveals that increasing k 

enhances performance up to a certain point, after which 

the improvement plateaus due to computational 

constraints. Overall, these results highlight the 

effectiveness of AttEns in improving language model 

accuracy, particularly in multi-task learning and low-data 

scenarios. 

Conclusion  

This paper introduced a hybrid approach for fine-

tuning large language models using the LoRA method, 

which is capable of improving model accuracy by learning 

multiple tasks simultaneously. The results from the 

experiments showed that this method outperformed 

traditional fine-tuning methods, especially on the GLUE 

dataset. The use of the attention mechanism to integrate 

and influence different tasks was one of the main factors 

contributing to the success of this method. Additionally, 

the method demonstrated good generalizability on 

unseen data. Ultimately, this research marks a significant 

step towards reducing computational costs and 

enhancing the efficiency of large language models in 

various natural language processing tasks. 
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Abbreviations 

NLP  Natural Language Processing 

NLI  Natural Language Inference 

LLM  Large Language Model 

LoRA  Low Rank Adaptation 

PEFT  Parameter-Efficient Fine-Tuning 

MCC  Matthews Correlation Coefficient 

TP  True Positives 

TN  True Negatives 

FP  False Positives 

FN  False Negatives 

FT  Fine Tuning 

FFN  Feed Forward Network 

GLUE  General Language Understanding 

                             Evaluation 

CoLA  Corpus of Linguistic Acceptability 

SST-2  Stanford Sentiment Treebank 

MRPC                 Microsoft Research Paraphrase Corpus 

QQP  Quora Question Pairs 

STS-B  Semantic Textual Similarity Benchmark 

MNLI  Multi-Genre NLI 

QNLI  Question NLI 

RTE  Recognizing Textual Entailment 

WNLI  Winograd NLI 

IMDB  Internet Movie Database 

TREC  Text Retrieval Conference 

AttEns                 Attention Ensemble 
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Background and Objectives: Due to the disadvantages of the traditional AC-DC-AC 
converters, especially in electric drive applications, Matrix Converters (MCs) have 
been widely researched. MCs are well-known structures that remove the DC-Link 
capacitor and provide bidirectional power flow, while also giving the ability to 
control reactive power flow, which the AC-DC-AC converter lacks.  
Methods: In this work, Model Predictive Current Control (MPCC) is utilized in 
conjunction with the MC to provide more versatility and controllability than 
traditional control methods. The work endeavors to investigate the current control 
of the MC utilizing the finite control set Model Predictive Control (MPC) approach.  
Results: Current tracking performance, reactive power control, and switching 
frequency minimization have been included in the objective function of the 
controller. Moreover, the results have been compared to the traditional AC-DC-AC 
converters under similar circumstances. The MC can reduce the switching 
frequency by 40% compared to the AC-DC-AC converter while maintaining the 
same current THD value. Additionally, it achieves a 58% reduction in current THD 
compared to the AC-DC-AC converter at the same average switching frequency. 
However, in the MC, the mitigation of reactive power and the reduction in 
switching frequency have opposing effects on the current tracking performance. 
Conclusion: This work proposes an MPCC method for the MC with an RL load, 
effectively controlling load current and reactive power. The reduction of switching 
commutations was also evaluated using different weighting factors in the 
prediction strategy for both the MC and AC-DC-AC converters. Simulation results 
demonstrate that the MC outperforms the AC-DC-AC converter in dynamic 
response and reactive power control. 
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Introduction 
Nowadays, in multifarious industrial applications, Matrix 

Converters (MCs) are preferred as a replacement of the 

traditional AC-DC-AC converters including DC-link 

capacitors [1]-[4]. Eliminating the DC-link capacitors, 

results in a more compact, lower weight, and more 

reliable converter structure [4], [5]. Moreover, the MC 

has a relatively lower number of switching elements with 

bidirectional power flow ability [4], [5]. The ability to 

control the grid-side power factor and produce low 

distorted input and output waveforms makes MCs 

attractive for different industrial applications [5]. 

Since the MC topology was introduced, different 

methods have been applied to control it [4]. The pulse-

width modulation [6], [7] approach and space vector 

modulation [8], [9] strategies are the two most prevalent 

approaches used to control the MCs. Moreover, in the 

control of electrical motor drives fed by MCs, Direct 
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Torque Control (DTC) has been utilized [10]-[12]. But, in 

combination with the MC, the mentioned methods are 

complicated.  Other control methods have been proposed 

for MCs [13]-[16]. However, the main drawback of these 

control methods is their complexity which makes them 

unsuitable for industrial applications.  

To provide a superior dynamic response and to 

overcome the complexity in the control of MCs, Model 

Predictive Control (MPC) was suggested. In addition, MPC 

is compatible with the system's nonlinear nature and 

restrictions [17]-[18]. Several works have reviewed the 

MPC strategy for MCs [17]-[21].  Moreover, in the case of 

induction motor drives supplied with an MC, different 

MPC methods have been suggested. The common MPC 

strategies that have been developed for MCs are 

Predictive Current Control (PCC) [22]-[24], Predictive 

Torque Control [25]-[27], Predictive Voltage 

Control [28]-[29], and Predictive Power Control [30]-[31]. 

Among them, PCC is the most popular. Different 

objectives have been considered in the cost function of 

the PCC, including reactive power [32]-[34], Common-

Mode (CM) Voltage [35], switching Losses [36], and 

efficiency [36]. In [37], the standard weighting factor 

selection in the objective function is replaced by a fuzzy 

decision-making strategy, demonstrated through a case 

study on controlling load and supply currents in a direct 

matrix converter (DMC). This approach eliminates the 

need for weighting factors and introduces a simplified 

selection scheme. However, fuzzy control strategies rely 

heavily on expert knowledge, making them prone to 

errors if the rules or membership functions are poorly 

designed. They can also be computationally demanding in 

complex systems and lack predictive capabilities, limiting 

their effectiveness in applications requiring anticipation 

of future system behavior. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In [38], to mitigate the effects of unbalanced grid 

voltages, an extended instantaneous power theory 

generates source current references, ensuring sinusoidal 

source and balanced output currents. An extended state 

observer (ESO) eliminates the need for grid voltage 

sensors by estimating grid voltages and providing delayed 

voltage information for current reference calculations. 

However, the ESO is sensitive to model inaccuracies, 

noise, and parameter variations, which can degrade 

performance. It also requires precise tuning and adds 

computational complexity, making real-time 

implementation challenging in some systems. 

Due to the efficacy of the PCC method, this paper 

concentrates on the MC with the Model Predictive 

Current Control (MPCC) strategy. Moreover, although 

many works have studied the MPC of MCs, a comparison 

between the MC and AC-DC-AC converter with MPCC has 

not been presented. As a result, this paper investigates 

the performance of the MPCC strategy for the MC and AC-

DC-AC converter. The remainder of this manuscript is 

structured along these lines: first, the mathematical 

model of the MC is explained. Then, the MPCC of the MC 

is described. After that, the simulation results are given 

for an MC with MPCC and an AC-DC-AC converter with 

MPCC. Finally, the conclusion is given. 

Mathematical Model of an MC 

Fig. 1 presents the topology of the three-phase MC. 

The MC consists of nine bidirectional power electronic 

switches that supply a three-phase R-L load. The MC is 

connected to the three-phase power grid using an L-C-R 

filter (as shown in Fig. 1). The switching condition of each 

bidirectional power electronic switch is represented by 

Sxy, where x is the source phase (𝑥 ∈ {𝑢, 𝑣, 𝑤}) and y is the 

load phase (𝑦 ∈ {𝑎, 𝑏, 𝑐}) (as shown in Fig. 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
Fig. 1: Topology of a three-phase MC [19].  
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Note that in the operation of the MC, the short-

circuiting of the power source must be avoided by the 

following restriction [19]:  

        (1)  𝑆𝑢𝑦 + 𝑆𝑣𝑦 + 𝑆𝑤𝑦 = 1      ∀      𝑦 ∈ {𝑎, 𝑏, 𝑐} 

Moreover, in the case of inductive loads, the load 

current must be continuous to avoid overvoltage in the 

power electronic elements.  

The output voltage of the MC can be derived from the 

input voltage as follows [21], [22]: 

(2) [

𝑣𝑎𝑁(𝑡)
𝑣𝑏𝑁(𝑡)

𝑣𝑐𝑁(𝑡)
] = [

𝑆𝑢𝑎 𝑆𝑣𝑎 𝑆𝑤𝑎
𝑆𝑢𝑏 𝑆𝑣𝑏 𝑆𝑤𝑏
𝑆𝑢𝑐 𝑆𝑣𝑐 𝑆𝑤𝑐

]

⏟          
𝑻

∙ [

𝑣𝑒𝑢(𝑡)
𝑣𝑒𝑣(𝑡)

𝑣𝑒𝑤(𝑡)
] 

or 

(3)  𝒗𝑜(𝑡) = 𝑻 ∙ 𝒗𝑒(𝑡) 

in which 𝑻 is the transformation matrix and 𝒗𝑜(𝑘) and 

𝒗𝑒(𝑘) are the output voltage and input voltage of the MC, 

respectively: 

        (4)  𝒗𝑜(𝑡) = [

𝑣𝑎𝑁
𝑣𝑏𝑁
𝑣𝑐𝑁

]      𝑎𝑛𝑑      𝒗𝑒 = [

𝑣𝑒𝑢(𝑡)
𝑣𝑒𝑣(𝑡)

𝑣𝑒𝑤(𝑡)
] 

Note that the above voltages are written relative to 

source mid-point N. 

The phase voltage relative to the load neutral can be 

written as [37]: 

 𝒗𝑜𝑛(𝑡) = [

𝑣𝑎𝑛
𝑣𝑏𝑛
𝑣𝑐𝑛
] = [

𝑣𝑎𝑁 − 𝑣𝑛𝑁
𝑣𝑏𝑁 − 𝑣𝑛𝑁
𝑣𝑐𝑁 − 𝑣𝑛𝑁

]                          (5) 

 𝑣𝑛𝑁  can be extracted as [19]: 

  𝑣𝑛𝑁 =
𝑣𝑎𝑁 + 𝑣𝑏𝑁 + 𝑣𝑐𝑁

3
 

   (6) 

where n is the neutral point of the load.  

The input current can be derived from the output 

current of the MC as [22]: 

        (7)  [

𝑖𝑒𝑢(𝑡)
𝑖𝑒𝑣(𝑡)

𝑖𝑒𝑤(𝑡)
] = [

𝑆𝑢𝑎 𝑆𝑢𝑏 𝑆𝑢𝑐
𝑆𝑣𝑎 𝑆𝑣𝑏 𝑆𝑣𝑐
𝑆𝑤𝑎 𝑆𝑤𝑏 𝑆𝑤𝑐

]

⏟          
𝑻𝑇

∙ [

𝑖𝑎(𝑡)
𝑖𝑏(𝑡)

𝑖𝑐(𝑡)
] 

or  

        (8)  𝒊𝑒(𝑡) = 𝑻
𝑇 ∙ 𝒊𝑜(𝑡) 

𝒊𝑒(𝑘) and 𝒊𝑜(𝑘) are the input current of the MC and load 

current, respectively: 

(9) 𝒊𝑒(𝑡) = [

𝑖𝑒𝑢(𝑡)
𝑖𝑒𝑣(𝑡)

𝑖𝑒𝑤(𝑡)
]      𝑎𝑛𝑑      𝒊𝑜(𝑡) = [

𝑖𝑎(𝑡)
𝑖𝑏(𝑡)

𝑖𝑐(𝑡)
] 

Using the circuit theory, the input filter state-space 

model can be derived as [21], [22]: 
 

      (10) 
𝑥̇(𝑡) =

[
 
 
 
 0

1

𝐶𝑓

−
1

𝐿𝑓
−
𝑅𝑓

𝐿𝑓 ]
 
 
 
 

⏟        
𝑨𝑐

𝑥(𝑡) +

[
 
 
 
 0 −

1

𝐶𝑓
1

𝐿𝑓
0
]
 
 
 
 

𝑢(𝑡)

⏟          
𝑩𝑐

 

𝑅𝑓, 𝐿𝑓 , and 𝐶𝑓 are the filter resistor, inductor, and 

capacitor, respectively. The state and input vectors are as: 

(11)  x(𝑡) = [
𝑽𝑒(𝑡)
𝒊𝑠(𝑡)

]         𝑎𝑛𝑑          𝒖(𝑡) =  [
𝑽𝑠(𝑡)
𝒊𝑒(𝑡)

] 

𝑽𝑠(𝑡) and 𝒊𝑠(𝑡) are the voltage space vector and current 

space vector at the power supply side, respectively, and 

can be written as: 

      (12)   𝑽𝑠(𝑡) = 2/3(𝑣𝑢 + 𝒂𝑣𝑣 + 𝒂
2𝑣𝑤) 

      (13)   𝒊𝑠(𝑡) = 2/3(𝑖𝑢 + 𝒂𝑖𝑣 + 𝒂
2𝑖𝑤) 

Using (10), the filter discrete model can be obtained 

as [39]: 

(14) 
 𝒊𝑠(𝑘 + 1) = 𝑨𝑞(2, 1) 𝑽𝑒(𝑘) + 𝑨𝑞(2, 2) 𝒊𝑠(𝑘) +

 𝑩𝑞(2, 1) 𝑽𝑠(𝑘) + 𝑩𝑞(2, 2) 𝒊𝑒(𝑘)  

with:  

       (15) 𝑨𝑞 = 𝑒
𝑨𝑐𝑇𝑠     𝑎𝑛𝑑      𝑩𝑞 = ∫ 𝑒𝑨𝑐(𝑇𝑠−𝜏)𝑩𝑐𝑑𝜏

𝑇𝑠

0

 

𝑨𝑐  and 𝑩𝑐  matrixes can be calculated from (4). 𝑇𝑠 is the 

sampling time.  

MPCC of the MC 

Fig. 2 illustrates the block diagram of the MPCC for an 

MC. For all 27 switching conditions of the MC, the load 

current must be calculated in the next sampling instant. 

The optimum switching condition for minimizing the 

objective function is chosen and utilized in the converter 

in the next sampling instant. 

The resistive-inductive load discrete-time model can 

be written as [40], [41]: 

(16) 𝒊𝑜(𝑘 + 1) = (1 −
𝑅𝑇𝑠
𝐿
) 𝒊𝑜(𝑘) +

𝑇𝑠
𝐿
(𝒗𝑜𝑛(𝑘)) 

where k is the sampling instant. R and L are the load 

resistor and inductor, respectively. 

𝒗𝑜𝑛(𝑘) and 𝒊𝑜(𝑘) are the load phase voltage and load 

current and can be calculated from (2)-(8).  

The general cost function can be written as: 

       (17) 
 𝑔(𝑘 + 1) = 𝑔𝑖(𝑘 + 1) + 𝜆𝑄 𝑔𝑄(𝑘 + 1) +

   𝜆𝑠 𝑛𝑠𝑤(𝑘 + 1)  

where 𝑔𝑖, 𝑄, and  𝑛𝑠𝑤   are the objective terms regarding 

the load current, reactive power, and number of 

switching commutations, respectively. λQ and λS are the 

weighting factors that adjust the reactive power, and 

switching commutations, respectively.   
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𝑔𝑖  can be written as [40], [41]: 

       (18) 
𝑔𝑖 = |𝑖𝑜𝛼

∗ (𝑘 + 1) − 𝑖𝑜𝛼
𝑝
(𝑘 + 1)| + |𝑖𝑜𝛽

∗ (𝑘 +

1) − 𝑖𝑜𝛽
𝑝
(𝑘 + 1)|  

with 

     (19) 𝑖𝑜𝛼 =
2

3
(𝑖𝑜𝑎 −

1

2
 𝑖𝑜𝑏 −

1

2
 𝑖𝑜𝑐) 

     

     (20) 𝑖𝑜𝛽 =
2

3
(
√3

2
 𝑖𝑜𝑏 −

√3

2
 𝑖𝑜𝑐) 

     

Moreover, 𝑔𝑄 can be written as [39]: 

(21) 𝑔𝑄 = |𝑄
∗ − 𝑄(𝑘 + 1)|     

in which 𝑄∗ is the desired reactive power value. 𝑄(𝑘 + 1) 

is the grid-side reactive power and can be computed 

as [37]: 

       (22) 

𝑄(𝑘 + 1) = 𝐼𝑚{𝑽𝑠(𝑘 + 1) ∙ 𝒊𝑠̅(𝑘 + 1)}

= 𝑣𝑠𝛽(𝑘 + 1) 𝑖𝑠𝛼(𝑘 + 1)

− 𝑣𝑠𝛼(𝑘 + 1) 𝑖𝑠𝛽(𝑘 + 1) 

In addition,  𝑛𝑠𝑤 can be defined as [39]:  

       (23) 

𝑛𝑠𝑤(𝑘 + 2) = 

 

∑ ∑ |𝑆𝑥𝑦(𝑘 + 2) − 𝑆𝑥𝑦(𝑘 + 1)|

𝑦=𝑎,𝑏,𝑐𝑥=𝑢,𝑣,𝑤  

 

  

In Fig. 3 the flowchart of the MPCC for an MC is given. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Diagram of the MPCC for the MC [20]. 

 

 
Fig. 3: Flowchart of the MPCC of the MC.  

 

Measure

If                      Then   

Apply optimal switching states

Wait for the next 

sampling instant 
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Results and Discussion 

The proposed MPCC strategy has been verified by 

simulating an MC using MATLAB/Simulink. An AC source 

with a 180 V amplitude and a 50 Hz frequency has been 

used. The resistance, inductance, and capacitance of the 

input filter are 0.5 Ω, 400 μH, and 21 μF, respectively. A 

three-phase load with resistance of 10 Ω and inductance 

of 30 mH has been used. The sampling time Ts and 

simulation time-step Tsim are 20 µsec and 1 µsec, 

respectively.  

Fig. 4 presents the simulation results of the MC with 

the MPCC. The weighting factors λQ and λS are set to zero. 

The reference currents amplitude is set to 8 A at t=0 sec 

and is changed from 8 A to 4 A at t=0.1 sec. Fig. 4(a) 

demonstrates the load current in the MC with the MPCC 

strategy. The converter has an excellent current tracking 

performance. Figs. 4(b)-(c) present the phase voltage 

(Van), and line-to-line voltage (Vab) of the MC with the 

MPCC method. Fig. 4(d) shows the current of the power 

supply iu and the input current of the MC ieu. It is visible 

that the quality of the power supply current is improved 

due to the existence of the L-C-R filter. Fig. 4(e) reveals 

the voltage and current at the power supply side. For 

λQ=0, the input power factor is not controlled. Fig. 4(f) 

demonstrates the instantaneous reactive power at the 

power supply side. The reactive power is not controlled.  

 

However, the MC with the MPCC procedure can 

control the grid-side reactive power. The reactive power 

at the power supply side can easily be adjusted by 

increasing the weighting factor λQ in the objective 

function of MPCC.  

Fig. 5 shows the simulation results of the MC with 

MPCC for λQ=0.008, indicating an increased weighting 

factor for the instantaneous grid-side reactive power 

control parameter in the MPC, compared to Fig. 4.  

Fig. 6 presents the simulation results of the MC with 

MPCC for λQ=0.02, the maximum allowable weighting 

factor for the instantaneous grid-side reactive power 

control parameter in the MPC, while maintaining the 

proper current tracking. The parameters used in the 

simulation are like Fig. 4. 

The simulation results demonstrate a significant 

reduction in the instantaneous grid-side reactive power 

between the three cases. In Figs. 5-6, where the weighting 

factor for reactive power control was increased, the 

system exhibits a marked improvement in minimizing 

reactive power flow to the grid. This reduction is evident 

in the smoother and more stable reactive power 

waveform, which is closer to zero compared to the first 

simulation. The enhanced control strategy effectively 

mitigates the fluctuations in reactive power, leading to 

better overall grid-side power quality and improved 

system efficiency. 

 

 
 

Fig. 4: Simulation results of the MC with MPCC for λQ=0: (a) load currents; (b) phase voltage Van; (c) line voltage Vab; (d) iu and ieu; (e) 
15×iu and Vu voltage; (f) reactive power.  
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Fig. 5: Simulation results of the MC with MPCC for λQ=0.008: (a) load currents; (b) phase voltage Van; (c) line voltage Vab; (d) iu and 

ieu; (e) 15×iu and Vu voltage; (f) reactive power.  

 
Fig. 6: Simulation results of the MC with MPCC for λQ=0.02: (a) load currents; (b) phase voltage Van; (c) line voltage Vab; (d) iu and ieu; 

(e) 15×iu and Vu voltage; (f) reactive power.  
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In the next part, the behavior of the MC and the AC-

DC-AC converter using the MPCC is compared. Fig. 7 

illustrates the structure of the AC-DC-AC converter. The 

simulation parameters of the AC-DC-AC converter are the 

same as the MC. The DC-link capacitor is C=2 mF in the 

AC-DC-AC converter. Fig. 8 presents the simulation 

outcomes in the AC-DC-AC converter with MPCC. 

Fig. 8(a) shows the load current in the AC-DC-AC 

converter with the MPCC method. Figs. 8(b)-(c) present 

the phase voltage (Van), and line-to-line voltage (Vab) of 

the AC-DC-AC converter with MPCC method. Fig. 8(d) 

represents the voltage and current at the power supply 

side. Fig. 8(e) illustrates the instantaneous power supply 

side reactive power.  

The reactive power is high because the AC-DC-AC 

converter cannot control it. Moreover, it is visible that the 

phase and line voltage waveforms as well as the power 

supply side voltage and current waveforms are more 

distorted in the AC-DC-AC converter in comparison with 

the MC.  
 

 
Fig. 7: Structure of the AC-DC-AC converter. 

 

 

Fig. 8: Simulation results of the AC-DC-AC converter with MPCC: (a) load currents; (b) phase voltage Van; (c) line voltage Vab; (d) 8×iu 
and Vu voltage; (e) reactive power. 
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Table 1 compares the load current THD in the AC-DC-

AC converter and MC, both using MPCC. The weighting 

factor is λS=0. The current THD is lower in the MC with 

λQ=0. By increasing λQ, the grid-side reactive power of the 

MC is controlled. Consequently, the tracking performance 

and THD index of the load current deteriorate. If the 

reference current amplitude is set to 4 A, the current THD 

is reduced from 0.983% in the AC-DC-AC converter to 

0.594% in the MC, which is a 39.58% reduction. If the 

reference current amplitude is set to 8 A, the current THD 

is reduced from 0.458% in the AC-DC-AC converter to 

0.318% in the MC, which is a 30.57% decrease.  

In the next part, an extra term related to the number 

of switching commutations is added to the objective 

function of the MPCC to mitigate the switching frequency 

of the MC. The system performance and the average 

switching frequency in the MC have been evaluated with 

various values of the weighting factor λS. 

Fig. 9 illustrates the effect of two different values of λS 

on the performance of the MC. The weighting factor λQ is 

set to zero.  

The weighting factor λS is changed from zero to 0.06 at 

t=0.05 sec. Figs. 9(a)-(b) show the load current and gate 

pulse Sua in the MC with MPCC. As can be seen, increasing 

λs mitigates the average switching frequency of the MC 

from 11.132 kHz to 7.227 kHz. However, it is evident that 

in higher values of λs, there is more current distortion. 

Note that the switching frequency in Fig. 11 is determined 

based on the number of switching commutations in a 

period T for different switches. The average switching 

frequency of the MC can be calculated as: 

     (24) 𝑓𝑠−𝑎𝑣𝑔 =
1

9 𝑇
∑ ∑ 𝑁𝑥𝑦𝑦=𝑎,𝑏,𝑐𝑥=𝑢,𝑣,𝑤             

where Nxy is the number of switching commutations for a 

specific switch, x is the source phase (𝑥 ∈ {𝑢, 𝑣, 𝑤}) and y 

is the load phase (𝑦 ∈ {𝑎, 𝑏, 𝑐}). 

Fig. 10 presents the effect of two different values of λS 

on the performance of the AC-DC-AC converter. The 

simulation parameters are the same as Fig. 9. In the AC-

DC-AC converter, by increasing λs from zero to 0.06, the 

average switching frequency reduces from 11.205 kHz to 

8.39 kHz.  

 
 
Table 1: Comparison of the load current THD [%] in AC-DC-AC converter and MC with MPCC for 𝜆𝑠=0 
 

  
AC-DC-AC Converter 

Matrix Converter 

  λQ=0 λQ=0.008 λQ=0.02 

Iref =4 A 

Min 0.976 0.578 0.841 0.975 

Max 1.031 0.611 0.911 1.090 

Avg. 0.983 0.594 0.900 1.034 

Iref =8 A 

Min 0.452 0.300 0.475 0.688 

Max 0.471 0.324 0.526 1.237 

Avg. 0.458 0.318 0.488 0.878 

 

 

 
 

Fig. 9: Impact of λs on the performance of the MC: (a) load currents; (b) gate pulse Sua. 
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Fig. 10: Impact of λs on the behavior of the AC-DC-DC converter: (a) load currents; (b) gate pulse S1. 

 

Table 2 presents the load current THD of the AC-DC-AC 

converter and MC with MPCC for and λS=0.05. 

Fig. 11 compares the current THD versus the average 

switching frequency in the matrix and AC-DC-AC 

converters with MPCC. It is visible that for a similar 

switching frequency, the current THD is lower in the MC 

compared to the AC-DC-AC converter and vice versa. As 

an example, at THD=0.48%, the average switching 

frequency is reduced from 10.4 kHz in the AC-DC-AC 

converter to 6.5 kHz in the MC. At the average switching 

frequency of 7 kHz, the THD is reduced from 1.01% in the 

AC-DC-AC converter to 0.435% in the MC.  

 
 

Table 2: Comparison of the load current THD [%] in AC-DC-AC converter and MC with MPCC for 𝜆𝑠=0.05 
 

  
AC-DC-AC 
Converter 

Matrix Converter 

  λQ=0 λQ=0.008 λQ=0.02 

Iref =4 A 

Min 1.246 0.872 1.015 1.133 

Max 1.299 3.082 1.175 1.352 

Avg. 1.277 1.111 1.056 1.187 

Iref =8 A 

Min 0.589 0.398 0.576 0.800 

Max 0.627 0.455 0.708 1.352 

Avg. 0.617 0.419 0.661 1.187 

 

 
Fig. 11: Current THD versus average switching frequency in MC and AC-DC-AC. 

 

Conclusion 

This work has proposed an MPCC method for the MC with 

an RL load. The suggested method has succeeded in 

controlling  the  load   current   and   power   supply   side  

 

reactive power, while other objectives were easily 

considered in the predictive controller. Additionally, this 

paper has evaluated the mitigation of the number of 

switching commutations in the prediction strategy. In this 
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regard, the prediction control with different weighting 

factors has been applied to the matrix and the AC-DC-AC 

converters. Finally, the results of the AC-DC-AC converter 

and MC were compared. Simulation results have revealed 

the excellent dynamic response and control of the 

reactive power at the power supply side in the MC using 

the MPC approach compared to the traditional AC-DC-AC 

converter. The AC-DC-AC converter is unable to control 

the reactive power at the power supply side, but the MC 

can almost completely mitigate it. The MC can decrease 

the switching frequency by 40% compared to the AC-DC-

AC converter in the same current THD value, and the 

current THD by 58% compared to the AC-DC-AC converter 

in the same average switching frequency. However, 

mitigation of the reactive power and the switching 

frequency has the opposite effect on the current tracking 

quality in the MC.  

The future work will concentrate on the MPC of motor 

drives fed by MCs including different objectives in the 

predictive control process. 
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Background and Objectives: Intrusion Detection Systems (IDS) are crucial for 
safeguarding computer networks. However, they face challenges such as detecting 
subtle intrusions and novel attack patterns. While signature-based and anomaly-
based IDS have been widely used, hybrid approaches offer a promising solution by 
combining their strengths. This study aims to develop a robust hybrid IDS that 
effectively addresses these challenges. 
Methods: We propose a three-layered hybrid IDS that leverages machine learning 
techniques. The first layer utilizes a signature-based approach to identify known 
intrusions. The second layer employs an anomaly-based approach with 
unsupervised learning to detect unknown intrusions. The third layer utilizes 
supervised learning to classify intrusions based on training data. We evaluated the 
proposed system on the NSL-KDD dataset. 
Results: Experimental results demonstrate the effectiveness of our proposed 
hybrid IDS in accurately detecting intrusions. Comparisons with recent studies 
using the same dataset show that our system outperforms existing approaches in 
terms of detection accuracy and robustness. 
Conclusion: Our research presents a novel hybrid IDS that effectively addresses 
the limitations of traditional IDS methods. By combining signature-based, 
anomaly-based, and supervised learning techniques, our system can accurately 
detect both known and unknown intrusions. The promising results obtained from 
our experiments highlight the potential of this approach in enhancing network 
security. 
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Introduction 

The widespread adoption of the internet has led to a 

significant increase in data exchange between diverse 

devices. Ensuring secure communication among these 

devices is paramount, making network security a critical 

research area in today's interconnected world. Intrusion 

Detection Systems (IDSs) play a vital role in bolstering 

network security, often employed in conjunction with 

other protective measures such as firewalls and access 

control mechanisms [1]. Intrusion Detection Systems are 

designed to safeguard critical resources by actively 

monitoring network traffic and system events for any 

signs of unauthorized access. Intruders employ a diverse 

range of tactics, including [2]: 

 Denial of Service (DoS) attacks: These attacks aim to 

overwhelm a system with excessive traffic, making 

it unavailable to legitimate users. 

 Remote-to-Local (R2L) attacks: These attacks exploit 

vulnerabilities to gain unauthorized access to a 

system from a remote location. 

 User-to-Root (U2R) attacks: These attacks enable 

attackers to gain root-level privileges on a system by 

exploiting vulnerabilities in user accounts. 

 Probing attacks: These attacks involve scanning 
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systems for vulnerabilities that can be later 

exploited for malicious purposes. 

Furthermore, intruders constantly develop new and 

sophisticated techniques to breach system defenses, 

making it crucial for IDSs to adapt and evolve. 

The performance of an IDS is analyzed by creating a 

specialized dataset comprising network traffic features to 

capture and learn attack patterns. Intrusion detection is 

framed as a classification problem, where various 

Machine Learning and Data Mining techniques are 

applied to categorize network data into normal and 

malicious traffic. The dataset includes both normal and 

anomalous network traffic, providing the classifier with 

sufficient examples to identify and differentiate between 

these patterns effectively [3].  

However, some intrusion samples are almost identical 

to normal samples, leading to false positives where IDS 

mistakenly classify normal traffic as attacks [4]. To 

address this issue, researchers often incorporate 

signature-based methods into their system design. The 

signature-based method relies on a database of known 

attack signatures, comparing these signatures with 

incoming samples to identify intrusions [5]. 

Another significant challenge in designing an IDS is 

detecting intrusions that have no prior examples in the 

training data. To tackle this, researchers employ anomaly-

based methods. This approach involves detecting 

abnormal patterns by monitoring data for deviations from 

expected behavior. Any significant deviation is flagged as 

an intrusion [6]. Algorithms utilizing anomaly-based 

methods can be further divided into supervised and 

unsupervised learning techniques [7]. Supervised learning 

algorithms require labeled training data, while 

unsupervised learning algorithms do not, allowing them 

to identify new types of intrusions without prior 

examples. 

These challenges can be simultaneously addressed 

using hybrid approaches that combine signature-based 

and anomaly-based methods. To maximize the 

effectiveness of hybrid IDS, attention should be paid to 

two critical points: 

Comprehensive Detection: Hybrid systems should be 

capable of detecting all types of attacks, including those 

with training samples (known attacks), those without 

training samples (unknown attacks), and those that 

closely resemble normal samples. 

Sequence of Methods: The order in which signature-

based and anomaly-based methods are applied is crucial 

and can significantly affect the system's accuracy. For 

instance, if an anomaly-based algorithm is applied first, it 

might fail to detect intrusions that are very similar to 

normal traffic, leading to false negatives. Conversely, 

applying a signature-based method first can help filter out 

known attacks, allowing the anomaly-based method to 

focus on detecting unknown and subtle deviations. 

While implementing hybrid methods increases 

temporal complexity, this approach effectively addresses 

the outlined challenges and enhances overall system 

performance. 

This study proposes a hybrid intrusion detection 

system with three detection layers to address the 

mentioned challenges effectively. Machine learning 

methods are applied throughout the system. The first 

detection layer employs heuristic rules, a signature-based 

approach, to tackle the challenge of intrusions that closely 

resemble normal samples. The second layer uses a 

genetic algorithm-based clustering method, an anomaly-

based approach, to detect unknown attacks. In the third 

detection layer, a Back Propagation Neural Network 

(BPNN) classification is utilized to distinguish known 

attacks from normal samples [8].  

The innovation of the proposed IDS lies in the 

integration of both supervised and unsupervised learning 

algorithms alongside a signature-based approach, 

enhancing its capability to detect a wide range of 

intrusions. Experiments conducted on the NSL-KDD 

dataset demonstrate the efficiency of the proposed IDS, 

showing superior performance compared to other 

methods using the same dataset. 

The remainder of this paper is organized as follows: 

First, we provide a brief review of recent hybrid 

approaches for IDS similar to our research. Next, we 

describe the proposed method, outlining the main idea 

and the proposed algorithms. Then, we introduce the 

dataset used and present experimental results 

demonstrating the efficiency of our method. Finally, we 

conclude the paper. 

Related Studies 

Many researchers have developed intrusion detection 

systems using signature-based, anomaly-based, or hybrid 

approaches, each aiming to improve the efficiency of their 

system by leveraging the strengths of these methods. This 

section reviews some recent studies in this area. 

In [7], scholars presented a fuzzy semi-supervised 

learning (FSSL) method. This approach categorizes an 

unlabeled training dataset into three fuzzy groups: low, 

medium, and high, using a neural network classifier. The 

"low" and "high" fuzzy groups are then combined with a 

labeled training dataset to form a new training dataset, 

which is subsequently used to train a neural network. This 

method enhances the classification efficiency in IDS. The 

use of a semi-supervised learning method makes it 

suitable for detecting unknown intrusions; however, it is 

less effective in detecting attacks that are very similar to 

normal samples. 

In [9], researchers proposed a two-layered hybrid 

approach. The first layer employs a novel intrusion 

detection method based on changing cluster centers of 

samples. The second layer uses the K-Nearest Neighbors 
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(KNN) algorithm to implement two different detection 

modules for anomaly and signature-based detection. The 

second layer's modules reduce the rates of false positives 

and false negatives from the first detection module. Their 

experiments show that this method effectively identifies 

both known and unknown attacks with a high detection 

rate and low false positive rate, although it struggles with 

detecting intrusions similar to normal samples. 

In [10], a hybrid approach called Hierarchical Filtration 

of Anomalies (HFA) was introduced. This method first 

uses a decision tree to separate normal and attack 

samples. Next, the detected normal samples are re-

evaluated by a random forest algorithm, while the 

detected attack samples are rechecked by the KNN 

algorithm. Samples classified as normal by KNN are sent 

back to the random forest for final consideration. This 

method is effective for detecting known attacks but not 

for unknown intrusions due to its reliance on supervised 

algorithms. 

Authors in [11] introduced a hybrid IDS based on 

Artificial Bee Colony (ABC) and Artificial Fish Swarm (AFS) 

algorithms. Their method preprocesses the training data 

and divides them into clusters using Fuzzy C-Means 

Clustering. An initial population is generated for each 

training subset, and irrelevant features are omitted using 

Correlation-based Feature Selection (CFS). Trustworthy 

and straightforward rules are then produced to detect 

normal and abnormal activities for each subset, which are 

combined to create the final rules. The ABC-AFS hybrid 

algorithm is trained on these rules, and a test dataset is 

used to evaluate system efficiency. However, this 

method's effectiveness depends heavily on the training 

dataset, making it less effective for detecting attacks 

without training samples. 

In [12], a multi-level hybrid IDS using Support Vector 

Machine (SVM) and extreme learning machine was 

proposed. The method applies the K-means algorithm to 

create a modified training dataset and employs an 

anomaly-based approach. Their results indicate limited 

success in detecting attacks that closely resemble normal 

samples. Another study, [13], proposed a deep learning-

based IDS using Recurrent Neural Networks (RNN-IDS). 

RNNs can retain previous information and apply it to the 

current output, making them effective for supervised 

classification. This method outperforms traditional 

learning methods like decision trees, SVM, and neural 

networks but lacks a solution for detecting unknown 

intrusions. 

In [14], a fuzziness-based semi-supervised learning 

approach via ensemble learning (FSSL-EL) was applied in 

a framework for IDS. This framework learns from labeled 

data and analyzes unlabeled and noisy data using a 

fuzziness-based method. The results of the supervised 

and unsupervised parts are then combined via an 

ensemble system. A recently published study, [15], 

proposed an IDS (TSE-IDS) based on hybrid feature 

selection and two-level classifier ensembles. This method 

uses particle swarm optimization, the ant colony 

algorithm, and a genetic algorithm in the feature selection 

phase, and rotation forest and bagging in the classifier 

ensembles stage. The intrusion detection method is 

anomaly-based, but no specific solution is provided for 

similar normal intrusions. 

In [16], a Deep Convolutional Neural Network (DCNN) 

model was used for anomaly detection. The model 

includes an input layer, three convolution and sub-

sampling pairs, three fully connected layers, and an 

output layer with a single sigmoid unit. This research 

explores the suitability of deep learning approaches for 

IDS but does not address detecting intrusions similar to 

normal samples. Another research combines multiple 

learners to create an ensemble learner called Decision 

Tree Bagging Ensemble (DTBE) [17]. DTBE first identifies 

anomalies and then classifies attacks. This method also 

lacks a specified solution for detecting similar normal 

intrusions. 

In ICVAE-DNN [18], an intrusion detection model is 

proposed by integrating an Improved Conditional 

Variational Autoencoder (ICVAE) with a Deep Neural 

Network (DNN). This model aims to learn and uncover 

sparse representations between network data features 

and their corresponding classes. The trained ICVAE 

decoder generates new attack samples based on specified 

intrusion categories, effectively balancing the training 

dataset and enhancing the diversity of training samples. 

This process improves the detection rate of unbalanced 

attacks. 

In a recent work [19], a hybrid intrusion detection 

system is proposed. This system leverages the CFS-DE 

feature selection algorithm for dimensionality reduction 

and selects an optimal subset of features for improved 

classification. This system achieves good accuracy by 

leveraging a diverse set of feature categories during the 

selection process. It utilizes the CFS-DE algorithm for 

feature selection. 

In [20], an intrusion detection system called IGAN-IDS 

has been developed to address the challenge of 

unbalanced class intrusion detection using samples 

generated by IGAN (Improved Generative Adversarial 

Network). The system is composed of three main 

modules: feature extraction, IGAN, and a deep neural 

network (DNN). Initially, a feed-forward neural network is 

employed to transform raw network features into feature 

vectors, which serve as the input for the IGAN module. 

IGAN then generates synthetic samples to balance the 

dataset. Finally, a DNN, incorporating convolutional layers 

and fully connected layers, is utilized for the final 

intrusion detection, leveraging both the original and the 

IGAN-generated samples to improve detection accuracy 

and robustness against class imbalance. 
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The I-SiamIDS is a two-layer IDS designed for detecting 

intrusions in unbalanced datasets. This model addresses 

class imbalance by identifying majority and minority 

classes at the algorithm level [21]. The first layer employs 

an ensemble of binary extreme Gradient Boosting, 

Siamese Neural Network and Deep Neural Network to 

hierarchically filter input samples and detect potential 

attacks. Detected attacks are then passed to the second 

layer, where a multi-class extreme Gradient Boosting 

classifier further classifies these attacks into specific 

categories.  

CNN-BiLSTM [22] introduces an IDS designed to 

address class imbalance by combining One-Side Selection 

with the Synthetic Minority Over-sampling Technique. 

This hybrid sampling approach enhances model 

performance by reducing noise in the majority class and 

increasing the representation of minority class samples. 

The proposed model leverages Convolutional Neural 

Networks for spatial feature extraction and Bidirectional 

Long Short-Term Memory networks for temporal feature 

extraction. Experimental results on the KDDTest+ dataset 

demonstrate an accuracy of 83.58%. 

Research [23] introduces an intrusion detection 

method that addresses class imbalance by employing the 

Adaptive Synthetic Sampling algorithm. To enhance 

feature extraction and mitigate the impact of redundant 

information, the model incorporates an improved 

Convolutional Neural Network based on the Split 

Convolution Module. This combined approach, termed 

AS-CNN, is evaluated using the standard NSL-KDD dataset 

to assess its effectiveness in detecting network intrusions. 

BAT-MC [24] presents a two-stage deep learning 

anomaly detection model that integrates Bidirectional 

Long Short-Term Memory (BLSTM) networks with an 

attention mechanism. The attention mechanism 

effectively prioritizes critical network flow vectors 

generated by the BLSTM, enabling the model to focus on 

essential features for precise classification. BAT-MC 

incorporates convolutional layers alongside BLSTM to 

capture both spatial and temporal characteristics in 

network traffic. This end-to-end approach eliminates the 

need for manual feature engineering, allowing the model 

to automatically learn hierarchical features. Experimental 

results on the KDDTest+ dataset demonstrate an accuracy 

of 84.25%. 

Another study [25] proposed a multi-layered approach 

utilizing k-nearest neighbors (KNN), hyper-learning 

machines, and hierarchical hyper-learning machines. This 

work explores the application of Software-Defined 

Networking (SDN) to mitigate the false positive rate in 

DoS attack detection systems. The proposed approach 

combines flow-based and packet-based analysis 

techniques. Experimental evaluation on the NSL-KDD 

dataset achieved accuracy of 84.29% on the KDDTest+ 

subset. 

In [26], an Intrusion Detection System (IDS) named 

DSN was proposed, utilizing a Deep Stacking Network that 

integrates multiple base classifiers, including decision 

trees, k-nearest neighbors, deep neural networks, and 

random forests. The study focuses on the NSL-KDD 

dataset, with experimental results demonstrating an 

accuracy of 86.8%. 

Recent research [27] explores network intrusion 

detection by evaluating the performance of various 

classification techniques, including Decision Tree, 

Random Forest, Logistic Regression, and K-Nearest 

Neighbor, on the NSL-KDD dataset. Adopting the CRISP-

DM methodology, the study aims to identify and analyze 

anomalous patterns in network traffic. Among the 

approaches, the Decision Tree demonstrated the highest 

performance, achieving complete accuracy on the 

KDDTrain+ dataset and 80% accuracy on the KDDTest+ 

dataset. 

[28], a recent study, investigates the effectiveness of 

various shallow machine learning algorithms, including 

Random Forest, Decision Tree, Gaussian Naïve Bayes, 

Support Vector Machine, K-Nearest Neighbor, Gradient 

Boosting, AdaBoost, and Linear Discriminant Analysis, for 

intrusion detection. This research leverages the NSL-KDD 

dataset and applies feature selection techniques, such as 

SelectKBest and Correlation Feature Selection, to 

enhance model performance. Among the evaluated 

algorithms, Gradient Boosting achieved the highest 

accuracy, with 86% in binary classification tasks. 

As mentioned earlier, it is crucial that the algorithms 

are effective in real-world applications and exhibit high 

performance [17]. A key limitation of many IDSs is their 

difficulty in detecting unknown attacks and those that 

closely resemble normal traffic. These limitations 

significantly reduce both the efficiency and accuracy of 

such systems. Our proposed method addresses these 

challenges to improve detection accuracy, and is 

therefore evaluated using the widely recognized and 

realistic NSL-KDD dataset. Our system uniquely integrates 

signature-based detection, genetic algorithm-based 

clustering, and backpropagation neural networks within a 

novel three-layered architecture. Experimental results 

demonstrate that this approach achieves higher 

detection accuracy compared to other methods 

evaluated on the same dataset. 

Proposed Algorithm 

The proposed algorithm comprises two main 

processes: (1) Clustering and Classification Learning 

Process Using the Training Dataset, (2) Diagnosis and 

Separation of Attacks from Normal Samples in the 

Experimental Dataset. Fig. 1 illustrates the mechanism of 

the proposed intrusion detection system.  
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Fig. 1: Proposed intrusion detection system. 
 

The algorithm begins by performing mapping and pre-

processing operations on the training and testing 

datasets. The mapping algorithm involves two processes:  

1. Converting discrete feature data to continuous values. 

2. Normalizing all values to numbers between zero and 

one. 

For more details on mapping and pre-processing 

operations, refer to [12]. Next, the training set data is sent 

to both the genetic-based clustering algorithm and the 

Back Propagation Neural Network (BPNN) classification 

algorithm. The genetic-based clustering algorithm divides 

the data into abnormal and normal subsets and sends 

these cluster centers to the second diagnostic layer. The 

BPNN classification algorithm is also trained using this 

data, and the resulting model is sent to the third 

diagnostic layer. 

In the subsequent phase, each sample in the testing set 

is processed through all three detection layers for 

labeling. These three layers utilize detection methods 

based on heuristic rules, genetic-based clustering, and 

BPNN classification. Each layer examines the testing 

samples, and if an anomaly is detected, the sample is 

labeled as an attack. If none of the layers detect the 

sample as abnormal, it is labeled as normal. This process 

continues until all the testing data are labeled. The three 

detection layers are described as follows: 

First Detection Layer: Heuristic Rules 

This layer uses a signature-based detection approach 

with heuristic rules to identify intrusions that closely 

resemble normal samples. 

Second Detection Layer: Genetic-Based Clustering 

This layer employs a genetic algorithm-based 

clustering method to detect unknown attacks by 

identifying anomalies. 

Third Detection Layer: BPNN Classification 

This layer uses a Back Propagation Neural Network 

(BPNN) to classify known attacks and normal samples, 

providing a final decision on the sample's status. 

By integrating these layers, the proposed algorithm 

addresses the challenges of detecting both known and 

unknown attacks, as well as intrusions that closely 

resemble normal behavior. This layered approach 

enhances the overall accuracy and efficiency of the 

intrusion detection system. 

A.  First Detection Layer Based on Heuristic Laws 

Many attacks of the Remote to Local (R2L) type exhibit 

significant similarities with normal samples, making them 

difficult for classifiers to accurately diagnose. To address 

this challenge, we implement a detection layer based on 

heuristic rules. In an intrusion detection system, the 

expertise of a professional on signature attacks can be 

translated into heuristic rules in the form of "if-then" 

statements [4]. By examining the behavior and signature 

of an attack, we can formulate these rules. 

For instance, heuristic rules can effectively detect 

Guess-password and Warezmaster attacks, which are 

types of R2L attacks [29]. In Guess-password attacks, the 

intruder repeatedly attempts different passwords to gain 

access. If a user fails multiple login attempts in a network 

event and either succeeds or fails in logging in, such 

patterns can indicate an attack. Therefore, in datasets 

where the number of failed logins is recorded in the num-

failed-logins attribute and the login status in the logged-

in attribute, we can create a heuristic rule based on these 

attributes.  

Warezmaster attacks occur when a file server 

mistakenly grants write permissions to guest users. 

During such an attack, an intruder accesses the server 

using a guest account, creates a hidden folder, and 

uploads files that can later be downloaded by other 

users [30]. Heuristic rules can be formulated to detect 

such activity. The algorithm for this detection layer is 

illustrated in Fig. 2. 

This detection layer uses two heuristic rules: 

Heuristic Rule 1: If the number of login failures exceeds 

one and the user fails to log in, the input sample is 

detected as an attack. 
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Heuristic Rule 2: If the protocol is TCP and the service 

type is FTP or FTP-DATA, the input sample is detected as 

an attack if either of the following conditions is true: 

 The connection time length and the number of 

bytes sent are greater than zero, and the number of 

bytes received is zero. 

 The guest user has created one or more folders or 

files in the source. 
 

 
Fig. 2: The algorithm of the first detection layer based on 

heuristic rules. 
 

These heuristic rules leverage specific attributes and 

behaviors to distinguish between normal and malicious 

activities effectively. This layer's ability to detect subtle 

patterns characteristic of R2L attacks enhances the 

overall accuracy of the intrusion detection system. 

B.  Second Detection Layer Based on Genetic Algorithm 
Clustering 

The first detection layer uses heuristic rules to identify 

several known intrusions, but some intrusions are not 

detected at this stage. These include both known and 

unknown intrusions. One of the major challenges of 

Intrusion Detection Systems (IDSs) is detecting unknown 

intrusions for which no training examples exist. To 

address this challenge, a clustering technique can be used 

to identify unknown attacks. Various clustering 

algorithms, such as the K-means algorithm and genetic 

algorithms, have been developed for this purpose. 

Researchers in [31] utilized a genetic algorithm in their 

IDS, demonstrating its efficiency over the K-means 

algorithm based on their results. We have also employed 

a genetic algorithm in our proposed IDS. 

The genetic algorithm is an adaptive and meta-

heuristic optimization technique based on the principle of 

survival of the fittest [32]. In such algorithms, all 

individuals compete within a generation to acquire 

resources, and the most successful ones are allowed to 

produce offspring. Iterations of this approach yield 

progressively better results with each generation. In this 

population-based search method, each sample is 

represented as a chromosome. Chromosomes can be 

encoded in various forms, including binary, tree 

structures, permutations, and real values [31]. In our 

proposed IDS, we use real values for representation. Each 

generation consists of ten chromosomes, each containing 

two genes, with each gene comprising 41 alleles. In the 

proposed algorithm, genes represent the centers of 

clusters, and alleles denote the characteristics of each 

center. The initial population is randomly selected from 

the training dataset, and the quality of each chromosome 

is evaluated using a proposed fitness function, as shown 

in Fig. 3. This function helps select the most appropriate 

chromosomes to produce offspring for the next 

generation. 
 

 
Fig. 3: The algorithm of the fitness function of genetic 

clustering, 

 

In this algorithm, one gene on the input chromosome 

is randomly selected as the center of the normal cluster, 

and another gene is selected as the center of the 

abnormal cluster. Then, all samples in the training dataset 

are labeled based on their Euclidean distance to one of 

the cluster centers, resulting in two clusters: normal and 

abnormal. After clustering, new cluster centers are 

determined using the mean values of the samples within 

each cluster. Intra-cluster and inter-cluster distances are 

then calculated as follows: 

Intra-Cluster Distance: For each cluster, the Euclidean 

distance of all samples from the new cluster center is 

calculated. This value represents the distance within the 

cluster. 

Inter-Cluster Distance: The Euclidean distance 

between the two new cluster centers is calculated, and a 

new point is defined at the midpoint of this distance. The 

Euclidean distance of all samples from this midpoint is 

then calculated. This value represents the inter-cluster 

distance. 

The fitness function output is higher when the intra-

cluster distance is minimized and the inter-cluster 

distance is maximized. After determining the fitness of all 

chromosomes, five chromosomes are selected using the 

Tournament Selection Method. Recombination (at a rate 
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of 0.8) and mutation (at a rate of 0.01) are performed on 

them to produce new chromosomes. These new 

chromosomes are combined with half of the previous 

generation to form a new generation, and the evaluation 

process begins again using the fitness function. After 15 

generations, the algorithm converges, and in the final 

generation, the genes of the best chromosomes are 

considered the centers of the normal and abnormal 

clusters. These cluster centers are then sent to the second 

diagnostic layer, where the detection layer labels the 

experimental input samples based on these clusters. The 

algorithm for the second recognition layer is shown in Fig. 

4. 
 

 
Fig. 4: The algorithm of the second detection layer based on 

clustering. 
 

In this detection layer, if the input test sample is closer 

to the center of the abnormal cluster than to the center 

of the normal cluster, it is labeled as abnormal. This 

clustering-based approach allows for the identification of 

unknown intrusions by leveraging the patterns and 

characteristics inherent in the data. 

C.  The Third Detection Layer Based on Back Propagation 
Neural Network 

While the first and second detection layers address 

known and clustered attacks, some attacks may still 

evade detection due to their similarity to normal samples. 

To address this challenge and enhance the Intrusion 

Detection System's (IDS) accuracy, a Back Propagation 

Neural Network (BPNN) classifier is employed in the third 

detection layer. The BPNN is a feed-forward neural 

network used for supervised learning in various 

applications such as pattern recognition and image 

processing [8].  

The BPNN consists of multiple layers: an input layer, 

one or more hidden layers, and an output layer. Each 

layer comprises nodes connected by activation functions, 

such as hyperbolic tangent or sigmoid functions. During 

the learning process, the network's settings and 

connection weights are initially established. For each 

training sample, a forward calculation is performed from 

the input layer through the hidden layers to the output 

layer. A backward calculation follows to correct errors and 

adjust connection weights. This iterative process enables 

the network to learn the training samples and recognize 

unknown patterns effectively. BPNNs have demonstrated 

high detection rates compared to other neural network 

techniques [33]. 

In the proposed IDS, the BPNN classifier is trained using 

the training dataset. The trained model is then deployed 

in the third detection layer, where it examines the input 

experimental samples. If an intrusion is detected, the 

BPNN classifier labels it accordingly. The algorithm of the 

third detection layer based on the BPNN is illustrated in 

Fig. 5. 
 

 
Fig. 5: The algorithm of the third detection layer based on 

BPNN classification. 

 

The third detection layer's algorithm includes the 

following steps: 

Training the BPNN Classifier: 

 The classifier is trained using the training dataset. 

 Network settings and connection weights are 

established. 

 Forward and backward calculations are performed 

iteratively to minimize errors and adjust weights. 

Deploying the Trained Model: 

 The trained BPNN model is sent to the third 

detection layer. 

 The layer uses the trained model to classify input 

experimental samples. 

Intrusion Detection: 

 The BPNN classifier examines each input sample. 

 If the sample is classified as an intrusion, it is labeled 

as such. 

By incorporating the BPNN classifier in the third 

detection layer, the IDS can effectively identify intrusions 

with feature values similar to normal samples, thereby 

increasing overall detection accuracy. This 

comprehensive multi-layer approach ensures robust 

detection of both known and unknown intrusions, 

leveraging the strengths of heuristic rules, genetic 

algorithm clustering, and supervised learning. 

Experiments and Results 

Researchers utilize various datasets to demonstrate 

the efficiency of their intrusion detection systems. 

Evaluating an algorithm with real data is crucial as it 

reflects the algorithm's practical applicability and 

robustness [17]. In this study, we evaluated the proposed 
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algorithm using the real-world and widely utilized NSL-

KDD dataset. This section discusses the employed 

dataset, the evaluation methodology of the proposed 

method, and the experimental results. The proposed 

algorithms were implemented in MATLAB and executed 

on a computer equipped with an Intel Core i5 CPU, 

featuring 4 cores at 2.2 GHz, and 4 GB of RAM. 

D.  Data Set 

The initial event for developing an intrusion detection 

system took place in 1998, supported by the DARPA 

organization [3]. During this event, a cyber-attack 

scenario was simulated at the Air Force Base. This 

simulation was repeated in 1999 with enhancements by 

the Computer Security Association [2]. Over seven weeks, 

raw network TCP/IP data was collected. However, for this 

data to be useful in learning algorithms, feature 

extraction was necessary. A team of researchers [3] won 

the KDD International Knowledge Discovery and Data 

Mining Tools Competition by presenting a feature 

extraction method for this raw data set, resulting in the 

creation of the KDDCUP99 data set. This data set has since 

become a widely used benchmark in intrusion detection 

research [7]. In [30], researchers identified several 

shortcomings in the KDDCUP99 dataset using statistical 

methods, which significantly impacted system evaluation 

performance. To address these issues, they proposed an 

improved dataset known as NSL-KDD, which allows for 

better comparison of different intrusion detection 

models. 

The NSL-KDD data set maintains the 41 features of the 

KDDCUP99 data set, and the class labels remain the same. 

The characteristics of each instance and their details are 

listed in Table 1 [34]. 

Most features in the data set have continuous values 

between 0 and 1, but some are symbolic. Attributes such 

as land, logged_in, is_host_login, and is_guest_login have 

values of 0 or 1 and can be treated as continuous 

properties. The protocol attribute has 3 values, the 

service attribute has 66 values, and the flag attribute has 

11 distinct values that can be converted to continuous 

values using various methods [12]. Each instance's class 

determines whether it is normal or an attack. There are 

several types of attacks in the NSL-KDD database, detailed 

and classified in Table 2 [7]. 

The NSL-KDD dataset comprises four subsets: 

KDDTrain+, KDDTrain+_20%, KDDTest+, and KDDTest-21. 

The KDDTrain+ and KDDTrain+_20% datasets are used to 

train learning algorithms, while the KDDTest+ and 

KDDTest-21 datasets are used to evaluate the 

performance of intrusion detection algorithms. The 

training dataset samples are categorized as either normal 

or known attacks. In contrast, the test dataset includes 

both known attacks and types of attacks absent in the 

training dataset, considered unknown intrusions in IDSs. 

The number of samples for each type in each dataset is 

shown in Table 3. 
 

Table 1: Description of input sample features [34] 
 

No. 
Feature 

Category 
Feature Name Data Type 

1 
Basic 

Features 
duration Continuous 

2  protocol_type Symbolic 
3  service Symbolic 
4  flag Symbolic 
5  src_bytes Continuous 
6  dst_bytes Continuous 
7  land Symbolic 
8  wrong_fragment Continuous 
9  urgent Continuous 

10 
Content 
Features 

hot Continuous 

11  num_failed_logins Continuous 
12  logged_in Symbolic 
13  num_compromised Continuous 
14  root_shell Continuous 
15  su_attempted Continuous 
16  num_root Continuous 
17  num_file_creations Continuous 
18  num_shells Continuous 
19  num_access_files Continuous 
20  num_outbound_cmds Continuous 
21  is_host_login Symbolic 
22  is_guest_login Symbolic 

23 
Traffic 

Features 
count Continuous 

24  srv_count Continuous 
25  serror_rate Continuous 
26  srv_serror_rate Continuous 
27  rerror_rate Continuous 
28  srv_rerror_rate Continuous 
29  same_srv_rate Continuous 
30  diff_srv_rate Continuous 
31  srv_diff_host_rate Continuous 

32 
Host-based 

Features 
dst_host_count Continuous 

33  dst_host_srv_count Continuous 
34  dst_host_same_srv_rate Continuous 
35  dst_host_diff_srv_rate Continuous 
36  dst_host_same_src_port_rate Continuous 
37  dst_host_srv_diff_host_rate Continuous 
38  dst_host_serror_rate Continuous 
39  dst_host_srv_serror_rate Continuous 
40  dst_host_rerror_rate Continuous 
41  dst_host_srv_rerror_rate Continuous 

 
Table 2: Details of attacks type [7] 

 
DoS U2R R2L PROBE 

Back Perl FTP write IP sweep 

Ping of 
Death 

Buffer 
Overflow 

Guess 
password NMAP 

Smurf Load module IMAP Port sweep 

Land Rootkit Multi HOP Satan 

Teardrop  Phf  

  SPY  

  Wareclient  

  Warezmaster  
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Table 3: Details of NSL-KDD subsets 
 

Subsets 
#Normal 

data 
#Known 
attack 

#Unknown 
attack 

Total 

KDDTrain+ 
67343 
53% 

58630 
47% 

0 125973 

KDDTrain+_20% 
13449 
53% 

11743 
47% 

0 25192 

KDDTest+ 
9711 
43% 

9083 
40% 

3750 
17% 

22544 

KDDTest-21 
2152 
18% 

5958 
50% 

3740 
32% 

11850 

 

According to Table 3, the total number of training 

samples in KDDTrain+ is approximately five times that of 

KDDTrain+_20%. Utilizing the KDDTrain+ dataset 

increases the accuracy of learning algorithms, whereas 

using the KDDTrain+_20% dataset increases the speed of 

learning algorithms. Additionally, the total number of 

samples in the KDDTest-21 collection is about half of 

those in the KDDTest+ collection, but the number of 

unknown attacks in both is equal. Therefore, achieving 

high detection accuracy in an IDS that uses the KDDTest-

21 dataset for evaluation is more challenging. 

E.  Evaluation Criteria 

Four states of detection occur for an event in the 

process of intrusion detection: 

True Positive (TP): The input sample is correctly 

identified as an intrusion at the end of the detection 

process. 

True Negative (TN): The input sample is correctly 

identified as normal at the end of the detection process. 

False Positive (FP): The input sample is actually normal 

but is incorrectly identified as an intrusion at the end of 

the detection process. 

False Negative (FN): The input sample is actually an 

intrusion but is incorrectly identified as normal at the end 

of the detection process. 

These four measures (TP, TN, FP, FN) are crucial for 

evaluating and calculating the accuracy and efficiency of 

an Intrusion Detection System (IDS). Important criteria for 

evaluating intrusion detection systems based on these 

detection modes are defined as follows [12]: 

Accuracy (ACC): This metric represents the percentage 

of correctly labeled samples out of the total samples, as 

shown in (1): 

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

              

(1) 

Detection Rate (DR): This metric represents the 

percentage of correctly identified abnormal samples out 

of the total number of abnormal samples, as shown in (2): 

𝐷𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

                

(2) 

False Positive Rate (FPR):  This metric represents the 

percentage of incorrectly identified normal samples (false 

positives) out of the total number of normal samples, as 

shown in (3): 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 

               

(3) 

According to these criteria, an IDS performs better 

when it has higher accuracy (ACC) and detection rate 

(DR), and a lower false positive rate (FPR) [13], [16]. 

Experimental Results and Discussion 

In this section, we present the results of experiments 

conducted on the proposed intrusion detection system. 

We used the KDDTrain+ dataset for training and both 

KDDTest+ and KDDTest-21 datasets for testing. For 

evaluating the proposed IDS, all data in the dataset are 

divided into two classes: normal and attack, and all 41 

features of data points have been used in the algorithm's 

training phase. Table 4 indicates the result of testing 

performed on the two datasets, KDDTest+ and KDDTest-

21, using the proposed IDS. 

Table 4 shows the number and ratio of the four 

parameters: True Positive, True Negative, False Positive, 

and False Negative. It also shows the False Positive Rate, 

Detection Rate, and Accuracy of the algorithm.  
 

Table 4: Test results of proposed method on KDDtest+ and 
KDDtest-21 
 

Subsets KDDTrain+ 
KDDTest-

21 

#TP 
10404 
46% 

7269 
61% 

#TN 
9275 
41% 

1746 
15% 

#FP 
436 
2% 

406 
3% 

#FN 
2429 
11% 

2429 
21% 

FPR 4.49 18.87 
DR 81.07 74.95 

ACC 87.29 76.08 
 

As can be seen, the proposed method has achieved 

significant results. Although many researchers use the 

NSL-KDD dataset to demonstrate the performance of 

their intrusion detection systems, few have provided the 

total accuracy of their method. As mentioned in 2th 

Section, the following algorithms have good results in the 

NSL-KDD data set:  

 FSSL [7] 

 RNN-IDS [13] 

 FSSL-EL [14] 

 TSE-IDS [15] 

 DCNN [16] 

 DTBE [17] 

 ICVAE-DNN [18] 

 CFS-DE_based [19] 

 IGAN-IDS [20] 

 I-SiamIDS [21] 

 SVM [35] 
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 em J48 [36] 

 Two-tier classifier [37] 

 Ensemble J48 PART [38] 

 CNN-BiLSTM [22] 

 AS-CNN [23] 

 BAT-MC [24]  

 HSDN [25] 

 DSN [26] 

 CRISP-DM [27] 

 Pardeshi [28] 

In this section, we compare the total accuracy of the 

proposed algorithm with that of methods mentioned 

earlier. We focus on recent works with remarkable 

results, avoiding comparisons with older studies. Fig. 6 

and Fig. 7 display the total accuracy obtained by using the 

KDDTest+ and KDDTest-21 datasets, respectively.  

 
Fig. 6: Comparison of the accuracy of solutions using KDDTest+ 

data set for binary classification. 
 

It’s important to note that the reported results in the 

CFS-DE_based method, a commonly used approach, are 

based on testing with all features in dataset. Also, it is 

worth noting that CFS-DE_based [19], IGAN-IDS [20], I-

SiamIDS [21], SVM [35], J48 [36], Two-tier classifier [37], 

Ensemble J48 PART [38], CNN-BiLSTM [32], HSDN [25], 

DSN [26], CRISP-DM [27] and Pardeshi [28] have not 

reported results on KDDTest-21.  

The results show that the total accuracy of the 

proposed method in both experimental datasets is 

superior to all other mentioned algorithms. As described 

in 3th Section, this method employs a three-layer hybrid 

system, with each layer responsible for detecting 

different types of attacks. Additionally, the sequence of 

execution of these three layers significantly contributes to 

the overall success rate and detection of intrusions. As 

illustrated in Fig. 6 and Fig. 7, the proposed method 

achieves a higher degree of accuracy. Despite the smaller 

number of samples and the similar types of attacks in the 

KDDTest-21 set compared to KDDTest+, the proposed 

method still maintains high intrusion detection accuracy. 

Notably, more studies report results on the KDDTest+ 

database than on KDDTest-21. 

 
Fig. 7: Comparison of the accuracy of solutions using KDDTest-

21 dataset for binary classification. 
 

Evaluating intrusion detection systems requires 

considering metrics beyond accuracy. As previously 

mentioned, DR measures the proportion of actual attacks 

correctly identified, reflecting the system's ability to 

detect threats, while FPR quantifies the proportion of 

normal instances incorrectly classified as attacks, directly 

impacting the number of false alarms. A desirable IDS 

aims for a high DR and a low FPR. Our proposed method 

achieved a DR of 81.07% on KDDTrain+ and 74.95% on 

KDDTest-21, demonstrating strong performance. Our FPR 

was 4.49% on KDDTest+ and 18.87% on KDDTest-21, 

representing acceptable results. 

It is important to note that many related studies do not 

report both FPR and DR directly, limiting direct 

comparison. Among the studies that do, ICVAE-DNN [18] 

reports DRs of 77.43% on KDDTrain+ and 72.86% on 

KDDTest-21, while RNN-IDS [13] achieved a DR of 72.95% 

on KDDTrain+. For FPR, FSSL-EL [14] reported 5.31% on 

KDDTest+ and 20.35% on KDDTest-21, and RNN-IDS [13] 

reported 3.6% on KDDTest+, which is lower than our 

method's FPR on the same dataset. It should be noted 

that other reviewed studies either used different 

evaluation metrics or calculated DR and FPR separately 

for each attack type, making direct comparison in this 

section inappropriate. 
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The difference in FPR between KDDTest+ (4.49%) and 

KDDTest-21 (18.87%) for our method highlights the 

significant impact of dataset characteristics. The KDDTest-

21 dataset, with its higher proportion of unknown attacks, 

presents a greater challenge for accurate classification. 

This suggests that while our method effectively handles 

known attack patterns, further refinement is necessary to 

improve its ability to generalize to unseen attacks and 

consequently reduce the FPR in such challenging 

scenarios. 

One crucial aspect to consider when deploying 

intrusion detection systems in real-world environments is 

the speed of detection execution. To address this, we 

have examined the time taken to process an input sample 

at each of the detection layers individually. 
 

Table 5: The spent time of each detection layer 
 

Detection layer Detection 
method 

Type of 
learning 

Spent time 
(S) 

Based on 
heuristic rules Signature - 1.0753*10-4 

Based on 
clustering Anomaly Unsupervised 3.3016*10-4 

Based on 
neural 

networks 
Anomaly Semi-

supervised 614.5862*10-4 

 

Table 5 indicates that the first and second detection 

layer does not require much time to diagnose, and their 

time consuming is close to real-time. The third detection 

layer is more time-consuming due to the BPNN classifier. 

It can be said that by using of powerful processors it is 

possible to implement intrusion detection systems in real-

time environments. 

Conclusion and Future Work 

In this paper, we proposed an intrusion detection 

system (IDS) employing a hybrid approach to address the 

challenges of detecting intrusions without training 

samples and distinguishing between normal samples and 

those with similar patterns. The system incorporates 

three detection layers, each employing distinct 

methodologies to differentiate intrusions from normal 

samples. The first Detection Layer utilizes signature 

detection, leveraging heuristic rules to identify known 

intrusions similar to normal samples. The second 

Detection Layer is an anomaly-based approach using a 

clustering method to detect unknown intrusions. The 

third Detection Layer is another anomaly-based approach 

using a classification method, specifically a back 

propagation neural network (BPNN), to detect known 

intrusions with available training samples. 

For evaluation, we utilized the NSL-KDD dataset. By 

providing solutions for handling similar normal intrusions, 

intrusions without training samples, and intrusions with 

training samples, the proposed system demonstrated an 

increased detection rate and overall accuracy. A 

comparative analysis of the proposed method's total 

accuracy against several recently proposed methods 

evaluated using the NSL-KDD dataset highlights the 

effectiveness and success of our approach. The hybrid 

nature of our system, combining signature-based and 

anomaly-based methods, ensures robust performance 

across various intrusion scenarios. 

Future research will focus on exploring alternative 

supervised learning algorithms to replace the back 

propagation neural network in the third detection layer. 

We anticipate that finding a more efficient algorithm 

could further enhance the detection rate and accuracy of 

the proposed IDS, thus continuing to improve its 

effectiveness in real-world applications. 
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IDS Intrusion Detection System 
DoS Denial of Service 
R2L Remote-to-Local 
U2R User-to-Root 
TP True Positive 
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FP False Positive 
FN False Negative 
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DR Detection Rate 
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BPNN Back Propagation Neural Network 
KNN K-Nearest Neighbors 
SVM Support Vector Machine 
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Background and Objectives: The background of this research is the significance of 
current conveyors as essential building blocks in current-mode circuits. The objective 
is to design and simulate a second generation current conveyor (CCII) in a 180-nm 
CMOS process, aiming to achieve low impedance, accurate voltage copying, and high 
DC voltage gain. 

Methods: The proposed CCII design utilizes a flipped voltage follower (FVF) to provide 
low impedance. A novel operational transconductance amplifier (OTA) is introduced to 
accurately copy the voltage within the circuit. This OTA employs a positive feedback 
technique to increase its output resistance, thereby enhancing DC voltage gain and 
reducing input impedance. The performance of the presented CCII is evaluated 
through simulations in a 180-nm CMOS technology using Cadence software. 

Results: The simulation results show the successful operation of the CCII circuit. Key 
performance metrics include voltage and current tracking errors of 0.3% and 0.1%, 
respectively, and a bandwidth of 1.4 GHz. 

Conclusion: The research concludes that a new OTA and CCII have been successfully 
simulated in a 180-nm CMOS process. The proposed CCII design, based on FVF and a 
novel OTA with positive feedback, achieves improved DC voltage gain without 
compromising other specifications like power consumption, UGBW, and stability. The 
tracking errors in the proposed method are lower compared to existing approaches. 
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Introduction 

Analog signal processing can be achieved through either 

voltage-mode or current-mode techniques. Voltage-

mode circuits typically experience a fixed bandwidth 

product, which results in a decrease in amplifier 

bandwidth as voltage gain increases [1]. To address this 

issue, various approaches have been suggested to 

surmount the gain-dependent bandwidth constraint. One 

promising approach involves utilizing current-mode 

devices, which are capable of operating at high 

frequencies. While voltage-mode circuits have been 

widely used, current-mode circuits have emerged as a 

promising alternative due to their inherent advantages. 

These include a higher slew rate (SR), a wider operating 

frequency range, and a bandwidth that remains constant 

across various gain levels [3]. 

Current conveyors are regarded as fundamental 

components in current-mode circuits. These versatile 

analog components have garnered significant attention 

from researchers [3], [4]. They are characterized as three-

port structures. When the ports are labeled X, Y, and Z, 

the following equation describes their behavior: 

[

𝐼𝑌

𝑉𝑋

𝐼𝑍

] = [
0  𝑀  0
1  0   0
0  𝑁  0

] [

𝑉𝑌

𝐼𝑋

𝑉𝑍

]                                           (1) 

where in (1), I and V represent the currents and voltages 

http://jecei.sru.ac.ir/
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at the respective nodes. This discussion focuses on the 

second generation current conveyor (CCII), where the 

value of M is zero. An ideal CCII exhibits the following 

characteristics: 

  High impedance at node Y, low impedance at node 

X, and high output impedance at node Z. 

 Precise voltage transfer from node Y to node X and 

current transfer from node X to node Z. 

 High speed performance for a specified bias current. 

 Low operating supply voltage. 

Several CCII implementations have been proposed in 

the literature [3]-[10]. In [3], a current-mode 

instrumentation amplifier using a fully differential 

operational floating conveyor (FD-OFC) is presented. The 

FD-OFC enhances design flexibility and noise rejection, 

requiring only one circuit for simplicity and low-voltage 

operation (1.2 V). The design is analyzed analytically and 

simulated in 130-nm technology using Cadence software. 

References [4] and [5] introduce the operational 

floating current conveyor (OFCC) and discuss its 

applications. The OFCC operates efficiently with a 1.2V 

supply voltage and offers a wider bandwidth. It consists 

of two CCII blocks, a non-inverting trans-impedance 

amplifier, and a current steering circuit. The CCII includes 

a unity-gain amplifier followed by a common source 

amplifier [6]. In the first CCII, voltage tracking occurs 

between nodes Y and X, while current tracking is 

performed between nodes W and Z in the second CCII. 

This approach provides high performance using a simple 

circuit topology, but the resistance at terminal X of the 

CCII can be relatively high. 

Reference [7] explores three realizations of the OFC. 

The first realization employs two CCII blocks and a non-

inverting trans-impedance amplifier. The second OFC 

uses a CCII block, a non-inverting trans-impedance 

amplifier, and a positive current follower. The third OFC 

configuration includes a CCII block, an inverting trans-

impedance amplifier, and a positive current follower. 

However, these realizations require a lower impedance at 

terminal X and a voltage gain closer to unity. 

Reference [8] presents a digitally controlled OFCC-

based filter, incorporating a trans-conductance amplifier 

and a bandpass filter to reduce power consumption. 

However, this approach has a limited bandwidth. A CMOS 

OFCC structure suitable for instrumentation amplifiers is 

proposed in [9], designed in 90-nm process. While it 

reduces power consumption, the bandwidth 

improvement is not significant. Reference [10] introduces 

a logarithmic amplifier based on the OFCC, comprising an 

OFCC, a diode, and a grounded resistor. The CCII CMOS 

circuit uses a cascade current mirror to increase output 

impedance, but the low impedance condition at node X is 

not fully achieved. 

This paper proposes a new CMOS CCII with improved 

specifications, including low voltage and current tracking 

errors and high bandwidth. The proposed CCII utilizes a 

FVF to achieve low impedance at node X. A novel OTA is 

introduced to accurately copy the voltage from node Y to 

node X. By employing positive feedback, the OTA's output 

resistance and DC voltage gain are increased, further 

reducing the impedance at node X and increasing the 

input impedance at node Y. 

The subsequent sections of this article are organized as 

follows. Initially, the circuit structure of the presented 

OTA and CCII will be discussed in detail. Next section 

presents the simulation results and compares them to 

existing works.  To wrap up, the key findings of the 

research presented will be summarized. 

Proposed Circuits 

In this section, the proposed circuits of OTA and CCII 

are explained and the theoretical analysis are presented.  

Proposed OTA 

OTAs are fundamental components in numerous 

analog and mixed-mode circuits [11]-[16]. The 

conventional OTA circuit was first introduced in [17]. The 

presented OTA is illustrated in Fig. 1. Nodes VO and Vout 

represent the outputs of the first and second stages, 

respectively. The input differential pair comprises 

transistors M1 and M2, biased by the FVF circuit. The FVF 

is capable of operating with low supply voltages [18]-[20]. 

M2a, M2b, M3a, and M3b devices, in conjunction with M1a 

and M1b transistors acting as current sources, constitute 

the FVF. This structure incorporates two additional signal 

amplification paths.  

In the first path, the source of M2 device is connected 

to the gate of M9 transistor using the FVF. Additionally, 

there is a path connecting the source of M1 to the gate of 

M10. Consequently, the input signal is present at the gate-

source of M9 and M10, increasing the first-stage 

transconductance from gm1,2 to gmeff1 = gm1,2 + gm9,10. This 

enhancement leads to an improvement in DC voltage 

gain. 

FVF-based nonlinear current mirrors (NLCM), 

consisting of M11, M15, M17, M19 transistors and M12, M14, 

M16, M18 devices, are used in the second stage to improve 

the SR. As depicted in Fig. 1, the gate of M11 is connected 

to VO+, and similarly, the gate of M12 is connected to VO-. 

This connection provides an additional signal 

amplification path by increasing the second-stage 

transconductance. 

This paper modifies the OTA structure described in [17] 

to boost DC voltage gain without impacting power 

consumption. The output resistance of the second stage 

is improved by employing positive feedback, which leads 

to an increased DC voltage gain. Transistor pairs (M23, 

M24) and (M25, M26) are added to the conventional 

structure as current sources. 
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Fig. 1: The proposed OTA. 

 
 

Positive feedback is established by connecting these 

current sources to the outputs [21]. The DC voltage gain 

of the suggested OTA is determined as follows: 

[

𝐼𝑌

𝑉𝑋

𝐼𝑍

] = [
0  𝑀  0
1  0   0
0  𝑁  0

] [

𝑉𝑌

𝐼𝑋

𝑉𝑍

]     

𝐴𝑑 =  𝐴1 × 𝐴2                                                                       (2) 

where A1 is the DC voltage gain of the first stage and it can 

be obtained as below: 

𝐴1 =  𝐺𝑚𝑒𝑓𝑓1𝑅𝑜𝑢𝑡1                                                               (3) 

and,   

𝑅𝑂𝑈𝑇1 = 𝑔𝑚7𝑟𝑑𝑠7𝑟𝑑𝑠9ǁ(𝑔𝑚5𝑟𝑑𝑠5(𝑟𝑑𝑠1ǁ𝑟𝑑𝑠3))          (4) 

A2 represents the DC voltage gain of the second stage and 

is calculated as follows: 

𝐴2 =  𝐺𝑚𝑒𝑓𝑓2𝑅𝑜𝑢𝑡2                                                               (5) 

where, 

𝐺𝑚𝑒𝑓𝑓2 = 𝑔𝑚19+𝑔𝑚11𝑔𝑚17(𝑟𝑑𝑠11ǁ𝑟𝑑𝑠13)                          (6) 

𝑅𝑜𝑢𝑡2 =
1

𝑔𝑑𝑠17+𝑔𝑑𝑠19+𝑔𝑑𝑠21+𝐺𝑐𝑠
                                             (7) 

𝐺𝑐𝑠 =
1

𝑔𝑚26 𝑟𝑑𝑠26𝑅+𝑟𝑑𝑠26+𝑅

1−𝑔𝑚26  𝑟𝑑𝑠26

+
𝑔𝑚23

1+𝑔𝑚23𝑅
                                  (8) 

In the above equations, Rout refers to the output 

resistance of each stage. gm is the transconductance of a 

NMOS/PMOS device. Moreover, rds is the resistance of 

the drain-source of the utilized transistors, gds=1/rds, and 

Gcs=1/Rcs. Rcs is the resistance of the current source seen 

from the node Vout+ and it can be calculated according to 

Fig. 2. If the denominator of (7) is close to zero but its 

value is positive, then the differential gain increases 

significantly and the system is stable. 

 

R

+

-

Vgs23

gm23Vgs23rds23

Vout+

R

+

-

Vgs26

gm26Vgs26rds26

-Vout+

 

Fig. 2: Equivalent small-signal model for calculating the output 
resistance of the current source. 

 

Proposed CCII 

The proposed CCII structure is depicted in Fig. 3. The 

set of NMOS devices (M1, M2, and M3), and PMOS devices 

(M4, M5, M6) form the FVF. Transistor M7 works as a 

reference current generator. (M1, M4, M8) is a FVF circuit.  
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Fig. 3: The proposed CCII based on the OTA.  

 

The choice of using a FVF in the proposed CCII offers 

several key advantages over traditional configurations. 

1- Low Impedance: The FVF structure inherently 

provides low output impedance, which is crucial for 

ensuring proper current transfer and minimizing 

signal distortion in current-mode circuits. This low 

impedance directly contributes to the improved 

performance of the CCII, especially in driving high-

frequency loads. 

2- Enhanced Voltage Tracking: The FVF configuration 

helps in accurate voltage tracking by reducing the 

mismatch between the input and output voltages. 

This is particularly beneficial for achieving the 

precise replication of the input voltage in the CCII 

structure. 

3- Impact on Performance: By using FVF, we can 

significantly enhance the performance in terms of 

bandwidth and DC gain. The low impedance 

provided by the FVF ensures that the circuit can 

operate at higher speeds and with greater precision, 

resulting in an overall improvement in the CCII's 

voltage and current tracking capabilities. 

The operational amplifier with gain A is the amplifier 

shown in Fig. 1, which is used for three purposes. First, 

the voltage of nodes X and Y should be close to each 

other. Second, the resistance at the X node should be 

reduced. Finally, the resistance at the Y is high. The 

transistors (M9, M10) are used in CCII output. 

From Fig. 3, it can be seen that the input impedance of 

the Y node is infinite. The output impedance of node X is 

equal to: 

𝑅𝑥 =
1

𝐴𝑑𝑔𝑚1𝑔𝑚8(𝑟𝑑𝑠4ǁ𝑟𝑑𝑠8)
                                                      (9) 

The above equation shows that as the Ad increases, 

the resistance at node X decreases. The output resistance 

in node Z is obtained from the following equation. 

𝑅𝑧 = 𝑟𝑑𝑠9ǁ𝑟𝑑𝑠10                                                                   (10) 

Simulation Results 

Both the presented OTA and CCII are simulated in a 

standard 180-nm CMOS process with a supply voltage of 

1.8 V. The component values are similar to those used in 

the OTA presented in [17]. For the CCII, the dimensions of 

the transistors are as follows: the NMOS has dimensions 

of 1.5µm / 0.18µm, and the PMOS has dimensions of 

3.6µm / 0.18µm. Fig. 4 illustrates the open-loop 

frequency responses of the OTA. The DC voltage gain is 

measured at 101 dB, representing an enhancement of 7 

dB over the traditional structure. The OTA's unity-gain 

bandwidth (UGBW) is 230 MHz, and its phase margin is 

61°, indicating circuit stability. 

Monte-Carlo (MC) simulations of the OTA were 

conducted to assess process and mismatch variations. Fig. 

5 shows the MC histograms of the designed amplifier 

based on 1000 simulation runs. The mean and standard 

deviation values for the DC voltage gain are 104.2 dB and 

7.4 dB, respectively. Similarly, the mean and standard 

deviation values for the phase margin are obtained 66.6 

and 1.1 degrees, respectively. 
 

 
(a) 

 
(b) 

Fig. 4: The open-loop frequency response of the designed OTA: 
(a) DC voltage gain, (b) phase response across the frequency 

range. 
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(a) 

 
(b) 

Fig. 5: Histogram of Monte Carlo (MC) simulation results for 
the proposed OTA: (a) DC voltage gain, (b) phase margin. 

 
Table 1: A comparative analysis of the developed amplifier's 

performance versus existing design, highlighting the 

improvement in voltage gain 
 

 

Parameter 
This 
work  

[17] [19] 

Technology (nm) 180 180 180 

Supply Voltage (V) 1.8  1.8  1.8  

DC Voltage Gain (dB) 101 93 84 

Input-Referred 
Noise@100kHz 

(μv/ Hz)  

0.32 0.31 0.34 

Silicon Area (mm2) 0.022 0.021 0.07 

Differential Output 
Swing (Vpp) 

2.8 2.8 2.8 

Phase Margin (
o

) 62 65 77 

Power Dissipation 
(mW) 

2.8 2.8 3.1 

SR (V/µs)  650 494 63 

UGBW (MHz) 230 216 91 

Load Capacitor (pF) 1 1 100 

Operating Region 
Strong 

Inversion 
Strong 

Inversion 
Strong 

Inversion 

FOMs (MHz×pF/mA)  147 138 5290 

FOML (V×pF/µs×mA)  417 316 3660 

Table 1 presents the post-layout simulation results for 

the designed OTA and its competitor. The proposed OTA 

exhibits a higher DC voltage gain compared to the other 

solution, while maintaining comparable parameters such 

as UGBW, power consumption, and stability. To evaluate 

the relative performance of the two competitors, the 

figures of merit described in (11) and (12) are 

utilized [22]-[30]. 

𝐹𝑂𝑀𝑠 =
𝑈𝐺𝐵𝑊 𝐶𝐿

𝐼𝑇
                                                                 (11)  

𝐹𝑂𝑀𝐿 =
𝑆𝑅 𝐶𝐿

𝐼𝑇
                                                                      (12)  

where IT is the total circuit current and CL is the load 

capacitor. From Table 1, it can be concluded that the 

figure of merit of the presented OTA is better. 

The total power consumption of the proposed CCII is 

3.1 mW.  

Fig. 6 illustrates the input voltage tracking of the CCII, 

with an error of 0.3%. Fig. 7 depicts the output current 

tracking Iz/Ix, with an error of 0.1% across process and 

temperature corners. The bandwidth in TT (27°C), FF (-

40°C), and SS (90°C) is 1.1 GHz, 1.7 GHz, and 1.1 GHz, 

respectively. 
 

 

Fig. 6: Input terminals voltage tracking Vx/Vy. This figure 
illustrates the accuracy of voltage transfer between the 

terminal Vx and the terminal Vy. 

 

Table 2 presents a performance comparison between 

the designed CCII and one existing method. The results 

clearly demonstrate that the proposed method exhibits 

lower current and voltage tracking errors compared to 

existing approaches. Additionally, the proposed method 

offers a wider bandwidth than the existing methods. In [5] 

and [9], conventional methods are used in the CCII design 

to achieve certain performance metrics. However, the 

absence of positive feedback and innovative approaches 

in the OTA design leads to limitations in DC gain and other 

performance characteristics. In [18], a FVF is utilized, 

which affects the operating voltage. Compared to our 

design, this approach may not provide the optimal DC 

performance. 
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Table 2: Comparison of the performance between the 

developed design and existing similar works 

 

References 
This 
work 

[5] [9] [18] 

Process (nm) 180 130 90 500 

Supply 
Voltage (V)  

1.8 1.2 1.2 1.5 

Input voltage 
tracking 
error (%) 

0.3 0.% - - 

Output 
current 
tracking 
error (%) 

0.1 0.5 - - 

Bandwidth 
(GHz) 

1.5 1.2 0.104 0.1 

Power 
Consumption 

(mW)  
3.1 1.5 3 

 

0.6 

 
 

 

The layout view of the designed circuit is shown in Fig. 

8. The physical dimension of the designed CCII is 12 µm x 

17 µm, and the dimension of the designed OTA is 120 µm 

x 180 µm. These details provide a clearer understanding 

of the physical implementation and area utilization of the 

proposed design. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 7: Outputs current tracking Iz/Ix in different process corners 
and temperatures: (a) TT (27°C), (b) FF (-40°C), (c) SS (90°C). 

This figure shows the accuracy of current transfer in different 
operating scenarios. 

 

 
(a) 

 

 
(b) 

Fig. 8: Layout view of the proposed design: (a) Proposed CCII, 
(b) Proposed OTA. 

 

Conclusion 

Current conveyors are essential components in many 

current-mode circuits. This paper presents a novel OTA 

and CCII designed in a 180-nm CMOS process. The 
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presented circuits operate at a supply voltage of 1.8 V. 

The designed CCII employs a FVF to achieve low 

impedance at node X. A new OTA is introduced to 

accurately copy the voltage within the circuit. The 

proposed OTA utilizes positive feedback to increase its 

output resistance, resulting in improved DC voltage gain. 

Simulations were conducted to evaluate the performance 

of the designed CCII. The DC voltage gain of the OTA was 

increased by approximately 7 dB compared to its 

competitor without affecting specifications such as power 

consumption, UGBW, and stability.  

The current and voltage tracking errors in the 

proposed method are lower than those of existing 

methods. The proposed CCII design, with its low 

impedance and accurate voltage copying features, can be 

utilized in filter circuits, analog and digital signal 

processing, and signal amplification in 

telecommunications systems.  

These features ensure that signals are transmitted 

with minimal attenuation and distortion, improving 

overall system performance. 
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MC Monte-Carlo 

OTA Operational transconductance 

amplifier 

CCII Second generation current 

conveyor 

FVF Flipped voltage follower 

SR Slew rate 

FD-OFC Fully differential operational 

floating conveyor 

OFCC Operational floating current 

conveyor 

NLCM Nonlinear current mirrors 

UGBW Unity-gain bandwidth 
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Background and Objectives: The automobile industry is becoming more 
technologically advanced. Modern vehicles are expensive, but they have cutting-
edge security features. As a result, the average individual who can afford low-end 
vehicles must forego the latest improvements, such as greater safety. Therefore, 
the main goal was to create a small Internet of Things device that could be used 
on a mobile device to notify the user when a car comes from the opposite 
direction. It will promote human safety by alerting users to that vehicle. The 
preparation, integration, and deployment of a modern IoT-based vehicle detection 
device have been described in this work. From there, it goes through the 
OpenROAD toolchain, and OpenSTA is used for static timing analysis (STA) and the 
ASAP7 PDK is used for the design. In this paper, provide a performance evaluation 
study across all three metrics (power, performance and area), as well as the entire 
design flow from hardware description to final implementation. 
Methods: The entire behavioral level code goes through several stages before 
reaching a physical perspective, where various tools are used for multiple tasks. 
To obtain the desired physical-level architecture, first, use a tool to obtain the 
netlist file, including every G-cell map with a PDK-specific gate-level 
representation. Then, several stages will be followed to get the device’s physical 
view. 
Results: Throughout the entire experiment, the transition from RTL to GDSII was 
successfully achieved. Once the complete design is finished, the area, power, and 
timings all appear fine. Another unique characteristic is that the chip employed 
7nm technology. The 5 GHz frequency was attained when the chip functioned 
flawlessly without DRC or any connection problems, timing, or DRV violations. Less 
than 1 percent is the maximum allowable IR loss maintained. Over 80% of the total 
space was utilized effectively. 
Conclusion: To build an IoT gadget manufacturable with the best PPA, the general 
experiment was to write RTL code and proceed to the tap-out stage. The 
experiment achieved the best result by utilizing open-source chip design tools. 
Additionally, there are no DRC violations, timing problems, or power loss. 
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Introduction 

It was Kevin Ashton who first introduced the Internet of 

Things or IoT. All of the physical objects in the 

environment that communicates with one another via the 

internet is referred to as IoT systems [1]. 
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mailto:s.h.rakib.153@gmail.com
http://creativecommons.org/licenses/by/4.0/


S. H. Rakib et al. 

464  J. Electr. Comput. Eng. Innovations, 13(2): 463-472, 2025 

According to several industry projections, there will be 

approximately 50 billion smart devices linked to the 

Internet of Things (IoT) by 2030. These devices will aid in 

the development of novel solutions for issues affecting 

society as a whole, including telemetry, healthcare, home 

automation, energy conservation, security, wearable 

computing, asset tracking, public infrastructure 

maintenance, etc. [2]. 

The Association for Safe International Road Travel 

(ASIRT) estimates that 20–50 million people are injured or 

incapacitated and that approximately 1.3 million people 

die in traffic accidents annually. Worldwide, traffic 

accidents cost $518 billion, or 1% to 2% of each nation's 

yearly GDP [3]. As one of the biggest causes of death, road 

accidents claim 1.3 million lives annually. Therefore, 

vehicle detection technology may be a useful way to 

lower traffic accidents and improve public safety [4]. 

This IoT device was introduced to assist in decreasing 

accidents by warning drivers in advance. However, this 

gadget will be upgraded in the future to include the 

capability of providing a prompt alert to the nearby 

rescue team and ensuring prompt treatment to save the 

life of the passenger in the event of an accident. 

The Internet of Things (IoT) is a computer process in 

which every physical thing has sensors, microcontrollers, 

and transceivers for enabling communication. It also has 

proper protocol stacks built in to enable the objects to 

communicate with one another and with users [5].  

Various techniques can be employed for vehicle 

detection. When it comes to reducing accidents or 

promoting automated vehicles, this detecting procedure 

is essential. The statistical approach was one of the 

strategies. Statistical techniques effectively integrate 

activity data with sophisticated classify arithmetic 

knowledge about vehicle flight patterns. This method 

effectively locates and tracks the cars [6]. 

On numerous fronts, open-source EDA is quickly 

facilitating new waves of innovation. It expedites the 

scientific process and makes study findings applicable to 

contemporary business practices, according to academic 

scholars. Open-source EDA is a supplement and enhancer 

of commercial EDA for EDA experts and the industry 

ecosystem [7]. 

This device is based on real-time data capturing and is 

MCU-powered. OpenROAD flow and the Yosys, 

OpenROAD, and OpenSTA tools are utilized in the design 

of this [8]. A fully autonomous RTL-GDSII flow for quick 

architectural and design space exploration, early QoR 

prediction, and thorough physical design implementation 

is called OpenROAD-flow-scripts (ORFS) [9].  

Select open-source tools because they are user-

friendly, widely available, and compliant with industry 

standards. This project's complete ASIC flow is shown 

next. 

 
 

Fig. 1: An overview of the OpenROAD tool's implementation of 
the OpenROAD design flow. 

 

The design flow from RTL to the final physical design 

using OpenROAD, help understand the whole design 

process covered in the study. 

In the summer of 2020, OpenROAD fulfilled many 

"proof points" enabling the automated construction of a 

manufacturing layout in TSMC 65LP and 

GLOBALFOUNDRIES 12LP technologies, including a 12nm 

SOC tape-in. These "proof points" included passing all 

physical verification checks as well as electrical and timing 

correctness checks [10]. 

The selection of Yosys was based on its wide range of 

features, broad support for Verilog-2005, and ability to 

map to any standard cell library used in ASICs. The goal of 

OpenROAD usage in this design is to lower the obstacles 

that now prevent designers from implementing 

innovative technologies on hardware, including those 

related to cost, skill, and unpredictability [11]. 

A detailed analysis of power, time, and area wraps up 

the whole flow. Make use of 7nm PDK. To ensure that the 

design operates flawlessly, choose the best achievable 

frequency. And appropriately set all the restraints. The 

Objectives Provide a comprehensive system design and 

support the deployment of high-performing IoT 

endpoints for traffic safety. 

Technology is getting smaller day by day. Additionally, 

since smaller technology uses less space, it can 

accommodate a larger, more complicated design in a 

smaller space. And because of its tiny size, the design uses 

less power overall. That's why 7nm PDK was selected for 

the design, as it was the smallest technology available on 

OpenRoad Flow [12]. 

ASAP7 is an Advanced-Node Research PDK that is 

open-source. OpenROAD has also made the ASAP7 

advanced-node research PDK from Arizona State 

University publicly available to supplement the SKY130 

open-source manufacturable PDK [13]. Advanced 
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patterning technologies and scaling boosters (single 

diffusion break, contact-over-active-gate, dense 

crossovers, etc.) are reflected in the design principles of 

this incredibly realistic PDK [10]. 

First, strive to reach the optimal frequency that can 

accept the design without any violations. Power 

consumption is also given significant consideration, as it 

represents a major challenge for Internet of Things (IoT) 

devices. Since most IoT devices are portable charging 

systems that do not connect directly to a charging system, 

the primary goal when designing IoT devices is to 

minimize power consumption and maximize speed while 

maintaining functionality. 

The flow's default units are Time: 1ps; capacitance: 

1fF; voltage: 1v; power: 1pW; distance: 1um.                 

Device Structural Overview 

Based on information from the neighboring mobile 

network about whether or not any cars are approaching 

me, the MCU in this device manages network 

connectivity, sensor data, and the generation of the clock, 

reset, and data input signals for the IoT device. An LED 

display cannot display unwanted data until a reset signal 

is received. A clock signal is required for the synchronous 

operation of an Internet of Things device. Data from the 

MCU is saved by an IoT device, which also manages 

system operation by displaying it on an LED display. 

Manage the display_enable switch as well. 
 

Fig. 2: Structural overview of the device, highlighting its key 
components and their interconnections. 

 

The architecture is described before the detailed 

design begins which shows the structure of the IoT 

device also how the components are connected. 

The entire design flow is divided into three sections: 

 RTL Design 

 RTL to Gate Level Netlist Conversion 

 Physical Implementation 

The SDC file contains design constraints that are 

specified following the design's operating frequency of 

5GHz. As an example, the clock uncertainty is set to 20% 

of the clock period, the IO delay is set to 30%, and the 

maximum transition for both the data path and the clock 

path is set to 10%. As opposed to the typical setting of 5 

to 15% of the clock duration. It's probably set at 5 to 10 

for the clock path and 10 to 15% for the data paths [14]. 

The transition time of a CMOS gate is known to have a 

significant impact on its performance, including its 

propagation delay time and short circuit power 

dissipation [15]. 

Verilog Module 

For the IoT gadget, here is the code for functional 

work. 
 

Fig. 3: Verilog code for implemented IoT device. 

Physical design starts with the Verilog code for the IoT 

device, which represents the logic of the device. 

Synthesis with Yosys 

Yosys, a platform for managing and storing data, was 

first used to synthesize the Verilog of the Hardware device 

(IoT) into a gate-level netlist [16]. Additionally, Yosys 

provides us with a glimpse of the device schematic. 

Following synthesis using the ASAP7 PDK and this is the 

Yosys report. 
 

 
 

Fig. 4: Report of gate level netlist. 

Physical Design with OpenROAD 

For getting a concrete view of the design; several 

physical implementation phases need to be run each 

having different target and tasks corresponding the gate-

level netlist and generated SDC from Yosys output. 

A.  Floor Planning 

The overall goal of floor planning is to reduce the 

design's length and overall area [17]. The chip's area and 

shape must be determined at this point. Therefore, there 
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needs to be a few basic activities carried out, such as 

setting the block's core area, die area, utilization, and 

aspect ratio as well as positioning the physical cell, 

macros, and IO port on the appropriate edge.  

According to this design, the floorplan should begin at 

50% utilization and terminate at 55%. However, a 75% 

utilization rate is initially adopted in real projects [18].   

For this design, the die area and core areas are set at 

(0.0 0.0 4.5 4.5) and (0.108 0.27 4.374 4.32). Port 

placement is done using Metals 4 and 5, respectively, for 

the vertical and horizontal layers. 

B.  Power Planning 

An integrated circuit system's physical PDN extends its 

hierarchy across multiple tiers. The voltage regulator 

module (VRM), which is essentially a DC-DC converter 

that raises input DC voltage to the nominal supply voltage 

level as needed by the IC chip, provides power to the 

network [19]. 

In order to allocate power to every component in the 

design—including standard cells and macros—power 

planning is required. 
add_pdn_stripe -grid {top} -layer {M1} -width {0.018} -pitch 

{0.54} -offset {0} -followpins 

add_pdn_stripe -grid {top} -layer {M2} -width {0.018} -pitch 

{0.54} -offset {0} 

add_pdn_stripe -grid {top} -layer {M5} -width {0.12} -spacing 

{0.072} -pitch {0.75} -offset {0.13} 

The top layer in this block is made of metal 5, the 

intermediate layer is made of metal 2, and the special 

route is made of Metal1. 

 

 

 

 

 

 

 

 

 

 
 
 

Fig. 5: Illustration of the correct power grid distribution to 
ensure proper power delivery to the cell. 

 

The power grid distribution sends adequate power to 

all regions of the design, which is an important factor to 

take into account for the device's reliability. 

C.  Placement 

The goal of placement is to handle optimization goals 

like HPWL, routed wire length, time, power, routing, etc. 

while figuring out where to put instances (such as 

standard cells and macros) [20].  

Some problems can be resolved during the placement 

phase; for example, hard blockage can be used to reduce 

notch congestion, partial blockage can be used to address 

issues with cell density, and padding can be used to 

address issues with pin density [21]. Additionally, it is 

necessary to verify utilization; if it deviates significantly 

from the floorplan utilization, debug it to determine the 

cause. After the placement stage, the DRV and setup time 

must also be checked. 

Proper placement of the standard cell will reduce the 

likelihood of timing violations, power outages, or physical 

violations. Proper placement in the core area will 

facilitate easier connections between ports and cells, and 

if the cell is placed in a scattered configuration, power 

outages will not arise during design. Also, in the absence 

of congestion, there won't be any problems with a lack of 

tracks, which was one of the causes of the short violation. 

Finished the placement stage since it has a big impact on 

the design and doesn't throw off the sign-off process.  

The placement process consists of two basic steps: 

global placement and detailed placement [22]. 

The first tool uses global placement, which places cells 

that are genuinely existent in the netlist without adhering 

to any legality rules when doing so. Not positioned 

correctly in the row either. There are also overlaps 

between them. Subsequently, the tool places each cell 

precisely, adhering to the placement guidelines, so that 

they don't overlap, and placing them in between rows. 

 
(a) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 

 
Fig. 6: (a) Incorrect cell placement after global placement, 
showing overlapping cells and misalignment. (b) Corrected 
detailed placement, ensuring proper cell alignment within 

designated rows. 
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A comparison of incorrect and corrected cell 

placements highlights the importance of proper cell 

placement for efficient routing and performance. 

Place every cell closer together at this placement stage 

in order to fulfill the timing requirement as well. Then, by 

resizing the cell, optimization is carried out to decrease 

the slack.  

 

 
(a) 

 

 
(b) 
 

Fig. 7: a) place all cells in the design listed in the netlist file; b) 
highlighting the cells that were optimized to meet the timing 

constraints. (Shown in violet, yellow, and green). 
 

The placement of all cells and optimized cells for timing 

shows how cell placement affects timing performance. 
 

Table 1: The report following placement details are included in 
the table 
 
 

 

D.  Clock Tree Synthesis 

The movement and processing of data inside a chip are 

coordinated and controlled by a clock signal [23]. The 

clock port to every clock pin on the flop is connected by a 

clock tree.  

A clock signal on the flop is required for design 

operation. Therefore, the tree must be balanced because 

all of the flops may run simultaneously. Minimize the 

clock skew to balance the tree. The time disparity 

between the arrival times of the clock signal at each 

different flip is known as clock skew. Use an inverter or 

buffer at this point to balance the clock tree.  

Since the clock is the most important component of a 

synchronous system design, all flops must be 

synchronized for the design to operate flawlessly and shift 

and store any data [24]. CTS buffers or inverters are used 

to balance clock trees since they require a clock that is 

always on. If the clock path's wire width is not increased, 

cross-talk will result. Consequently, use NDR on the clock 

net. When creating clock trees, use the CTS buffer and 

inverter cell since their rise and fall times are the same. In 

addition, the wire length is affected by the location of the 

Flop during the installation step. It also impacts the setup 

and hold times. 

The addition of positive clock skew helps with design 

setup violations by increasing the time it takes for data to 

get from the launch flop to the capture flop [25]. On the 

other hand, skew added to the data would impact the 

difficult need for a more stable time and might result in 

design metastability, which will complicate the hold 

analysis. A cluster group is made up of virtually identical 

sorts of insertion delay flops.  

The software also makes an effort to create cluster 

groups based on the given skew and utilizes clustering to 

aid in tree balancing.  

 

 
 

(a) 



S. H. Rakib et al. 

468  J. Electr. Comput. Eng. Innovations, 13(2): 463-472, 2025 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 

(b) 
 

Fig. 8: Illustrations of: a) A clock port on the left boundary 
connecting all sequential cells b) A debugger window 

identifying problematic sequential cell groups with similar skew 
for timing issue resolution. 

 

It is essential to fix timing issues, and the port clocks 

connecting sequential cells, and the debugger indicating 

timing concerns, play a crucial role in this scenario. 

17 DFF flip-flops are linked to the clock port, as seen in 

the above image. Additionally, it can be seen that the 

design includes 17 DFF from the synthesis report. 

E.  Routing 

Routing is the technique of creating a physical link 

between each instance by utilizing the metal layer to 

connect all of the instances with ports or instance to 

instance.  

Prior to estimating the parasitic value, the tool 

completed global routing. In order to maintain the 

continuity of the N-well, a filler cell is also placed on this 

step. Once placed DEF is inserted, the tool reads LEF.  

 

Fig. 9: Signal routing indicating physical connections between 
all the communicating objects within the design. 

 Signal routing also has the critical task of routing the 

signals between all the object in the design such that they 

are connected correctly in the end layout. 

In order to accomplish global routing, it defines global 

routing cells, or gcells, and minimizes wire length and vias 

while limiting congestion and overflow within the 

cells [9]. 

Afterward, the tool finishes the detailed routing as 

efficiently as feasible, making use of the routing truck and 

being aware of the basic DRC rule of the design. 

Result and Discussion 

There are three primary (PPA) focuses in this 

study.   First is performance, often known as timing, in a 

VLSI digital design. Next are power and area. The battery 

lifetime and manufacturing cost will be impacted by 

increased power and area. However, if the timing is right, 

the device will function as intended. 

Moreover, the design will cease to function if the 

timing is violated. Primarily focused on using this concept 

to solve the time issue. Furthermore, this design must not 

have any time violations or negative slack. Contrasted 

with industry-level comparisons. With less than 1% IR 

loss, area utilization is also about 80% without filler, 

according to the industry level. 

The tool checked the design rules after finishing the 

detailed route, attempted to resolve any violations, and 

produced a design with the fewest possible timing and 

physical violations. Next comes the sign-off check, which 

includes a final, physical verification check, RC parasitic 

check, sign-off time check, and power analysis. The design 

may then be tapped out for manufacturing. 

In the final design stage, there are 476 single-cut vias 

and no DRC, connectivity, or DRV violations are present.  

   
Fig. 10: Design final physical layout — completed place and 

route after optimizations. 
 

The final physical layout, following optimization, is 
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given to show that the design process was accomplished 

effectively. It displays the results of the placement, 

routing, and optimization processes, indicating that the 

design fits the requirements and is ready for 

manufacture. This value is important because it 

demonstrates the efficacy of the design process and the 

overall operation of the IoT device. 

The overall design area is 14 um2 with an aspect ratio 

of 1, of which 80 percent is eventually used. The overall 

locations of all 193 cells. There are 476 single-cut vias in 

the final design stage, and there are no DRC, connection, 

or DRV violations. 
 

Table 2: Total number of cells used in the final designed layout 

 

Timing is a more important component of design as it 

affects functionality if it is done incorrectly. Thus, there 

shouldn't be any timing violation in the design. Timing 

violations mostly fall into two categories: setup and hold. 

The clock period mostly determines setup. The equations 

for Setup and Hold violation check: 

Tc2q + Tcomb + Tsetup ≤ Tclk + Tskew                                        (1) 

Tc2q + Tcomb ≥ Thold + Tskew                                                     (2) 

The setup analysis uses the worst data path delay if the 

path delay is maximal since the chip will pass other setup 

analyses if it operates with the largest delay  

Timing analysis is done with OpenSTA, a tool that is 

also integrated with OpenROAD flow scripts. Also, 

KLayout is utilized for Physical Verification Checks. 

Tool performed hold analysis using best case as in best 

scenario there is minimal data path delay and if chip 

functions here flawlessly, it will function for other analysis 

views [26]. 
 

Table 3: Final Design Timing Report 

 

The final complete timing report for the setup and hold 

design, including cell and net delay, is provided [26]. WNS 

and TNS are both greater than 0 because this design does 

not have any negative slack; for setup and hold analysis, 

these are 7.32 ps and 9.62 ps, respectively. Negative slack 

causes functional mismatches, whereas positive slack 

affects overall performance with regard to power but has 

no influence on device functionality. More positive slack 

will cause the device to consume more power.  

For this design, an IEEE 1481-1999 SPEF file was also 

created. By supplying the parasitic values of each net, the 

SPEF file aids the STA tool in accurately calculating the 

delay [27]. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 

 

 

 
 

(a) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

(b) 
 

Fig. 11: GBA report for: (a) Setup analysis and (b) Hold analysis, 
showing timing checks for signal synchronization. 
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The GBA report for setup and hold analysis is key for 

ensuring the design meets timing requirements. 

Usually, the sum of the circuit's dynamic and static 

power results in the overall power dissipation.  

Ptotal=Pdynamic+Pleakage                                                               (3) 

Pdynamic=Pswitching+Pshort_circuit (internal)                                 (4) 

Dynamic and static power loss are the two basic forms 

that occur in designs.  

Static power loss, often referred to as leakage power 

loss, and dynamic loss due to switching and short circuit 

loss. The design's switching activity is the primary 

determinant of switching power.  

In reality, logic transitions from 0 to 1 and 1 to 0 in a 

design resulting in dynamic power [28]. Furthermore, 

short circuit power is mostly impacted by a cell's 

transition time. Here is the equation for Dynamic Power 

loss in a design. 

Pswitch=a×f×Cload×Vdd2                                                                  (5) 

Psc=tsc×Vdd×Ipeak                                                                            (6) 

Leakage power, however, is the most crucial 

component. Considering that loss of data happens while 

a chip or gadget is not in use. Therefore, this loss must be 

reduced [29]. A device's lifespan will be shortened 

otherwise. 

 
Table 4: Breakdown of the total power in terms of switching, 
leakage, and internal power for each individual type of cell 

 

The design's overall power dissipation is 0.1758 mW, 

while most IoT devices consume 0.1 to 1 mW power [30]. 

 

 

 

 

 

 

 

 

 

 
 

Fig. 12: A graphic representation of the percentages of total 
power used in a certain type of cell. 

 

A maximum IR loss of less than 1% can be attained with 

wider stripes. When the layer becomes wider, it will 

reduce the total IR loss since R will also get smaller. If this 

design encounters an IR drop because of cell congestion 

in a specific area, the cell must be divided via placement 

blockage. 

The following table contains the power analysis (IR) 

report for this design, with IR drop percentages equal to 

the ratio of the worst-case voltage to the IR drop.  

 
Table 5: Table on IR droop analysis for VDD and VSS 

 

Due to the tiny size of the design, there isn't much IR 

drop; nevertheless, if it does exceed the limit, it varies 

from design to design. For example, in a moderate 

instance count design, the dynamic allowable IR drop is 

less than 10% and the static drop is 2% [31]. If the limit is 

crossed, the problem can be resolved by distributing the 

cell by putting cell blockages where IR problems arise, or 

by decreasing the R by widening the stripe layer or adding 

more stripes to the IR congested area.  

Conclusion 

The development, assembly, and implementation of a 

physical prototype for a cutting-edge Internet of Things 

device that can recognize cars are all covered in this study. 

Combining the ASAP7 PDK with Yosys for synthesis, 

OpenROAD for physical design, and OpenSTA timing 

analysis, a focused high-performance Internet of Things 

device was created. These attest to the design's true 

operation at maximum efficiency. The project primarily 

examines a chip's RTL-GDSII flow and the steps a designer 

takes to bring a chip from RTL to production. Additionally, 

using an open-source program, I completed the task and 

saw that the device's power, performance, and area (PPA) 

were all satisfactory. 

Future Work 

Starting at 10 GHz and satisfying the criteria with 1 mW 

of power, less area, and sufficient operating without 

timing violations were the main challenges. A significant 

setup and hold violation occurred on the 10 GHz 

frequency. Additionally, there was a brief infraction when 

an additional buffer and inverter were inserted to balance 

the clock tree to match the design at a 10GHz frequency. 

Thus, the area also grows. In addition, restricting IR drop 

to less than 1% and selecting power stripe width, which 

may supply power to the cell, were the other obstacles. 

This design can use a frequency of 5GHz to operate the 

device within the parameters. 

But there are further issues as well; just 80% of the 

available space is used. Future studies could attempt to 

employ fewer filler cells and more device space. In order 

to improve system performance overall, future work will 

focus on developing vehicle identification algorithms, 

Total Power

Sequential Combinational Clock
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investigating power-aware design, and investigating 

advanced design methodologies. Will also continue to 

work on constructing the entire gadget, including the 

MCU and LED sections. For design, the industry-standard 

tool can be utilized to get precise results. 
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Background and Objectives: The widespread use of mobile apps among children 
has introduced both opportunities and challenges, particularly in the realm of 
educational tools. Usability is critical for these apps, as it ensures that young users 
can easily engage with and benefit from educational content. The objective of this 
study is to evaluate the usability of Iranian Android math apps designed for children.  
Methods: This study is the expert review research and focuses specifically on 
Android applications designed to teach mathematics to children aged 6-9 years 
(preschool to grade 3). The apps were selected from two popular Iranian app stores: 
Bazar and Myket. A total of 100 math apps were intentionally chosen. Each app was 
tested for 15 minutes by the researcher to evaluate usability based on 39 usability 
factors derived from the literature on human-computer interaction. Non-
functional, non-interactive, paywalled, or text-only apps were excluded, leaving 44 
apps for detailed analysis. 
Results: 98% of the apps showed consistency in navigation and visual elements. 
77% of the apps provided feedback to users, indicating when a mistake was made 
or when a task was completed. However, only 9% offered positive feedback. 86% 
of the apps had appropriately sized icons and text, making them accessible to 
children. However, about 40% of the apps needed improvement in terms of 
simplifying the language and instructions to suit young children’s comprehension 
levels. 89% of the apps offered little to no personalization options. Most apps (56%) 
relied heavily on text prompts rather than audio or visual cues, making navigating 
difficult for younger children without adult assistance. 75% of the apps did not 
encourage children to engage in online transactions and 73% were free of 
advertisements, creating a safer and less distracting learning environment.  
Conclusion: While many Iranian math apps for children adhered to basic usability 
principles, there was a gap between research recommendations and their practical 
application, particularly in areas related to engagement, feedback, and 
personalization. Developers could partner with schools and education organizations 
to create apps that align with specific curriculums, have more personalized features, 
engage children using cartoon characters, and include interactive educational 
tools. Educational tools and platforms should provide environments that allow 
students to interact more with content, teachers, and classmates. This can be 
achieved through live chats, group discussions, and increased interactions with 
digital content such as quizzes and interactive assignments. Further, using 
gamification elements such as scoring, badges, and challenging levels can make 
learning process more engaging. 
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Introduction 
Mathematics is a fundamental subject for science and 

technology, which is necessary for the growth of 

countries and progress in fields such as medicine and 

engineering. However, many students struggle with 

mathematics. Research shows that a strong foundation in 
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elementary school is critical to success at higher levels of 

mathematics. In addition, students' academic success in 

mathematics positively and significantly predicts the level 

of their computational thinking skill [1]. Traditional 

teaching methods focus too much on memorization and 

can hinder students' deep understanding and interest. To 

solve these problems, the use of digital teaching methods 

is suggested to strengthen students' mathematical and 

problem-solving skills [2]. 

On the other hand, usability plays a key role in the 

design and development of digital products and 

interfaces, as it directly impacts user satisfaction, 

efficiency, and overall experience [3]. The main aspect of 

usability is ensuring that a system is intuitive and easy to 

use, allowing users to navigate and interact with it 

seamlessly. By prioritizing usability, designers can 

enhance user engagement and retention, reduce errors 

or frustration during interactions, and increase 

productivity and efficiency. Overall, the importance of 

usability lies in its ability to create positive user 

experiences, ultimately contributing to the success and 

effectiveness of digital products and services[4], [5]. 

The ever-increasing popularity of touchscreen devices 

and virtual apps has caused a significant increase in the 

utilization of touchscreen interfaces by children both for 

gaming and educational purposes [6]. Studies show that 

globally, over half of children under the age of 3 regularly 

use touchscreen devices [7]. Fig. 1 shows the result of a 

survey on U.S children's engagement with digital devices 

[8]. However, the usability of software plays a crucial role 

in children's engagement with these applications. 

Research in Human-Computer Interaction (HCI) and 

Interaction Design and Children (IDC) has demonstrated 

that the design of interfaces significantly shapes 

children's interactions with touchscreen apps [9]. 

However, several existing mathematics applications focus 

more on the content, and the usability of applications is 

ignored [10].  
 

 
 

Fig. 1: Children’s engagement with digital devices [8]. 

 

Therefore, the usability of kids' apps is of vital 

importance, due to the unique characteristics and needs 

of young users. Children, especially those in the early 

stages of development, require interfaces that are 

intuitive, engaging, and easy to navigate to effectively 

interact with digital content [11]. The usability of 

educational apps is essential to ensure they effectively 

facilitate learning and engagement among children [12]. 

Usability considerations such as clear navigation, age-

appropriate language, and interactive elements tailored 

to children's cognitive abilities are crucial in ensuring that 

kids can fully benefit from and enjoy educational or 

entertainment apps. By prioritizing usability in the design 

and development of kids' apps, developers can create 

safe, engaging, and enriching digital experiences that 

cater to the specific needs and preferences of young 

users, ultimately contributing to their overall growth and 

development [13].  

However, there is a lack of thorough evaluations on the 

usability of children's apps that are promoted with 

different educational goals [14]. Without a clear 

evaluation framework, parents and educators struggle to 

determine which applications provide both a user-

friendly experience and effective educational support. A 

comprehensive review is necessary to establish usability 

benchmarks, ensuring that digital learning tools meet the 

developmental needs of children. Additionally, as many 

children's apps seem to prioritize generating advertising 

revenue or collecting user data over usability, this raises 

concerns regarding ethical design practices and children's 

digital safety [15].  

Given the abundance of Iranian apps designed for 

children, examining the usability of these apps and how 

they align with the principles of Human-Computer 

Interaction is paramount. Iranian children grow up in an 

environment where their language, culture, and learning 

styles differ from those of children in other countries. 

Therefore, they should be designed in simple Persian and 

use familiar symbols for Iranian children. Moreover, in 

many countries, there are strict regulations to protect 

children in the digital space. However, this is not the case 

in Iran. Examining this issue as a usability parameter, can 

help policymakers and developers establish better 

standards for children's digital safety.  

Hence, the purpose of this research is to see if there is 

a gap between research and practice in Iranian 

educational apps developed for children. To narrow the 

scope of this research we focus on those Iranian Android 

apps that teach mathematics to children. Therefore, the 

question of this research is: to what extent do Iranian 

educational android math apps adhere to scientific 

usability principles. We should clarify that this study does 

not assess the educational effectiveness of these apps but 

solely their design principles. The result of this research 

can highly be useful for designers and developers of 

educational apps in Iran. Besides it can give parents and 

educators a comprehensive insight to select proper 

educational apps for children.  

Review of the Related Literature 

The first step in evaluating applications is finding a 

suitable framework for analyzing them [16]. Researchers 

[17], identify a scarcity of reliable evaluation tools for 
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educational apps, with existing tools often being either 

too complex, outdated, or lacking scientific backing. 

Overall, the literature review underscores the necessity 

for effective evaluation tools to navigate the vast array of 

educational apps and ensure they provide genuine 

educational benefits. In this part, a review of evaluation 

tools is presented as well as research that analyzed 

interface design practices based on design 

recommendations in the literature. 

In the user experience design process for children, the 

designer should first attract the child by appealing to their 

imagination, interests, and motivation [18]. Then, the 

designer should provide a high degree of freedom for the 

child to explore and experiment in the new world [19]. 

Finally, the designer should plan how the experience in 

the virtual world can be integrated into the real world for 

a holistic and engaging experience [20]. The best practices 

in user experience design for kids include showing respect 

by considering child thinking [21], using clear and 

consistent interfaces, sticking to plain talk with simple 

language and design elements, and gaining trust by 

providing safe and secure products [22], encouraging 

interaction through interactive features, and rewarding 

loyalty with virtual goods and incentives. These practices 

aim to create a positive and engaging online experience 

for children while also promoting repeat purchases and 

customer retention [23]. 

Soni and her colleagues developed a framework called 

TIDRC [9]. The TIDRC framework consists of 57 design 

suggestions that are divided into 19 interface dimensions 

and seven overarching categories depending on the 

impacted interface features. It provides practical design 

suggestions based on research for meeting the cognitive, 

physical, and socio-emotional needs of children in 

touchscreen interaction design. It includes advice on 

visual design, audio features, interactive elements, 

application responsiveness, informational features, 

physical gestures, target features, and socio-emotional 

contextual features. These recommendations are tailored 

to different age groups, from 2-7 years old to 7-11 years 

old, and aim to help create engaging and effective 

interaction.  

In another study, a collection of 23 usability guidelines 

was established for designing mobile-based Augmented 

Reality (AR) apps intended for kindergarten-aged 

children. Researchers carried out a thorough literature 

review to pinpoint existing usability principles from 

various sources. They then organized expert meetings to 

evaluate and enhance these principles. Lastly, they 

utilized factor analysis to group the refined principles into 

four categories: cognition, orientation, design, and 

support. Cognition features focused on cognitive and 

intellectual elements like learnability, efficiency, and 

minimizing memory load. Orientation emphasized user 

comprehension and interaction, such as enjoyment and 

customizability. Design principles centered on application 

usage, for instance, interactivity and simplicity, and finally 

support Geared towards user assistance, including error 

management and early testing. These guidelines aim to 

direct the development of more engaging, easy-to-learn, 

and user-friendly AR apps made for kindergarten children 

[24]. 

There is another instrument called the E.T.E.A. 

(Evaluation Tool for Educational Apps) [17]. It is designed 

to assess the quality of educational apps targeted at 

children aged 3 to 6 years. The instrument was developed 

based on a review of existing rubrics and checklists for 

evaluating educational apps, and it underwent 

Exploratory Factor Analysis (EFA) to confirm its validity 

and reliability. The E.T.E.A. aims to provide a simple, valid, 

and reliable tool for parents, custodians, and educators to 

make informed decisions when selecting educational 

apps for young children. The E.T.E.A. consists of a 

thirteen-item assessment questionnaire that evaluates 

four key dimensions of educational apps including 

usability, efficiency, parental control, and security. 

Usability assesses how easy the app is to use for children, 

including the clarity of instructions, consistency of visual 

elements, and the overall ease of navigation. Efficiency 

evaluates how effectively the app facilitates learning and 

engagement for children. Parental Control examines the 

features that allow parents to monitor and control their 

child's use of the app, such as providing feedback on the 

child's progress and ensuring no disruptive 

advertisements are present. Security focuses on the app's 

privacy policies and how it manages personal data, 

ensuring that children's information is protected. 

Besides papers that discuss dimensions for evaluating 

apps, other researchers recommend some points to 

enhance the usability of apps for children. For example, 

Anthony and her colleagues recommend providing visual 

feedback, especially for children, wherever possible 

during surface gesture interaction on mobile devices [25]. 

Another key issue that Meyer and his colleagues raise is 

the frequent use of annoying video ads and the fact that 

children are often tempted to watch these ads in 

exchange for rewards [26]. These distractions are 

annoying and can cause users' dissatisfaction. Besides 

they can pull young users away from the real learning 

objectives of the app, making it harder for them to focus 

on what they should be gaining from the experience [27]. 

To assess the usability of Iranian math applications 

created for children, the researcher combined and 

categorized various dimensions and aligned them with 

HCI guidelines and principles, as suggested by 

Shneiderman and Plaisant [4], who advocate for designing 

interfaces for children as if they are new or inexperienced 

users. This led to 39 parameters including criteria such as 
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consistency [9], [12], [17], [23], [24], [28], informative 

feedback [12], [17], [28], design adapted to children's 

skills and interaction styles [9], [17], [24], [28]. Table 1 

presents these criteria in detail. 

Besides considering general usability guidelines for 

novice or first-time users, limiting the vocabulary to a few 

commonly used concept terms is crucial [23], [28]. It is 

also important to keep the number of actions minimal to 

ensure that new and inexperienced users can complete 

basic tasks successfully [9], thereby reducing anxiety, 

boosting confidence, and offering positive reinforcement. 

Providing informative feedback on task completion is 

beneficial, and offering clear, specific error messages 

when users make mistakes is essential [12], [17], [28]. 

Thoughtfully crafted video demonstrations and online 

tutorials can also be effective [4].  

Method 

The method of this research is expert review. In this 

method, the researcher is an expert in usability studies 

and evaluates objects systematically based on standard 

parameters. This method doesn’t require direct testing on 

users. A natural way to evaluate interfaces is to show 

them to users and gather their feedback. While informal 

demos with test subjects can offer some insight, formal 

expert reviews are generally more effective. Expert 

review enables faster and more standardized evaluation. 

Experts can analyze applications using design principles 

and scientific criteria without being influenced by 

children's behavioral variables. Young children may not 

be able to provide precise or logical feedback. Utilizing 

experts in this field ensures that analyses are based on 

well-established and scientifically valid criteria. Many 

usability evaluation studies have employed expert review, 

as it offers more efficient methods for systematically 

analyzing the design features of applications. [4]. 

 In this study, the usability of Iranian Android math 

apps designed for children aged 6 to 9 (preschool to grade 

3) was evaluated. Given the restrictions on iOS usage in 

Iran, the apps were selected from two major Iranian 

Android app stores: Bazar1 and Myket2. These platforms 

are widely used due to their accessibility. To ensure to 

have a representative sample, we started by manually 

searching for 100 apps using keywords like "teaching 

math to kids," "math learning apps," and "kids math 

education" in Persian. It helped to find a diverse range of 

apps that directly focused on teaching math to children. 

Since it was aimed to explore a broad range of apps, no 

limits were set on the number of downloads, which varied 

from just 10 to over 500,000. Between July 22 and August 

5, 2024, we selected 100 apps, intentionally excluding any 

older versions of apps already on the list. Bazar and Myket 

don’t offer an option to filter app search results based on 

                                                           
1 https://cafebazaar.ir/?l=en 
2 https://myket.ir/ 

what users specifically need. On top of that, the "number 

of hits" shown includes not just the apps themselves but 

also every time the search term appears in the app titles 

and descriptions. This means that searching for 

something like "teaching math to kids" often brings up a 

lot of irrelevant results. 

The researcher, applied strict criteria to decide which 

apps would move forward for testing. Only apps that 

worked properly and offered interactive features were 

included for detailed usability analysis. Interactive 

applications are programs that allow users, especially 

children, to actively engage with them rather than merely 

viewing static content such as text or videos. Therefore, 

Apps that didn’t function correctly, required purchases 

before offering any meaningful content or lacked 

interactive elements (such as text-only apps) were 

excluded. Additionally, apps that were simply videos or 

non-interactive presentations, were excluded, as these 

didn’t meet the goal of helping children actively engage 

with math learning. After this filtering process, it ended 

up with a final sample of 44 apps, which were then put 

through a detailed usability review. 

Each of the 44 apps was tested for around 15 minutes. 

The decision to use a 15-minute window came from the 

average time children tend to spend on educational apps 

in a single session. During the testing phase, the apps 

were assessed based on 39 usability factors drawn from 

existing research on Human-Computer Interaction (HCI) 

and educational app design. These factors included how 

easy the app was to navigate, the clarity of its 

instructions, how well it used visual and auditory 

feedback, and whether the content was appropriate for 

the target age group. 

For each app, the researcher tried to complete as many 

tasks as possible within the 15-minute timeframe. If an 

app was more complex, extra time was given to make sure 

all its features were thoroughly assessed. Throughout the 

process, we noted any design issues or problems with 

responsiveness and made observations about how 

intuitive the app was for a child to use. The researcher 

made notes explaining how the gameplay aligned with 

the criteria for each score. 

To evaluate the apps, each usability factor was rated 

from 0 to 4. A score of 0 indicated that the app failed to 

meet usability expectations, while a score of 4 showed 

that it fully complied with usability guidelines. For each 

program, each of the 39 items shown in Table 1 was 

investigated and a number between 0 and 4 was assigned 

to the App for that parameter. Finally, the percentage of 

programs that scored 3 or higher on each parameter was 

determined, as reported in Fig 2. 

Each app was assessed on several key areas: 
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Navigation and Interface Consistency: how smoothly 

the app’s design and navigation flowed, helping children 

move easily through different sections without getting 

confused.  

Feedback Mechanisms: how well the app informed 

users about mistakes or task completion, such as through 

visual cues or sounds. 

Engagement and Attractiveness: how visually 

appealing and engaging the app was for children. This 
included elements like animations, vibrant colors, and fun 

tasks to hold their attention. 

Personalization Options: whether the app allowed 

users to adjust settings like difficulty levels or themes to 

cater to individual learning preferences. 

 

Cognitive Design: whether the app’s language and 

instructions were simple and clear enough for children to 

understand without adult assistance, and if it used helpful 

audio or visual cues to support learning. 

After completing the usability testing of all 44 apps, the 

scores were compiled and analyzed. The frequency of 

scores for each usability factor was calculated to help 

identify patterns. This analysis helped to highlight where 

most apps were doing well and where improvements 

were needed. For example, apps that scored below 39 

points (out of a possible 156) were flagged as having 

significant usability problems. Based on Table 1, 39 

parameters were examined for each App, when an App is 

Table 1: HCI Guidelines for designing interfaces for kids 
 

HCI Guidelines Details 

Strive for consistency Metaphors, navigation, content, and visual elements [9], [12], [17], [23], [24], [28]. 

Providing informative feedback 
Children know if they make a mistake [28] 

Visual/audio [9] 
Appropriate, and clear [12], [17], [28]] 

Considering kids skills 

The use of animation and images matches with children's skills [28]. 
Instructions in apps are presented in a manner suitable for children [17] 

The app is user-friendly for children, allowing for easy scrolling and navigation [17], [24], [28] 
Icon sizes are appropriate and manageable for children [28] 

Interactive widgets are intentionally designed to be visually larger [9] 
The language used is simple and suitable for the target age group [23], [28] 

Abstract signs and symbols are eliminated [9] 
Avoidance of visually complex backgrounds in applications is recommended [9] 

Use a minimum of 14-point font size and appropriate spacing [9], [28] 

Reduce user frustration 
Avoid App crash, hanging, or freeze [24], [28] 

Fast load [12] 

Attract users 

An engaging design with clear visuals [24], [29] 
Bright colors that attract children [28] 

Stimulation of children's imagination, interests, and motivation [23] 
Incorporation of interactive cartoon characters on the screen [23] 

Getting the users’ attention Use sound effects and voice to get users’ attention [9] 

Consider Learnability and 
Retention overtime 

Once they receive help from adults, children should be able to use it on their own. The app 
should be easy to use without requiring special training. [12], [24], [28] 

Reduce short-term memory load [5], [23] 

Legal and security concerns 
The app does not encourage children to engage in any online transactions [23] 

The app is free from advertisements, such as pop-up messages [17] 

Personalization 

The application should be flexible enough to get customized based on user requirements [9], 
[24], [28] 

Easily users can start or stop any activity at any time [28] 
The application should allow users to bypass instructions or content that isn't part of the 

gameplay [24] 
The app should offer children a significant level of freedom to explore and experiment within 

the new environment [23] 

Interaction Styles 
 

Clearly distinguish clickable items from other elements on the screen [9]. 
Restrict the functionality of clickable items to their intended purpose [9]. 

Avoid using extensive menus in apps designed for children [9]. 
Ensure the menu is suitable for touchscreen use [28]. 

Minimize the use of text prompts [9]. 
Include audio prompts alongside visual cues [9]. 
Use animated prompts to illustrate gestures [9]. 

Provide audio support for text labels and instructions [9]. 
Avoid implementing rotation gestures [28]. 
Do not utilize pinch-to-zoom gestures [28]. 

Avoid drag-and-drop gestures [28]. 
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scored below 39, it means that in most of the questions it 

had gained one or less.  

Before starting the full usability evaluation, a pilot test 

was conducted with five randomly selected apps. This 

pilot phase helped fine-tune the evaluation process, 

making sure that the chosen usability factors were 

appropriate for the apps being tested. It confirmed that 

15 minutes was an appropriate amount of time for testing 

most apps, as children typically use educational apps in 

short bursts.  

Since no children were directly involved in the study, 

there were no ethical concerns related to user 

participation. However, each app was carefully reviewed 

to ensure that it was age-appropriate and that no harmful 

content or in-app purchases were present that could 

exploit children. Apps that included excessive 

advertisements or encouraged online transactions were 

flagged and excluded from the final sample to protect 

children from potential risks. 

Results and Discussion 

A quick overview of math apps for kids on Bazar and 

Myket reveals that most of them are free, with full 

versions accessible, and only a small number require 

payment. About 96% of the apps, largely released or 

updated between 2019 and 2024, don’t cost anything. 

The developers of most of these apps are freelancers or 

private companies. 

When it comes to math apps for kids, nearly 12% of 

them don’t work at all! 11% just display text to teach kids 

math!! 18% aren’t interactive and only provide videos for 

teaching math to kids. Some videos are simply recordings 

of a classroom lesson, while others are more creative and 

designed as animations. However, none of them create 

any interactive tools for the child. Besides 15% asked kids 

in-app purchases or register and provide some 

information such as their mobile phone number without 

even letting the user examine a demo of the application 

to decide whether he wants to use it or not. All these apps 

were excluded and the remaining 44 ones were analyzed. 

From the remaining 44 teaching math to kids’ apps 

that we explored, 18% of them only have one main 

function mostly counting or clock. About 28% offer two 

features such as adding and subtraction, and 40% provide 

three or four functionalities mostly adding, subtraction, 

multiplication, and division. Apps with five or more 

functions make up just 14% and add functionalities such 

as clock, shapes, and pattern recognition to the 

functionalities mentioned above. These apps generally 

aim at two groups: children and parents or teachers. Most 

are designed for kids, while only 8% are specifically 

created for parents or teachers. Besides, user ratings vary 

from 2.2 to 5, with an average of around 4.  

Results show that nearly 98% of apps “strive for 

consistency” and follow the same navigation and visual 

elements around the app.  This finding aligns with other 

research emphasizing the importance of a consistent 

interface for usability in educational apps. For instance, 

Soni and her colleagues developed a framework (TIDRC) 

that includes design suggestions for cognitive and 

physical needs, which supports the need for consistency 

in app design [9]. 

Regarding providing feedback to users, the majority of 

the apps (77%) in our sample “provide feedback” and let 

the kids know about their mistakes. This finding is 

consistent with recommendations from other studies, 

such as those by Anthony and colleagues, who advocate 

for visual feedback during interactions to enhance 

usability for children [9]. However, only 9% of apps use 

positive phrases such as “My dear try again” to inform the 

user of his mistake. Others, just create a text, sound, 

vibration, or a changed color, among them, 4% make 

harsh sounds and that may cause kids to experience 

stress. This indicates a significant gap in the quality of user 

interaction. This discrepancy suggests that developers are 

more focused on visual consistency than on increasing 

user motivation through positive feedback. The impact of 

positive on children's learning and motivation is 

significant, influencing their engagement and persistence 

in educational tasks. Positive feedback has been shown to 

enhance motivation, self-efficacy, and skill acquisition, 

while negative feedback can lead to decreased motivation 

and increased anxiety [30], [31].  

Concerning the parameter of “considering children's 

skill levels”, more than half of the apps meet this criterion. 

Specifically, in regards to icon and text sizes, about 86% of 

apps designed icons and texts large enough to be suitable 

for kids. It is also notable that almost none of the studied 

apps used abstract signs and symbols that are vague for 

kids and avoid complex backgrounds. All the apps we 

explored were easy to use and children could learn to 

start working with them without the help of adults. 

However, instructions and language used in nearly 40% of 

apps need to be edited to be more understandable for 

kids. This difference suggests that more attention was 

paid to visual design than to the simplicity of language. 

The Average score for the recommendations to help 

attract users is 2.1 which shows apps are not attractive 

enough and don’t stimulate children’s imagination, 

interest, and motivation. Since visual appeal and effective 

interaction play an important role in children's learning, 

this deficiency can negatively affect children's 

concentration, motivation, and information retention. 

Research has shown that the use of interactive elements 

such as cartoon characters [23] ,  and gamification [32] 

can increase children's engagement with educational 

content, which ultimately improves understanding of 

concepts and increases the duration of interaction with 

educational apps [33].  However, Only 16% of apps use 

interactive cartoon characters which is recommended to 



Paper Title 

J. Electr. Comput. Eng. Innovations, 13(2): 473-484, 2025                                                                      479 

engage. This low rate suggests that most developers have 

not paid enough attention to the psychology of children's 

learning and the role of engagement in enhancing their 

cognitive performance.  As mentioned earlier, 15% of the 

100 apps we selected to analyze, asked kids in-app 

purchases before allowing them to do any interaction and 

we excluded these apps. However, fortunately, 75% of 44 

apps studied in this research do not encourage children to 

engage in any online transaction and 73% are free from 

advertisements. This is a positive finding compared to 

other studies [26] that have highlighted the negative 

impact of intrusive ads on children's focus and learning 

objectives. However, while these numbers represent a 

positive trend in creating a safe environment for children, 

25% of apps still have in-app features and 27% have ads, 

which can be distracting for younger users. 

In regards to personalization, 89% of apps don’t 

provide customization options to users. Others allow very 

limited personalization features. Just 2% of apps let the 

user change difficulty level. Further, in 2% of apps, the 

user can choose between the automatic process of the 

app and the user-based selection process. 

Only 7 % of apps let the user connect or disconnect the 

background music and in 2% of apps, the user can ask for 

the repetition of instructions. This statistic shows that 

developers have paid less attention to the individual 

needs of users, while personalization options can help 

improve the user experience and increase children's 

engagement with the app. Finally, analyzing interaction 

style parameters, shows that nearly in all apps, clickable 

items are clearly distinguishable and their functionality is 

restricted to the intended purposes. Extensive menus are 

not used and menus are suitable for touchscreen use. 

However, more than half of the apps (56%) use text 

prompts extensively instead of audio or visual cues and 

82% don’t provide audio support for text labels and 

instruction. Moreover, 73% don’t include audio cues with 

visual prompts, and 91% don’t employ animated prompts 

to illustrate gestures. This shows that many apps are not 

designed optimally for interaction with younger users, 

who may not have reading skills. This shortcoming can 

reduce accessibility and ease of understanding of content 

for children.  

Fig. 2 gives a visual view of the results explained. While 

most apps meet basic usability standards, there are still 

some significant shortcomings in areas that could impact 

how well children can learn and stay engaged with these 

tools. 

A. Adherence to Basic Usability Principles 

Most of the apps (98%) followed the key usability 

principles, particularly when it came to consistent 

navigation and visual elements. This consistency helps 

children use the apps more easily, reducing confusion and 

making it simpler to complete tasks. The apps also 

generally did well in terms of physical accessibility, like 

having buttons and text that were the right size for 

children’s small hands and developing motor skills. These 

design elements are crucial because they allow children 

to interact with the apps without getting frustrated, 

helping them focus more on learning rather than figuring 

out how to use the app. 

B. Feedback and Engagement Issues 

While many apps (77%) provided feedback when 

children made mistakes or completed tasks, only 9% 

offered positive, encouraging feedback. Most apps relied 

on simple cues like text or color changes, and a few even 

used harsh sounds to indicate errors, which can cause 

stress for young users. The lack of supportive feedback is 

a missed opportunity to motivate children and encourage 

learning. Positive reinforcement is especially important in 

educational settings, as it can boost a child’s confidence 

and willingness to keep trying.  

The apps also scored low on how engaging they were, 

with an average score of 2.1 out of 4. Most apps lack the 

interactive features that make learning fun for kids, like 

cartoon characters or exciting visuals. Only 16% of the 

apps used such engaging elements. Without these, 

children are less likely to stay focused on the math 

content, which reduces the app's overall effectiveness. 

C. Challenges with Cognitive Design 

Another major issue was the cognitive design of many 

apps. While over half of the apps did take into account the 

skill levels of young children, about 40% still used complex 

language and instructions that would be difficult for a 6- 

to 9-year-old to understand. This presents a significant 

barrier to effective learning since kids may struggle to 

comprehend what they’re supposed to do.  

Additionally, more than half of the apps (56%) relied 

too much on text prompts and didn’t offer enough visual 

or audio cues to help non-readers navigate the content. 

Effective app design should consider children's 

developmental stages, and many of these apps failed to 

offer the necessary supports for younger users. Apps that 

don’t offer clear guidance or break things down into 

manageable steps are harder for children to use 

independently, limiting their learning potential. 

D. Limited Personalization 

A key shortcoming in many of the apps was the lack of 

personalization. Only 11% of the apps allowed users to 

tailor their experience, such as adjusting the difficulty 

level or changing the feedback style. Personalization is 

essential because it allows the app to cater to each child’s 

unique learning pace and needs. Without this flexibility, 

the apps are less likely to meet the diverse learning styles 

of children effectively. This is especially important for kids 

who need extra support or, conversely, those who may 

require more challenging tasks. 
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E. Safe and Distraction-Free Learning 

On a more positive note, 75% of the apps did not push 

for online transactions, and 73% were free of ads. This is 

a huge plus for parents and teachers, as it means the apps 

provide a safer, less distracting environment for learning. 

Ads and in-app purchases can take away from the 

educational experience and introduce risks for children, 

so their absence in many of the apps is a strong point. 

F. Gaps between Research and Practice 

One of the key findings from this study is the gap 

between what research suggests for educational app 

design and what’s being implemented. While many apps 

followed basic physical usability guidelines, they often 

didn’t perform well in areas like cognitive design, 

engagement, and feedback—all of which are essential for 

effective learning.  

 
 

Fig. 2: The rate of apps’ adherence to HCI factors. 
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In terms of cognitive design, about 40% of apps used 

complex language and instructions that were difficult for 

children to understand. In addition, more than 56% of 

apps relied heavily on text messages and did not use 

audio or visual prompts appropriate for illiterate or low-

literate children. Good cognitive design helps children 

understand new concepts with minimal mental effort and 

not get discouraged from using the app [34], [35]. 

Developers should use simple language, meaningful 

icons, audio prompts, and educational animations to help 

children. 

Regarding engagement, the average user engagement 

score was 2.1 out of 4, indicating low engagement for 

most apps. Furthermore, only 16% of apps used 

interactive cartoon characters, even though research has 

shown that interactive characters help increase attention, 

motivation, and enjoyment of learning. Effective learning 

happens when children are actively involved. The lack of 

engaging features can make children lose interest in the 

app [33]. Developers can make the learning experience 

more engaging by adding gamification elements (scoring, 

badges, and challenges) and using animated characters. 

Concerning providing positive feedback, although 77% 

of apps provide some form of feedback, only 9% provide 

positive, motivating feedback. This means that most apps 

use neutral or even negative methods when providing 

feedback on user mistakes, which can make the learning 

experience stressful. Research has shown that positive, 

motivating feedback increases children's self-confidence 

and improves the learning process [30], [31]. Developers 

should use positive statements and engaging visual 

feedback to motivate children to learn more. 

Developers need to understand the importance of 

adding more interactive features, offering positive 

feedback, and simplifying language for younger users. By 

following research-based recommendations more 

closely, developers can create apps that not only meet 

usability standards but also enhance the learning 

experience for children. 

Conclusion 

This research sheds light on how Iranian Android math 

apps for children are performing in terms of usability, 

uncovering both strengths and areas for growth. The 

results are relevant for various groups—app developers, 

educators, parents, and policymakers—who all have a 

stake in improving educational technology for young 

learners.  

This study found significant gaps in how the apps 

engage with children, provide feedback, and support their 

cognitive development. Developers can use these findings 

to create better, more user-friendly educational apps. 

Many of the apps were too text-heavy or complicated for 

young children. Developers should focus on making apps 

simpler and more intuitive by using age-appropriate 

language, visuals, and sounds. Only 9% of the apps 

provided positive feedback, which is crucial for motivating 

kids. Positive feedback helps build confidence and 

encourages children to keep learning, making the 

experience more rewarding [36]. With just 11% of the 

apps offering any customization, there’s a big opportunity 

for improvement. Developers should consider adding 

features like adjustable difficulty levels or options for 

different learning styles. This way, each child can have a 

personalized learning experience that fits their unique 

needs, helping them learn more effectively. Developers 

could partner with schools and education organizations to 

create apps that align with specific curriculums, have 

more personalized features, use cartoon characters to 

engage children, and include interactive educational 

tools. By doing so, they can ensure that their apps meet 

both educational and usability standards, increasing their 

appeal and credibility within the educational community. 

Educational tools and platforms should provide 

environments that allow students to interact more with 

content, teachers, and classmates. This can be achieved 

through live chats, group discussions, and increased 

interactions with digital content such as quizzes and 

interactive assignments. Further, using gamification 

elements such as scoring, badges, and challenging levels 

can make the learning process more engaging. 

Teachers and parents are key decision-makers when it 

comes to choosing educational tools for children. This 

research provides them with insights on how to pick the 

best apps for learning. The study shows which app 

features make a real difference in usability and learning. 

By choosing apps with positive feedback, simple designs, 

and engaging content, educators and parents can ensure 

that children are using tools that help them learn. Since 

many of these apps still require adult help, educators and 

parents need to be aware of this. They might need to step 

in to provide additional support or guidance, especially 

when apps don’t have enough visual or audio cues.  

Policymakers and educational organizations can also 

use this research to set better standards for educational 

apps, ensuring they meet both usability and learning 

requirements. Based on the gaps found in this research, 

education authorities could develop clear guidelines that 

app developers must follow. These guidelines should 

focus on keeping the design simple, the navigation 

intuitive, and the content engaging and suitable for young 

learners. Further, policymakers could introduce a 

certification process that ensures only high-quality 

educational apps are recommended for use in schools. 

This would give teachers and parents a trusted way to 

know which apps are the most effective and safe for 

children to use. 

In summary, the findings of this research have practical 

implications for how educational apps are developed, 
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selected, and used. By applying these insights, developers 

can create more engaging and effective tools paying more 

attention to interactive design and gamification. While 

educators and parents can make informed choices about 

which apps to use, choosing apps that provide positive 

feedback and voice guidance while committing to security 

settings. This ultimately leads to better learning 

experiences for children, helping them succeed in both 

the digital and classroom environments. 

While this study offers valuable insights into how 

usable Iranian math apps are for children, there are a few 

limitations that should be considered to better 

understand the findings and their relevance. By 

recognizing these limitations, we can better understand 

the study's context and scope.  

The research focused only on math apps from two 

Iranian Android app stores—Bazar and Myket. This means 

the study might not fully capture the broader range of 

educational apps available in Iran, especially those on 

global platforms like the Google Play Store or the iOS App 

Store. Additionally, since only math apps were studied, 

the findings may not apply to apps for other subjects, like 

science or reading. 

Each app was tested for only 15 minutes, which might 

not be enough time to fully understand its usability. Some 

issues, like whether children get tired of the app, how 

easy it is to learn to use, or how engaging it remains over 

time, may not have been noticeable in such a short test. 

A longer testing period could reveal more about how 

children interact with these apps in the long run. 

This study focused on apps designed for kids aged 6 to 

9. As a result, the findings may not apply to apps meant 

for older children. Usability needs vary by age, so future 

studies could explore how apps perform for children of 

different ages to get a broader picture. 

Since this study focused on Iranian apps, the findings 

are shaped by local cultural, educational, and 

technological factors. While some usability principles are 

universal, the way children learn and interact with apps 

can vary across different cultures, which limits how well 

these findings apply to educational apps in other regions. 

Another limitation is that the study did not involve 

direct user testing with children. Instead, the apps were 

evaluated by a single researcher. Watching how children 

interact with the apps in real-life settings could have 

provided richer insights into how usable they are and 

might have uncovered more usability challenges that 

weren’t evident through researcher evaluation alone. 

Future research could expand by including a broader 

range of apps, and testing the apps directly with children 

to gather more comprehensive findings. 

Since this study focused on Iranian apps, future 

research could look at how educational apps from other 

countries perform. A global comparison could uncover 

best practices that developers worldwide can use to 

improve their apps. 

Educational bodies have an important role to play in 

ensuring these improvements are made. By setting clear 

standards for educational apps and promoting best 

practices, they can help bridge the gap between research 

and practical application, leading to better-designed, 

more effective learning tools. With ongoing research and 

collaboration between educators, developers, and 

researchers, we can improve the quality of educational 

apps for children, giving them the tools they need to 

succeed in today’s digital world. 
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Background and Objectives: Printed monopole antenna has an omnidirectional 
radiation pattern but a narrow impedance bandwidth. To achieve multiband 
behavior, modification of the antenna shape is necessary. There is no systematic 
approach for the shape modification and commonly it is done by parametric 
studies, adjusting, tuning or optimization of an initial shape. 
Methods: The method for designing a multiband antenna is based on transmission 
line theory and lumped element model. It applies to all desired multiband 
operations without needing tuning or optimizing a complex configuration. Every 
length and dimension are computed from the mathematical formula or Smith 
chart as a graphical tool. The proposed matching method in the design of a 
multiband and reconfigurable CPW-fed monopole antenna employed. Both series 
and parallel impedance matching stubs are investigated and compared with each 
other. 
Results: To explain the challenges, the proposed method was applied to a desired 
antenna. It showed that using matching stubs in the CPW line can design a 
multiband and reconfigurable antenna. Also, the measurements have been done 
and compared with the simulations and show a good agreement. 
Conclusion: Compared to the microstrip line, the CPW feeding of the monopole 
antenna has the advantage that both parallel and series stubs can be implemented 
for the matching of the antenna. In this case, the required space for these stubs 
placed inside the antenna and no extra space needed. So, the printed size of the 
proposed antenna does not change. The impedance matching method for the 
integrated stubs with the antenna has been proposed. The high-pass and low-pass 
properties of each matching network were considered. The authors showed that 
this method can successfully design multiband, reconfigurable CPW-fed monopole 
antennas. 
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Introduction 
Today, the use of different frequency bands in a single 

device for access to various telecommunication services 

is very common. An Antenna as a part of the wireless 

systems, play an important role in achieving this goal. The 

appropriate antenna should have a multiband operation 

and an omnidirectional pattern, where full spatial 

coverage is required. One of prevalent and simple way to 

get an omnidirectional pattern is the monopole antenna. 

But the monopole antenna due to the resonance 

characteristic is very sensitive to frequency and does not 

have multiband properties. So, a lot of changes have been 

made to the monopole antenna shape by researchers to 

overcome this problem [1]-[16]. In order to attain 
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multiband properties, in reference [1] two connected 

strip monopoles with different lengths are tuned, in [2] 

two stacked T-shaped monopoles with different sizes are 

adjusted, in [3] the dimensions of G-shaped monopole are 

optimized, in [4] the geometry of shorted parasitic 

inverted-L wire closely placed to the inverted L-shaped 

monopole is founded by tuning, in [5] appropriate slits 

into the CPW feeding line are optimized by particle swarm 

optimization, in [6] dimensions of  modified T-shaped 

monopole are obtained by parametric studies, in [7] the 

lengths of the monopole antenna and an n-shaped slot on 

the radiating element properly adjusted, in [8] the 

parameters of two inverted-L slots etched on the radiator 

element optimized and tuned. In [9]-[24] by using a more 

complicated structure and shape for the monopole 

antenna, the multiband operation has been achieved. 

Coplanar waveguide (CPW) implementation of 

microwave and antenna devices is widely considered in 

research. This is due to its attractive features such as a 

single metallic layer, low dispersion and loss, more design 

parameters for impedance matching, low radiation 

losses, and easy connection of series and shunt 

components. Some of the antenna mentioned in the past 

are fed by the CPW line. Furthermore, the CPW line also 

used in microwave devices such as filter [25], phase 

shifters [26], power splitters [27], amplifier [28], 

coupler [29] and etc. The matching stubs described here 

can be used for a better design of them. 

The multiband antenna design method described here 

is very simple and completely applicable to all of the 

desired multiband operations without the need to tuning 

or optimizing a complex configuration. Every length and 

dimension are computed from the mathematical formula 

or Smith chart as a graphical tool. Because the shape of 

the monopole antenna does not change and the matching 

network integrated with the antenna structure, no need 

to increase in the monopole size. 

In this paper, first in Section II the theory of impedance 

matching for CPW line based on the single-stub tuning 

developed and customized for CPW-fed monopole 

antenna. In this way, the effects of both series and parallel 

impedance matching stubs modeled with transmission 

line theory. Because the monopole antenna can be 

matched in the first operational band through the 

antenna length and proper feeding line, the matching 

network used for the second operational band and should 

not have any adverse effect on the first one. This can be 

explained through the concept of high-pass and low-pass 

properties of each matching network. To have a better 

view, each stub before the first resonance frequency 

modeled with the lumped elements. 

In Section III, the proposed matching method in the 

design of a multiband and reconfigurable CPW-fed 

monopole antenna employed. Both series and parallel 

impedance matching stubs are investigated and 

compared with each other. Also, the effect of the 

difference between the upper and lower frequency bands 

on the success of the proposed method investigated. The 

tuning of the second band with the length of the stubs has 

been done and the independence of the two frequency 

bands is studied. For all case, the measurement results 

are compared with the Feko software simulations and 

show good agreement. 

Matching Stubs in CPW Line  

Single stub matching network is based on a short or 

open- ended transmission line (stub) with a specified 

length which connected to the feeder line at a certain 

position in the form of serial or parallel. Due to fabrication 

constraints, the parallel stub can be implemented in the 

microstrip line but the serial one not. For the CPW 

transmission line, both serial and parallel connections can 

be considered, due to presence of ground and center 

conductor in the same plane. The theory of single stub 

matching is well known [30]. But for using this theory in 

the design of the CPW-fed monopole antenna, we need 

to clarify some of the points. One of them is about the 

rotation direction in the Smith chart (toward the 

generator or load) that will be different here with usual 

impedance matching methods.  

The other one is about stub termination (short or 

open) which must be selected in serial and parallel 

connection of stubs. The termination choosing for serial 

or parallel connection is related to the high-pass and low-

pass properties of matching network. To design a 

multiband monopole antenna, the first operational band 

was matched (with a length of about quarter-wavelength) 

and for the second band, the matching stub must be 

designed so that the first one not disturbed by the 

matching network. 

A.  Modeling of Serial and Parallel Stubs 

Let's consider the Fig. 1 (a) which part of center strip 

conductor expanded into surrounding ground and ended 

without connecting to it. Hence, this part can be modeled 

as an open-end CPW parallel stub (see Fig. 1 (b)). For 

circuit analysis based on the Smith chart, moving from the 

open circuit gives rise to a capacitive reactance that must 

be connected in parallel with the main CPW line (see Fig. 

1 (c)). 

The input impedance of this stub can be calculated 

from transmission line theory as: 

(1) 𝑍𝑖𝑛 = −𝑗𝑍0 𝑐𝑜𝑡( 𝛽𝑙𝑝)  

where 𝑍0 is the open-end CPW parallel stub characteristic 

impedance (here we assumed that it is equal to the main 

line), 𝑙𝑝 is the physical length of it and 𝛽 is the phase 

constant. The values of  𝑍0 and 𝛽 dependent on the 

physical dimensions can be found in [31]. 



Designing Multiband, Reconfigurable Printed Antenna for Modern Communication Systems 

J. Electr. Comput. Eng. Innovations, 13(2): 485-493, 2025                                                                         487 

If the stub, before the quarter-wavelength, modeled as 

a capacitance, then from (1) we have: 

(2) 𝐶 =
𝑡𝑎𝑛(𝛽𝑙𝑃)

𝜔𝑍0
  

For Fig. 1 (d) the center strip conductor expanded into 

surrounding ground and connected to it to form a short 

circuit. Similarly, this part can be modeled as a short-end 

CPW parallel stub (see Fig. 1 (e)). In this case, moving from 

the short circuit gives rise to an inductive reactance that 

must be connected in parallel with the main CPW line (see 

Fig. 1 (f)). To explain the inductive properties of this stub, 

we must consider the current following around the end of 

termination like a loop. The input impedance of this short 

parallel stub can be calculated from transmission line 

theory as: 

(3) 𝑍𝑖𝑛 = 𝑗𝑍0 𝑡𝑎𝑛( 𝛽𝑙𝑝)  

where the parameters are defined similar to (1). The 

equivalent inductance value, before the quarter-

wavelength, determined by: 

(4) 𝐿 =
𝑍0 𝑡𝑎𝑛( 𝛽𝑙𝑝)

𝜔
 

The values of 𝐶 and 𝐿 in (2) and (4) are a function of 𝑙𝑝 

(stub length), 𝑍0 and 𝛽. 

In Fig. 2 (a), the center strip changed so that to form an 

interdigital structure. In circuit analysis, this structure can 

be modeled obviously as a series capacitance (see Fig. 2 

(c)) and also based on transmission line theory it can be 

considered as a series open circuit CPW stub (see Fig. 2 

(b)). So, the input impedance of the stub and the 

equivalent capacitance value, before the quarter-

wavelength, can be computed with (1) and (2) 

respectively. The difference is that this open circuit stub, 

connected in series with the main CPW line (compare Fig. 

1 (a) and Fig. 2 (a)). 

 

In Fig. 2 (d), the interdigital structure shorted in the 

end and form a short-end CPW series stub (see Fig. 2 (e)). 

Based on the Smith chart, moving from the short circuit 

gives rise to an inductive reactance that must be 

connected in series with the main CPW line (see Fig. 2 (f)). 

So, the input impedance of the stub and the equivalent 

inductance value, before the quarter-wavelength, can be 

computed with (3) and (4) respectively. 

To achieve a multiband antenna, the matching 

network used for the second operational band, should 

not have any adverse effect on the first one. This simple 

lumped element model is useful when we must consider 

the effect of different stubs on the first operational 

bandwidth based on the high-pass and the low-pass 

properties of each matching network. Thus, we can 

conclude that the stubs shown in Fig. 1 (a) and Fig. 2 (d) 

are low-pass and suitable for matching of the second 

operational band, but the others are not useful for our 

purpose.  

The simple lumped element equivalent circuit model is 

  

(a) (d) 

 

 

(b) (e) 

 

 

 

 
(c) (f) 

Fig. 1:  Parallel stubs in CPW transmission line. Open-end CPW 
parallel stub (a) board layout, (b) equivalent transmission line 
and (c) equivalent circuit element with Smith chart. Short-end 
CPW parallel stub (d) board layout, (e) equivalent transmission 

line and (f) equivalent circuit element with Smith chart. 

  

(a) (d) 

  

(b) (e) 

 

 

 

 
(c) (f) 

Fig. 2:  Series stubs in CPW transmission line. Open-end CPW 
series stub (a) board layout, (b) equivalent transmission line 

and (c) equivalent circuit element with Smith chart. Short-end 
CPW series stub (d) board layout, (e) equivalent transmission 

line and (f) equivalent circuit element with Smith chart. 
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accurate before the first resonance frequency (the 

quarter-wavelength) and does not predict the resonance. 

But the transmission line model does it (see Fig. 3). In Fig. 

3 (a) and (b) the 𝑆21of low-pass CPW stubs simulated in 

full wave (FW) and compared with the transmission line 

(TL) model. The values of capacitance for open-end CPW 

parallel stub computed with (2) and illustrated in Fig.3 (a). 

The FW simulation for parallel stub agrees with TL model 

properly.  

But for CPW series stub, the resonance frequency is 

shifted (see Fig. 3 (b)). It is because of the low width of 

surrounding ground for CPW series stub in comparison 

with the common CPW line. The values of inductance for 

short-end CPW series stub computed with (4) and 

illustrated in Fig. 3 (b). In Fig. 3 (c) the structure of low-

pass CPW stubs for multi-band monopole antenna 

illustrated.  

The 𝐷𝑆 (𝐷𝑃) and 𝐿𝑆 (𝐿𝑃) dimensions as the series 

(parallel) stub position and length must be designed to 

achieve multiband antenna. The following is an 

explanation of the design process with help of some 

examples. 

B.  CPW Stubs Design for Multi-Band Monopole Antenna 

At the first, a CPW fed monopole antenna designed for 

the first frequency band based of the common method 

(with a length of about quarter-wavelength). Then the 

input impedance of the antenna gets through simulation 

at all frequencies. In this step, for more accurate results, 

the subminiature version A (SMA) connector is also 

considered in simulations. Now the input impedance of 

the antenna in the second desired band has been 

achieved and the matching problem is specified. To match 

this load to a 50Ω line the Smith chart can be used as a 

graphical tool. Since the goal of this work is the 

integration of matching circuit with the antenna, rotation 

direction in the Smith chart chosen toward the load 

(inside the antenna). 

For parallel stubs case, the admittance Smith chart 

could be used and the normalized load must be plotted. 

The 𝐷𝑃  calculated from the SWR circle intersection with 

the 1 +  𝑗𝑏 circle. The length of the open-end parallel stub 

(𝐿𝑃) that gives a susceptance of − 𝑗𝑏 can be found on the 

Smith chart. The design process for the CPW series stubs 

is similar to the above. 

Let's assume the first frequency band of the required 

antenna is 2.4 GHz and it is desirable to be matched in 5.5 

GHz. The monopole antenna with such properties is 

illustrated in Fig. 4 (a). As can be seen, the antenna in 5.5 

GHz poorly matched and it is required to a matching 

network. Now the input impedance of the antenna in the 

5.5 GHz can be normalized and plotted on the Smith chart.  

Because the SMA connector modeled when simulating 

the antenna, the input impedance computed in the place 

of the SMA input as a wave port. Thus, the de-embedding 

result (removing the influence of the SMA connector) 

leads to 5.5 GHz point on the Smith chart rotate 

counterclockwise (CCW). The rotated 5.5 GHz point 

plotted on the Smith chart as illustrated in Fig. 4 (b). 

First parallel CPW stubs case is explained. The rotation 

along a constant radius SWR circle chosen CCW to embed 

the matching network into the antenna board. This brings 

the solution to a point on the 1 +  𝑗𝑏 circle. Here, due to 

limited space available in antenna board, just the first 

intersection point which leads to the shortest distance 

(𝐷𝑃) considered. The 𝐷𝑃 calculated from the wavelengths 

toward load (WTL) scale.  In this desired antenna, the 

normalized admittance at the intersection point is 1 +

 𝑗𝑏 (𝑏 < 0) as illustrated in Fig. 4 (b). Thus, the solution 

requires a parallel stub with a susceptance of − 𝑗𝑏. The 

length of the open-end parallel CPW stub (𝐿𝑃) that lead to 

a susceptance of − 𝑗𝑏 can be found through starting at 

 

(a) 

 

(b) 

 

(c) 
 

Fig. 3:  The low-pass CPW stubs. The S21 magnitude of (a) open-
end CPW parallel stub and (b) short-end CPW series stub. The 

FW and TL simulations compared and equivalent circuit 
element values before first resonance computed. (c) The low-
pass CPW stubs solution for multi-band monopole antenna. 
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𝑦 = 0 (open circuit), and moving along the outer edge of 

the Smith chart (|𝛤| = 1) toward the generator to the 

− 𝑗𝑏 point. So, the both of 𝐷𝑃 and 𝐿𝑃 have been achieved 

and the design of matching network completed. The 

printed circuit board and the radiation patterns of parallel 

stub solution illustrated in Fig. 5. 

 

 

 

For the series CPW stub case, a same matching 

problem assumed (both Fig. 4 (a) and Fig. 6 (a) are the 

same). In this case the impedance Smith chart could be 

used (see Fig. 6 (b)).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4:  The open-end CPW parallel stub design process and 
results for 5.5 GHz. (a) Simulation and measurement of 

primary 2.4 GHz CPW-fed monopole antenna. (b) The Smith 
chart graphical solution to find Dp and Lp for the open-end CPW 
parallel stub. (c) Simulation and measurement of parallel stub 
solution in CPW transmission line for impedance matching in 

5.5 GHz. (d). The effect of different values of stub length (Lp) on 
the second band to have reconfigurable antenna. 

 

 
 (a) 
 

  
 (b) (c) 

 

Fig. 5:  Printed circuit board (Ro4003 εr=3.55, 
thickness=0.8mm), (a) and simulated radiation patterns of 

parallel stub solution for impedance matching in 2.4 GHz and 
5.5 GHz, (b) yz (c) xz plane. (ℎ1 = 30𝑚𝑚, 𝑤1 = 3.5𝑚𝑚, 𝑔1 =

0.5𝑚𝑚) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6:  The short-end CPW series stub design process and 
results for 5.5 GHz. (a) Simulation and measurement of primary 

2.4 GHz CPW-fed monopole antenna. (b) The Smith chart 
graphical solution to find Dp and Lp for the short-end CPW 
series stub. (c) Simulation and measurement of series stub 

solution in CPW transmission line for impedance matching in 
5.5 GHz. (d) The effect of different values of stub length (Ls) 

and monopole antenna length (h1) on the second band to have 
reconfigurable antenna. 
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Again, the rotation along a constant radius SWR circle 
chosen CCW and this leads to intersection with a point on 

the 1 +  𝑗𝑥 circle. In our example, the first intersection 

point leads to a small length for 𝐷𝑆 (see Fig. 3 (c)) and the 

assembly of the SMA connector is difficult. Thus, the 

rotation continues along a constant radius SWR circle to 

intersect with second point on the 1 +  𝑗𝑥  circle (see Fig. 

6 (b)). In this desired antenna, the normalized impedance 

at the intersection point is 1 +  𝑗𝑥 (𝑥 < 0) as illustrated 

in Fig. 6 (b). Thus, the solution requires a series stub with 

a reactance of − 𝑗𝑥. The length of the short-end series 

CPW stub (𝐿𝑆) that lead to a reactance of − 𝑗𝑥 can be 

found through starting at 𝑧 = 0 (short circuit), and 

moving along the outer edge of the Smith chart (|𝛤| = 1) 

toward the generator to the − 𝑗𝑥 point. So, the both of 𝐷𝑆 

and 𝐿𝑆 have been achieved and the design of matching 

network with series CPW stub completed. 

In the next section, this method implemented and the 

simulation and measurement result presented. 

Result and Discussions of Reconfigurable 
Multiband Monopole Antenna 

This section illustrates that the implementation of 

matching stubs in the CPW line with the proposed 

method can be used for design of a multiband and 

reconfigurable antenna. Here are a few examples to 

explain the challenges and to compare the both series and 

parallel methods. 

In the first case, assume the frequency band of the 

required antenna is 2.4 GHz and it is desirable to be 

matched in 5.5 GHz (see Fig. 4 (a)). The usage of the Smith 

chart as a graphical tool for matching the antenna 

illustrated in Fig. 4 (b). The designed 𝐷𝑃 and 𝐿𝑃 

dimensions as the parallel stub position and length are 6.7 

mm and 5.7 mm respectively. The results of the 

simulation and measurement of the designed antenna 

have been shown in Fig. 4 (c) and as can be seen, there is 

a good agreement between them. Thus, the validation of 

the method described in the previous section approved. 

Due to manufacturing constraints, the parallel stub 

position cannot be changed, so the 𝐷𝑃 has a fixed value. 

But the parallel stub length (𝐿𝑃) can be changed. The 

effect of 𝐿𝑃 variation on the input impedance matching of 

the antenna illustrated in Fig. 4 (d).  The variable 𝐿𝑃 

implemented here by connecting of the pads through the 

copper ribbon. As can be seen in Fig. 4 (d), by adjusting 

the 𝐿𝑃 value the second band of the antenna tuned as a 

reconfigurable antenna. The advantage of this 

implementation is that the first frequency band remains 

unchanged and the two frequency bands are independent 

(see Fig. 4 (d)). It is evident that the first frequency band 

is dependent on monopole length. The printed circuit 

board and the radiation patterns of parallel stub solution 

illustrated in Fig. 5. 

For the series CPW stub case, again assume the 

frequency band of the required antenna is 2.4 GHz and it 

is desirable to be matched in 5.5 GHz (see Fig. 6 (a)). By 

using the Smith chart (see Fig. 6 (b)), the 𝐷𝑆 and 𝐿𝑆 

dimensions as the series stub position and length, attain 

16.4 mm and 5 mm respectively. Since the 𝐷𝑆 has a fixed 

value, only the series stub length (𝐿𝑆) can be changed by 

shortening the stub in appropriate length. Unlike the 

parallel stub, the first and second frequency band for 

series stub are not independent. Thus, to freeze the first 

frequency band, both of 𝐿𝑆 and ℎ1 need to be tuned and 

it is a difficult task (see Fig. 6 (c)). The printed circuit board 

of series stub solution and the radiation patterns 

illustrated in Fig. 7. 

 

 

To investigate the effect of the difference between the 

upper and lower frequency bands on the success of the 

proposed method, let’s consider another problem and 

assume the frequency band of the required antenna is 3.5 

GHz and it is desirable to be matched in 5.5 GHz. In this 

case, the low pass properties of the matching network are 

more important to have no adverse effect on the first 

band of the antenna (see Fig. 8). The matching stubs for 

both series and parallel cases designed with the help of 

the Smith chart (see Fig. 8. (b) and (c)). The designed 

𝐷𝑃(𝐷𝑆) and 𝐿𝑃(𝐿𝑆) dimensions as the parallel (series) 

stub position and length are 3 (12) mm and 5.5 (3.7) mm 

respectively. 

For parallel stub, in addition to the 5.5 GHz, another 

frequency band around 2.4 GHz has been matched by 

chance (see Fig. 9 (a)). But the authors check and found 

that the additional matched band is not due to the 

parasitic effect and the parallel stub length and position 

are also suitable for matching in 2.4 GHz. In the series stub 

case, the 3.5 GHz and 5.5 GHz bands are near to each 

other and merged. On the other hand, a wideband 

antenna instead of multiband antenna has been achieved 

 

 
 (a) 
 

  
 (b) (c) 

 

Fig. 7:  Printed circuit board (a) and simulated radiation 
patterns of series stub solution for impedance matching in 2.4 

GHz and 5.5 GHz, (b) yz (c) xz plane. (ℎ1 = 18𝑚𝑚, 𝑤1 =
3.5𝑚𝑚, 𝑔1 = 0.5𝑚𝑚) 



Designing Multiband, Reconfigurable Printed Antenna for Modern Communication Systems 

J. Electr. Comput. Eng. Innovations, 13(2): 485-493, 2025                                                                         491 

(see Fig. 9 (b)). The printed circuit board of parallel and 

series stub solution in CPW-fed monopole antenna for 

impedance matching in 5.5 GHz illustrated in Fig. 9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The design methods in previous works are based on 

changing the antenna parameters to reach the desired 

solution, and the ability to change the frequency by 

changing the dimensions is limited. Therefore, the design 

method is more complicated and the reconfigurable 

capability of the antenna is reduced. 

Since, this work is about the antenna design method, a 

comparison has been made with previous works in this 

field, which illustrated in Table 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Also, in some previous works, the size of the antenna 

increases due to the change in the shape of the antenna 

which in some cases leads to a decrease in the 

omnidirectionality of the antennas. The method 

presented in this work allows the implementation of dual-

band, triple-band and wide-band antennas without 

 
(a) 

  
(b) (c) 

 

Fig. 8: (a) Simulation and measurement of antenna for 3.5 GHz 
and it is desirable to be matched in 5.5 GHz, (b), (c) The 

matching stubs for both series and parallel cases designed with 
the help of the Smith chart. 

 
(a) 

 
(b) 

Fig. 9:  Simulation and measurement of (a) parallel stub 
solution, (b) series stub solution. 

Table 1: Comparison with other works 
 

Ref Antenna Shape Design Approach Bandwidth Reconfigurable 

[1] Two monopoles with different lengths 
Tuning the antenna 

parameters 
Dual-Band NA 

[2] 
Two stacked T-shaped monopoles of 

different sizes 
Adjusting the antenna 

parameters 
Dual-Band NA 

[3] G-shaped profile 
The antenna dimensions 

are optimized 
Dual-Band NA 

[4] Shorted parasitic inverted-L Parametric studies Triple-Band NA 

[5] 
Embedding appropriate slits into the 50 Ω 

CPW feeding line 
Particle swarm 

optimization approach 
Multiband NA 

[6] Modified T-shaped antenna Parametric studies Dual-Band NA 

[7] n-shaped slot 
Adjusting the lengths of 

the element and slot 
Dual-Band NA 

[8] Two inverted-L slots 
Adjusting the lengths of 

the element and slot 
Triple-Band NA 

This 
work 

Parallel and series stubs 
Serial and parallel stubs 

Using Smith chart 

Dual-Band 

Triple-Band 

Wide-Band 

Yes 
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changing the shape of the antenna and with a simple 

design method. 

Conclusion  

Compared to the microstrip line, the CPW feeding of 

the monopole antenna has the advantage that both 

parallel and series stubs can be implemented for the 

matching of the antenna. In this case, the required space 

for these stubs placed inside the antenna and no extra 

space needed. So, the printed size of the proposed 

antenna does not change. The impedance matching 

method for the integrated stubs with the antenna has 

been proposed. The concept of high-pass and low-pass 

properties of each matching network considered and the 

authors showed that this method can be successfully used 

for designing of multiband, reconfigurable CPW-fed 

monopole antenna. 
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Abbreviations  

CPW Coplanar Waveguide 

SMA Subminiature Version A 

SWR Spectral Angle Mapper 

CCW Counterclockwise 

TL Transmission Line 

FW Full Wave 

WTL Wavelengths Toward Load 
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A quaternary section heading is rarely necessary, but 

is perfectly acceptable if required. It is enumerated by a 
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E.  Figures and Tables 

Figure axis labels are often a source of confusion. Try 

to use words rather than symbols. As an example, write 

the quantity "Magnetization," or "Magnetization, M," 

not just "M." Put units in parentheses. Do not label axes 

only with units. As in Fig. 1, write "Magnetization 

(kA/m)" or "Magnetization (kA·m-1)," not just "kA/m." Do 

not label axes with a ratio of quantities and units. For 

example, write "Temperature (K)," not "Temperature/K." 

Figure labels should be legible, approximately 8- to 10-

point type. 

Large figures and tables may span both columns, but 

may not extend into the page margins. Arrange these 

one column figures and tables at either top or end of a 
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Fig. 1:  Magnetization as a function of applied field. (Note that 

there is a colon after the figure number followed by two 
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All figures and tables must appear near, but not 

before, their first mention in the text. Use the 

abbreviation "Fig. 1," even at the beginning of a 
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To insert images in Word, use Insert | Picture | From 

File. 

F.  Numbering 

Number reference citations consecutively in square 
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brackets [2]. Multiple references [2], [3] are each 

numbered with separate brackets [1][1]-[2]. Refer simply 

to the reference number, as in [2]. Do not use "Ref. [2]" 
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Number footnotes separately with superscripts 
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(Insert | Footnote). Place the actual footnote at the 

bottom of the column in which it is cited. Do not put 

footnotes in the reference list. Use letters for table 

footnotes. 

Use Arabic numerals for figures and Roman numerals 

for tables. Appendix figures and tables should be 

numbered consecutively with the figures and tables 

appearing in the rest of the paper. They should not have 

their own numbering system. 

G.  Units 

Metric units are preferred for use in IEEE publications 

in light of their global readership and the inherent 

convenience of these units in many fields. In particular, 

the use of the International System of Units is 

advocated. This system includes a subsystem of units 

based on the meter, kilogram, second, and ampere 

(MKSA). British units may be used as secondary units (in 

parentheses). An exception is when British units are used 

as identifiers in trade, such as 3.5-inch disk drive.  

H.  Math and Equations 

Number equations consecutively with equation 

numbers in parentheses flush with the right margin, as in 

(1). First use the equation editor to create the equation. 

Then select the “Equation” markup style. Write the 

equation number in parentheses using Insert | Caption.  

Use the Microsoft Equation Editor for all math objects 

in your paper (Insert | Object | Create New | Microsoft 

Equation or MathType Equation). "Float over text" 

should not be selected. 

To make your equations more compact, you may use 

the slash ( / ), the exp function, or appropriate 

exponents. Italicize Roman symbols for quantities and 

variables, but not Greek symbols. Use a long dash rather 

than a hyphen for a minus sign. Use parentheses to 

avoid ambiguities in denominators. Number equations 

consecutively with equation numbers in parentheses 

flush with the right margin, as in (1). Be sure that the 

symbols in your equation have been defined before the 

equation appears or immediately following. Italicize 

symbols (T might refer to temperature, but T is the unit 
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Use Insert | Reference | Caption to number 
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Results and Discussion 

The Results section should briefly present the 

experimental data in text, tables or figures. Tables and 

figures should not be described extensively in the text.  

The Discussion should focus on the interpretation and 

the significance of the findings with concise objective 

comments that describe their relation to other work in 

the area. It should not repeat information in the results. 

The final paragraph should highlight the main 

conclusion(s), and provide some indication of the 

direction future research should take. 

Conclusion 

As the Conclusion section is the most important 

element of a manuscript, so it must be more expanded 

scientifically and contently at least half a page length. 

Example: 

In this study, a forecast model was developed to 

determine the generation of MSW in the municipalities 

of the CCS, Chiapas State, Mexico. A MLR was used to 

obtain the forecast model with social and demographic 

explanatory variables. Two forecast models were 

presented and analyzed, with variables that met the 

multicollinearity test. The most important variables to 

predict the rate of MSW generation in the study area 

were the population of each municipality (XPop), the 

population born in another municipality (XPbam) and 

the population density (XPd). XPop is the most influential 

explanatory variable of waste generation, particularly it 

is related in a positive way. XPbam is less related to 

waste generation. XPd is the variable that least 

influences waste generation prediction; in addition, it 

can present problems of correlation with other 

explanatory variables. Although other variables, such as 

daily per capita income (XDpi) and average schooling 

(XAs), are very important, they do not seem to have an 

effect on the response variable in this study. The user of 

this forecast model should use model 2, since it is the 

one with the highest parsimony (it uses fewer variables); 

R2adj, MAPE, MAD and RMSE values indicated high 

influence on the explained phenomenon and high 

forecasting capacity. Additionally, it is important to 

mention that when using the models proposed for 

forecasting purposes, it is necessary to make a 

transformation in the explanatory and response 

variables (use inverse of natural logarithm). The 

inferences made on the municipalities of the study area 

showed that, except in some municipalities, the MSW 

generation rate usually presented a gradual increase 
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with respect to population growth and with respect to 

the number of inhabitants that were born in another 

entity (migration). Finally, this study can be a solid basis 

for comparison for future research in the area of study. 

It is possible to use different mathematical models such 

as artificial neural network, principal component 

analysis, time-series analysis, etc., and compare the 

response variable or the predictors. 
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